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PREDICTING THE CRYSTAL STRUCTURE
OF ORGANIC MOLECULAR MATERIALS

Abstract
by
ANNE MARIE CHAKA

Considerable interest has developed in organic molecu-
lar materials since the discovery of a wide range of properties
previously thought to be the exclusive domain of inorganic ma-
terials and metals. Many of these properties of organic materials,
such as conductivity, nonlinear optical susceptibility, and ferro-
magnetism, are dependent upon the relative orientation of the
constituent molecules within the material. Hence, to be able
to predict crystal packing has long been recognized as being of
great importance, but was believed to be too complicated or
to involve too many long calculations to be feasible. We have
developed a novel method which employs a series of successive
approximations to focus on structures of high probability with-
out resorting to a brute force search and energy minimization
of all possible structures. The problem of multiple local minima
was overcome by assuming that the crystal structure is closest
packed, thereby eliminating 217 of the 230 possible space groups.
Structures within the 13 remaining space groups were searched
in rotational increments of 15°. Initial energy minimzation was

performed using Lennard-Jones pair potentials to produce a set

it



of closest-packed structures. These structures were then refined
with the introduction of a Coulombic potential calculated using
molecular multipole moments. This method has successfully pre-
dicted the crystal structure of several saturated and unsaturated
hydrocarbons with no a priori information provided. For large
polycyclic aromatic hydrocarbons, additional refinements of the
energy calculations are required to distinguish the experimental
structure from a small number of closest-packed structures. All

calculations were performed on the Ohio Supercomputer Center’s

Cray Y-MP.
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“Every attempt to employ mathematical methods in the study of
chemical questions must be considered profoundly irrational and contrary
to the spirit of chemistry. If mathematical analysis should ever hold
a prominent place in chemistry, an aberration which is happily almost
impossible, it would occasion a rapid and widespread degeneration of
that science.”

Auguste Comte
Philosophic Positive (1830)

Chapter 1 Introduction

Considerable interest in molecular materials, thin films, and monolayers
[1,2] has developed in recent years due to the discovery of their wide range of elec-
tronic 3], magnetic [4], and optical properties [5,6]. Organic materials have an
advantage over more traditional materials in that their properties can be tailored
to a specific application by changing the structure of the constituent molecules.
Subtle differences in the magnitudes of various properties can be achieved by
modification of the functional groups on a given molecule. In addition, organic

materials can be designed which exhibit these properties anisotropically.

Most of these properties are dependent upon the relative orientation of the
molecules within the material, i.e. how the molecules are packed within the crystal
[3.4,5,6]. For example, materials with a centrosymmetric crystal structure will
not exhibit second-order nonlinear optical effects, even if the individual molecules
have a high second-order susceptibility coefficient [6]. While inorganic materials
are usually easily made, the synthesis of organic molecules is often quite difficult
and time consuming. Up to now there has not been a method to predict ¢ priori
whether the material to be synthesized will crystallize in a certain space group and

hence be more likely to express the desired properties macroscopically in the bulk
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phase. At the present time development of these conducting and optical systems
is on a trial-and-error basis due to the lack of a working predictive model for the
solid state structure of organic materials. Hence, there is a need to improve our

understanding of how these materials crystallize in order to provide some direction

to the synthetic chemist.

To be able to predict crystal packing has long been recognized as being of
great importance, but was believed to be too complicated or to involve too many
long calculations to be feasible. The observed structure will be, of course, the
minimum free energy configuration. Due to the problem of multiple minima in a
very large search space and the notoriously slow convergence of 1/r terms in the
electrostatic energy over many unit cells, prediction techniques based on lattice
energy minimization alone are not practical for molecular solids. We have devel-
oped a novel approach to predicting the crystal structures of organic molecular
materials which circumvents the above difficulties by using a series of successive
approximations to focus on crystal structures of high probability without per-
forming a search by brute force of the nearly infinite number of possibilities. Our
approach still requires a supercomputer, but the program, ICE9, is highly vector-
ized and enables us to predict the crystal structures of various hydrocarbons in

less than four hours cpu time on a Cray Y-MP.



Chapter 2 Background and Statement of Problem
2.1. Properties of Organic Molecular Materials

A molecular material is defined as a substance in which groups of atoms can
be found for which the interatomic distances within that group are significantly
smaller than those between groups. For example, spacings between hydrogen
atoms which are in different molecules are at least 2.4 A apart in hydrocarbon
crystals, whereas distances between these atoms and the carbon atoms to which
they are bound are on the order of 1 A. There are no actual bonds between
molecules in these solids, and the dominant cohesive force of the lattice is due
to weak Van der Waals interactions. This type of lattice is in contrast to solids
which are primarily ionic, such as sodium chloride, covalent, such as graphite or
silicon, or metallic. To illustrate the importance of predicting crystal structures,
this section will describe two types of molecular materials and discuss in detail

how their crystal packing relates to their macroscopic properties.

Intense interest in nonlinear optics has developed during the last ten years as
demands for speed in computing and information transfer have increased. Since
the discovery of second harmonic generation (SHG) in 1961 when Franken, Hill,
Peters, and Weinrich [7] directed a ruby laser at a quartz crystal and generated
radiation at twice the input frequency, most initial work in the area of nonlinear
optics has been done on inorganic materials such as potassium dihydrogen phos-
phate, GaAs, and LiNb0;. Although these inorganic materials are readily avail-
able, cheap, and easy to make, they are plagued by poor optical transparency, low
thresholds for laser damage, high dielectric constants, and relatively slow response

times when compared to the optical properties of organic materials. In addition,
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recent excitement in the field of optics has been generated by the discovery of even
higher nonlinear responses for organic crystals than for LiNb03, one of the most
active inorganic nonlinear materials known [5]. The high conversion efficiency
which is possible in organic single crystals will allow the use of much lower power

lasers, which are cheaper to operate and cause less molecular damage.

The molecular basis of nonlinear optics is well understood. Electomagnetic
radiation propagating through a medium, or application of an external electric
field, induces polarization of the molecules in the medium. The molecular dipoles
oscillate in turn, emitting electromagnetic radiation. In some cases, this emitted
frequency can be twice (Second Harmonic Generation - 2w), or even three times
the incident frequency w (Third Harmonic Generation - 3w). The nonlinear po-
larization resulting from an applied static or optical electric field can be expanded
in a power series of the electric field. For a single molecule, the induced dipole
moment is given by the expression:

pi = Z aijEj + ZﬂijkEjEk + Z‘YijklEjEkEl +... [Eq. 2.1]

k) F13 skl
where i is the molecular axis, E; is the jth component of the electric field, «
is the linear polarizability, 8 is the quadratic hyperpolarizability, and 7 is the

cubic hyperpolarizability. «, 8 and ~ are second, third and fourth-rank tensors,

respectively.

The coeficients for the bulk nonlinear susceptibility of a material can be

determined from the molecular susceptibilities:



X = N fo1 fuz(ais)
X = N fu1 fur fus (Bii)

X(3w) = walwafw3fw4(7ijkl) [Eqs. 2.2]

where N is the number of molecules per unit volume, f,; is the local electric field
correction, and the brackets () imply angular averaging over the irradiated area.

Therefore the bulk nonlinear polarizability of a material can be expressed as:
Pi=Y B+ BB+ Y X Ei BB+ ... [Ea. 23]

j ik 3kl

Hence, materials with high bulk nonlinear optical susceptibilities can be de-
signed from molecules with high nonlinear activity. These molecules which have
a large nonlinear susceptibility coefficient B are characterized by extensive con-
jugated 7 systems, planarity, and substituents with strong electron donating and
inductive effects at opposite ends of the molecular dipole which can yield low-

lying charge-transfer resonance states [5]. Typical examples of molecules with

high nonlinear activity are shown in Figure 2.1.
N(CH;), N(CHj),

CHs, _CH,
(O
l /
N \ O N
CH;
NO, N CN
(a) (b) (c)

Fig. 2.1 (a). N,N-dimethyl-p-Nitroaniline, (b). Quinodimethane deriva-
tive, (c). trans-4'-Dimethyl-amino-1-nitrostilbene (DANS).
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A material with the maximum nonlinear response will have all the individual
molecular components arranged with their susceptibility tensor maxima aligned in
the same direction, thus maintaining a polar orientation throughout the crystal.
In a centrosymmetric environment, however, 8 vanishes altogether. This can be
readily seen by the following argument. If a field +F is applied to the medium,
the polarization induced by the first nonlinear term is +BE? If a field —~E is
applied, the symmetry requirement should result in a polarization of —BE?, yet it
is still predicted to be +8E2. This contradiction can only be resolved if 8 equals
zero in a centrosymmetric medium. In addition to being noncentrosymmetric,
for maximum second order nonlinear response the crystal must be of a certain
dimension to achieve phase matching between the fundamental and the harmonics,
because their relative intensities are determined solely by the phase relationship

at the boundary.

In 1982 Ouder and Zyss [8] analyzed the various space group symmetries
for phase matching and optimized orientation of molecular susceptibilities in the
crystal. They determined that polar molecules that crystallize in the space groups
having 1, 2, m, and mm2 point groups have the largest potential nonlinear coeffi-
cients, given the proper orientation of the molecules within these groups. Qudar
and Zyss’s results are presented in Table 2.1 as the maximum fractional value
of x(?%) within each space group as compared to that obtained in an ideal rigid
lattice-oriented gas, [9] i.e. with all molecules pointing in the same direction and

fixed in space.
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Table 2.1 Polar point groups as maximum fractional value of the rigid
oriented gas x (2w) for a phase-matched interaction and for optimum
molecular orientation in the unit cell [5].

Point Group x(2w)(maz)

1,2,m,mm2 0.38

62M,6,3,3M,32 0.25
222,6mm,6,4mm,42M,23 43M 0.19

4 No possible phase interaction

Comparative statistics on materials reveal that organic molecules tend to
crystallize in noncentrosymmetric space groups more frequently than do inorganic
molecules {10]. Even so, only 27.6% of organics crystallize in this mannner. In
addition, point symmetry is important in determining second harmonic generation
and can further limit the number of possibilities. For example, the isotropic optical
nature of cubic systems excludes the cubic acentric groups from the list of SHG

candidates [5]. Other acentric groups are excluded for similar reasons.

In the last few years, not much use has been made of these known character-
istics of the space groups outside of trial and error attempts to modify molecules
in the hope of achieving the desired crystal structure [5]. Currently, investigators
at IBM are attempting to circumvent this problem by using the Cambridge Crys-
tallographic Database to predict which materials may be SHG active compounds.
The IBM method is, of course, limited to compounds which have previously been
synthesized and structurally characterized. Given the potential nonlinear optical
properties of organic single crystals, a program which could predict the crys-
tal structure of these molecular materials would be of great utility, and crucial
for rapid advancement in this field. By predicting the space group in which a

molecule will crystallize, one can optimize the structure for second order nonlinear
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properties (noncentrosymmetric polar space group) or even third order properties

(centrosymmetric space group).

In organic conducting systems, the arrangement of the molecules in the crys-
tal is crucial. For example, most organic molecules form insulators when they
crystallize [11]. Yet there are specific orientations in organic molecular solids
which allow for dramatic increases in conductivity in certain directions. Materials
such as phthallocyanines [12], nickel tribenzocyclyne [13], and (TMTSF);PFs
[14] can form semiconductors, conductors, and even superconductors, respec-
tively. The unique conduction properties of some organic materials have led to
several new technologies for electrochemical cells, lightweight batteries, and pho-

tovoltaic devices.

Organic conductors and semiconductors are formed from charge-transfer com-
pounds in a nonintegral oxidation state arranged in a particular segregated stacked
geometry in the crystal lattice. Mixed stacks of alternating donor and acceptor
molecules will be insulators. To design novel conducting systems one needs to pre-
dict the type of linear stacking and whether or not the stack is vertically eclipsed
or skewed (Figure 2.2).

D+ A- D+ A- D+ A-
A- D+ D+ A- D+ A-
D+ A- D+ A- D+ A-
A- D+ D+ A- D+ A.-

(a) () (c)

Fig. 2.2 Types of stacking observed in charge-transfer solids. (a). Mixed
stacking in an insulator. (b). Segregated, eclipsed stacking. (c). Segre-
gated, slipped stacking. Either structure in (b) or (c) can be conducting,
depending upon the electronic states of the constituent species.
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For organic conductors and semiconductors, the molecular interactions are no
longer as simple as those between nonbonded neutral organic species. Whereas the
constituent species in organic semiconductors are completely ionized, and those in
organic conductors are partialiy ionized, the Madelung energy in these materials
becomes the dominant term in the cohesive energy. In addition to posessing
large Madelung forces, organic conductors also exhibit significant intermolecular
w-overlap at Van der Waals distances, yielding a one dimensional band structure
and metal-like conductivity, and in some cases, even superconductivity [3]. Due
to the small charge-size ratio in these organic compounds, the Van der Waals and
short-range repulsive energies still play a significant role in the the lattice energy
and structure, unlike the typical inorganic ionic lattice where the non-Coulombic

forces contribute less than 1-3% to the total energy [15].

Most investigative theoretical work on these charge-transfer conducting solids
has been done using TTF and TCNQ dimers as models for the stacking calcula-
tions (Figure 2.3). The focus has been on a quantum mechanical treatment on
the degree of the charge transfer[15] and =-overlap between two molecules using
various self-consistent methods (Hartree-Fock, [16] CNDO/2, [17] and MNDO/3
[18,19,20] calculations. A discussion of these and other quantum mechanical
methods is presented in Appendix B). Nonbonded interactions, such as the Lon-
don dispersive forces, were not explicitly included in the calculation. Although
excellent progress has been made in this area, more theoretical work, particularly
in the inclusion of nonbonded forces in the cohesive energy, needs to be done
to completely account for the observed lattice energies and structures in these

conducting systems.
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0 O

Fig. 2.3 (a). Electron donor tetrathiofulvalene (TTF). (b). Electron
acceptor tetracyanoquinodimethane (TCNQ).

2.2. Theory of Crystal Packing

Molecules with very similar structures can crystallize in very different orienta-
tions and have completely different properties. For example, benzene crystallizes
in a herringbone configuration with 4 molecules per unit cell [ 21 ], hexachloroben-
zene in a face-to-face stacked pancake arrangement with 2 molecules per cell {22},
and hexafluorobenzene in a different herringbone configuration with 6 molecules

per unit cell [23].

Before the first crystal structure was ever determined, Fedorov, Schoenflies,
and Barlow [24] deduced independently from considerations of symmetry and
packing alone that there are only 230 types of possible arrangements in space for
crystalline materials [see Appendix A]. This was the first major theoretical advance
in the understanding of the internal structure of crystals. Soon after this, in 1912,
von Laue, Friedrich, and Knapping presented an elementary theory of diffraction
of X-rays by a periodic array of atoms, along with results of actual diffraction
experiments which Friedrich and Knapping had carried out, thus beginning the
science of modern crystallography [25]. Since these pioneering experiments, the
science of X-ray crystallography has advanced rapidly to very sophisticated levels.

Today, with the help of computers and sophisticated equipment, average atomic
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positions of small molecules in a crystal can be determined to within 0.001 A
Though not routine, the determination of structures of biological macromolecules
such as proteins and viruses can be done. Electron diffraction is capable of imaging
the actual electron density between atoms, essentially visualizing the occupied

molecular orbitals [26].

The theory of crystal packing, however, has not kept pace with the exper-
imental developments. Historically most work on the energy characteristics of
the solid state had been done on inorganic ionic and covalent lattices. Work by
Madelung [27], Born {28], Oppenheimer {29], Lowdin [30], Goldschmidt [31],
Pauling [32] and others has been fundamental in understanding the structure
of the solid state. In the 1950’s, Laves[33] described three general principles to
describe metallic and non-metallic inorganic crystals. These principles maintain
that within these crystals the most efficient use is made of space, the highest
possible symmetry exists, and the highest number of connections form between
components (highest coordination number). More recent theoretical work on bond
type vs. crystal structure, such as that of Mooser and Pearson [34], and Philips
and van Vechten [35], has been done on inorganic non-molecular materials and

good predictions for these solids have been made.

Theoretical treatment of organic molecular solids, however, has lagged far
behind that of inorganic materials for a variety of reasons, one of which is the
inability to experimentally determine the positions of the hydrogen atoms by
X-ray methods until the 1950’s {36]. In addition, solid state physicists have
largely ignored organic molecular solids, and chemists have only been interested

in them as a prerequisite for determining the structure of individual molecules.
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Another difficulty is that the weak nonbonded forces that cause molecular asso-
ciation and subsequent crystallization are not readily quantified. Fortunately, in
organic molecular materials, the molecule maintains its integrity in the solid state,
i.e. the structure the molecule exhibits in the gas phase is fairly we.l retained in

the solid state, with distortions being minor, if present at all [36].

A molecule can be thought of as possessing a shape whose boundaries are
delineated by the Van der Waals radii of the constituent atoms. In 1929-1930
B.P. Orelkin [37] pointed out that asymmetric molecules tend to stack so that
the protrusions on one enter the hollows of another. The first rigorous theoreti-
cal treatment of molecular solids was published by the Russian crystallographer
Kitaigorodsky in 1955, demonstrating that Laves’ principles of crystals apply to
organic molecular solids as well as metallic and non-metallic inorganic crystals
[37]. Kitaigorodsky proposed a simple geometric model, using Orelkin’s obser-
vation as a first approximation, which described a crystal as a close packing of
solid molecules. “Connectivity” or “coordination”, as mentioned by Laves, here

implies only Van der Waals contact in a molecular crystal, and not a strong ionic

or covalent bond.

Kitaigorodsky first examined packing in two dimensions, using the seven-
teen planar symmetry groups. If irregularly shaped figures are arranged in these
groups, it is apparent that in the closest packed configuration, each figure is in
contact with six other figures, i.e., each “molecule” has a coordination number of
six. For example in Figure 2.4, (a) and (b) are closest packed with a coordination

number of six, whereas (c) and (d) are not.
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Fig. 2.4 Dense layers with symmetry (a) pl, and (b) p2. Open layers
with symmetry (c) pm and (d) pgg [36].

If the molecule possesses some inherent symmetry, then the allowed set of
closest packed space groups can be different, but the coordination number will
still be six. To describe the structural density of a molecular solid, Kitaigorodsky
developed an index called the packing coefficient. This packing coefficient is the
ratio of the molecular Van der Waals volume to the volume per molecule in the
crystal lattice. In an attempt to verify this closest packing hypothesis, Zorky and
Poraj-Koshits [38] calculated all possible packings for several different planar
molecules. A small number of closest-packed configurations were found. In all
cases, the experimentally observed structures of these model compounds were
found in this small set of closest-packed orientations. In fact, the true structure
was found to be the one with the highest density to within an error of 0.01 in the

packing coeflicient.
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In three dimensions, Kitaigorodsky postulated that the layers of molecules
must also be closest packed. This packing can be achieved only through a mon-
oclinic displacement of layers, inversion centers, glide planes, or screw axes. A
mirror plane of symmetry between layers prevents closest packing, as can be seen

by the large amount of empty space in Figure 2.5.

Fig. 2.5 Layer with symmetry pmm, containing two perpendicular mir-
ror planes [36].

The optimum coordination number in three dimensions is 12. Experimen-
tally this is usually the case, with only a small number of molecular symmetries
crystallizing with a coordination number of 10 or 14. The requirement of clos-
est packing reduces the possible number of space groups from 230 to 13 for the
overwhelming majority of organic compounds. For totally asymmetric molecules,
closest packing is possible only in the following groups: P2;, P2;/¢, Pca, Pna,
and P2;2,2;. For centrosymmetric molecules the number of possiblilities is even
smaller : P1, P2;/c, and Pbca. Table 2.2 summarizes the possible space groups

for a given molecular symmetry in a crystal.
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Table 2.2 Closest-Packed Space Groups and Space Groups of Maximum
Density for Organic Molecular Crystals [36].

Molecular
symmetry 1 2 m 1 mm  2/fm 222 mmm
in crystal
Closest-packed  P1 none none Pl npone none mnone none
space groups P2; P2,/c

P2;/c C2/c

Pca Pbca

Pna

P2:12:2;
Space groups of  none C2/c Pmc none Fmm C2/m C222 Cmmm
Maximum density P2:2:2; Cme Pmme Pbae F222 Fmmm

Pben Pnma Pmnn Cmeca 1222 Immm

Ccca

In some cases the tendency to close pack is offset by an increase in symmetry.
Crystals in which the high symmetry of a molecule is coincident with that of the
crystal can be somewhat less than closest packed, but will still have a very high
packing density. Occupation of a mirror symmetry plane in a crystal by a molecule

may cause a decrease of only 0.02-0.03 in the packing coefficient.

Fitting structures with the closest-packed postulate provides an excellent first
approximation to the true crystal structure. Kitaigorodsky reported that the
overwhelming majority of organic crystals have a packing coefficient from 0.65 to
0.77, or approximately 23-35% free space in their lattices [36]. It is not strictly
true, however, that molecular geometry alone determines the structure. Further
refinement is possible by examining the internal energy of the solid. Geometric
considerations often lead to a set of possible structures of roughly equal high
density, one of which will also have the lowest internal energy, corresponding to

the true structure.
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2.3. Intermolecular Potential Models

Unlike strongly bonded covalent or ionic solids in typical inorganic lattices,
dielectric molecular solids are held together by weak intermolecular Van der Waals
forces. This attractive force between neutral atoms, irrespective of electrostatic
dipole considerations, was first explained by F. London in 1930 [39] as a result
of instantaneous multipole moments induced by the positions of primarily outer
shell electrons. The average of these fluctuating multipole moments give rise to
the overall attractive force. The magnitude of the dipole-dipole interaction energy

between 2 atoms varies as the inverse 6th power of the distance between them.

U(r) = -ris Eq. 24]

London demonstrated that A can be calculated from second-order perturba-
tion theory. A can also be approximated from atomic polarizability and ionization
potentials [40,41]. Higher order terms can be included from dipole-quadrupole
(—A'/r®) and quadrupole-quadrupole (—A" /r!?) interactions, but with actual in-
termolecular distances being 3.5-4.0 A, these interactions fall off too rapidly to
be significant when compared with the dipole-dipole interactive forces. London
demonstrated that the attractive force between molecules can be calculated by
adding pairwise interactions of all the constituent atoms, i.e., the second order
perturbation of force is additive. Axilrod and Teller{42] in 1943 examined third
order perturbations to the internal energy for rigid inert gas lattices and found
them to be nonadditive, but also of negligible consequence in lattice stability.
ojtala [43] found the nonadditive component to be significant for the artificial
placement of H-atoms 1 A or closer, and essentially zero for the realistic distances

in liquids and solids of 2 A or greater.
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As atoms approach each other, overlap of occupied electron orbitals occurs and
a strong repulsive force develops in accordance with the Pauli exclusion principle.
In an effort to characterize the repulsive force, Lennard-Jones [44] found good
agreement with experiment for gases with the following equation with m equal to

6 and n varying from 8 to 15:

U(r)= _A4 + B [Eq. 2.5]

rm Tn
Buckingham [45] developed a similar equation using an exponential:

U(repulsive) = 6e™*" [Eq. 2.6]

The repulsive force has not yet been theoretically well-characterized suffi-
ciently to be expressed with one definitive expression, and is usuallly approxi-
mated by either B/r® or ae~"/? with empirically determined constants. Hence, a
formula for the total interaction potential between two nonbonded atoms can be

represented as the sum of the attractive and the repulsive forces where m = 6:

U(r) = —rim +6e8 o U(r)= —rim + g [Eq. 2.7]

These gas phase potential energy equations laid the foundation for theoretical
treatment of the molecular solid. Early work was done on the solid state of inert
gases and simple molecular crystals such as N3, O2, CHy, and CO,. Unfortunately,
these early models treated the forces as spherically symmetric and radiating from
a point at the center of mass of the entire molecule, an approximation which is

not sufficiently accurate to describe organic molecular solids.



18
Theoretical modelling of the energetics of organic molecular solids was first
done by treating the nonbonded forces as the sum of atomic potentials for simple
hydrocarbons. In 1965 Williams calculated the lattice energy of hydrocarbons
using experimentally derived coefficients to the Buckingham potentials and ob-

tained good agreement with measured thermodynamic properties, such as heat of

sublimation [46].
2.4. Electrostatic Interactions

These early studies of the lattice energy of organic molecular crystals did
not involve dipole-dipole electrostatic interactions. Several investigators such as
Kitaigorodsky [47], Craig, Mason, Pauling and Santry [48], and Williams {49],
claimed in the sixties, that electrostatic dipoles or quadrupoles contribute very
little to the lattice energy. For simple saturated hydrocarbons, this is indeed
the case. Allinger’s later work in molecular mechanics led to his development
of a widely applicable force field derived from a potential energy surface based
on internal molecular coordinates and dipole-dipole interactions [50]. He used
this program to compare an extensive variety of optimized structures obtained
with and without electrostatic dipole interactions to the actual structures. Van
der Waals potentials were derived from crystal structures of graphite, diamond,
n-hexane, and similar alkanes. Electrostatic dipoles were obtained from ab initio
calculations. For simple alkanes there was no improvement in fitting the structures

with the dipoles, despite the fact that the ab initio calculations showed a significant

C-H dipole in alkanes.
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Efforts to explain the crystal structures of aromatic compounds by Williams,
Allinger, and others led to the inclusion of coulombic terms in the potential energy
expression.

U(coulombic) = +% [Eq. 2.8]

For benzene Williams demonstrated in 1974 [51] that it is not possible to
explain nature’s preference for the herringbone T-shaped crystal structure over
the face-to-face stacked arrangement without the inclusion of these electrostatic
interactions. Bates and Busing [52] studied hexachlorobenzene, which exhibits a
stacked structure. They calculated a difference of 13° in the molecular rotation
from the observed structure and a 4° difference in the lattice angle  when the
electrostatic term was ignored and an agreement of within 2° for the rotation and
0.2° for B when it was included. In general, inclusion of the coulombic term can
often account for 10-15% of the total lattice energy for dielectric molecular solids,
resulting in small but significant changes in calculated structure. A difference in
structure of this magnitude could have a significant effect on material properties

such as conductivity and second order nonlinear optical susceptibility.

In an effort to standardize the hydrocarbon intermolecular potentials,
Williams and Starr in 1976 [53] completed a thorough study of a data base
consisting of 9 saturated and 9 aromatic hydrocarbons. Assuming spherically
symmetric point charges and rigid molecules in which effects due to internal vi-
brations were ignored, Williams and Starr did not find a significant difference in
the repulsive or the Van der Waals potentials between saturated and unsaturated
compounds, but confirmed the importance of the coulombic interactions in the

overall potential energy. In addition, with the electrostatic term included they
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found that the geometric mean combining law holds for the coefficients of the Van
der Waals and the repulsion energy terms, so that the overall interaction potential

between nonbonded atoms 7 and j can be expressed as:

Ur) = _f_‘_sai + bibje=(citer)mj 4 B [Eq. 2.9]
r'j rl]

Later Allinger also showed the importance of the coulombic term in the inter-
molecular potential for unsaturated compounds, justifying the additional param-
eters and computation time required, and has included this term in his 1988 MM3
force field calculation for unsaturated hydrocarbons [50]. Even though Allinger’s
1977 molecular mechanics program, MM2, does not employ electrostatic charges
in its energy calculations, it is still in widespread use and gives very good results

in the conformational analysis of saturated molecules [54].

For more complex organic molecular solids, such as those containing halo-
gens or heteroatoms, more complicated models have become necessary in order
to account for the observed structures and energies. Williams, [55,56] as well
as Profeta and Allinger, {57] have obtained reasonable structural fits for crys-
tal lattices of oxygen and nitrogen heterocycles by modelling lone pairs as point
charges. For fluorocarbons Williams has included an additional point charge in the
carbon-fluorine bond in fluorobenzenes to reproduce experimentally determined

structures and heats of sublimation [58].
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In recent years other researchers have begun to explore intermolecular poten-
tial models other than simple point charges or dipoles. S.L. Price has begun to
explore the use of an anisotropic potential model for energy calculations of organic
solids [59]. In Price’s approach a small molecular fragment is characterized by one
anisotropic potential rather than an array of point charges. Methane, for instance
would be represented as a single tetrahedral field centered on the carbon atom,
instead of five separate point charges. Employing Wigand rotation matrices from
angular momentum theory, Price has effectively modelled simple alkanes involving
CH; and CHj fragments [60]. Price has also started pilot studies of the nonspher-
ical potentials of Cl; and aromatic nitrogen and carbon in azabenzene [61]. More
recent work has shown the role of quadrupolar potentials obtained by ab initio
calculations in explaining the lattice structures of the diatomic molecules N3, Oa,
F,, Clp, Brg, and Iy, all of which have a non-spherical distribution of electrons
(62]. This anisotropic potential approach does have the advantage of reducing
the number of calculations required to characterize the intermolecular interaction
vectors. For octane, Price claims her calculation runs 3-4 times faster than the
point charge model. At the present time, however, for alkanes this method is no
more accurate than electrostatic point charges or dipoles, and has not yet been

applied to more complex molecules.

Several groups have obtained intermolecular potential surfaces from ab initio
SCF calculations [63,64,65]. Potential surfaces between many geometrical con-
figurations of dimers are calculated and then fit to various analytical functions
between atoms or site charges in the molecules. For the water dimer, Clementi

[63] and coworkers performed SCF-CI calculations on 68 different geometries, and
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fit the results to the following expression:

1 1 1 1 4¢? 1 1 1 1

2 2

e=g(—4—+—+— )t —2¢*(—+ —+ —+ —

1 (7'13 r4 T3 ru) s (7'18 + 28 + ra7 r47)
+ ay exp(—birse) + azlexp(—bor13) + exp(—bariq) + exp(—boraz) + exp(—boray)]
+ alexp(—bsris) + exp(—baros) + exp(—bsrss) + exp(—barys)]

— asfexp(—bsrie) + exp(—byros) + exp(—byras) + exp(—bgrys)] [Eq. 2.10]

using the distances r;; and point charges ¢ defined in Figure 2.6.
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Fig. 2.6 Definition of the distances used by Clementi and coworkers in
the water dimer calculation as shown in Equation 2.10.

For water dimers, benzene dimers, and water-benzene interactions, Karlstrom
et al. used the expression below to describe the pair-wise interactions between

atoms 7 and j in different molecules:

Ts
G T ooty

Aij  Bij  Cij  Dij | Ei
E_Z[ R ah e e ] [Eq.2.11]

Fraga proposed a similar model for benzene intermolecular interactions using a

similar expression:

Tij Ty 7 T:J rl

D;j
E= 2[ +£”-+Cs+ ] [Eq. 2.12]
J
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The ab initio calculations of nonbonded interactions require extensive ba-
sis sets, configuration interaction, and inclusion of correlation effects, and can
therefore be performed on small molecules only. Semi-empirical methods are not
adequate for these nonbonded interactions, as the errors due to correlation ef-

fects are often greater than the magnitude of the energy of the Van der Waals

interaction [66].

One of the most successful models to date for Van der Waals interactions is
Distributed Multipole Analysis (DMA) developed by A.J. Stone, [67] and ap-
plied to Van der Waals complexes by Buckingham and Fowler [68,69]. In DMA
the attractive potential is due solely to electrostatic interactions arising between
multipole expansions placed at atomic nuclei and in bonds. Closed shell repul-
sions are represented by hard-sphere constraints at the Van der Waals radii re-
ported by Pauling [32]. The anisotropy of the molecular charge distribution can
be adequately represented by the distribution of point monopoles, dipoles, and
quadrupoles. A lone pair or a bonding pair of electrons can be represented by a
dipole located at the atomic center. The two lone pairs on an oxygen atom in HO
are represented by an atomic quadrupole. The 7-electron distribution in a double

bond can be approximated by a point quadrupole located at the bond center.

The distributed multipoles are calculated from ab initio wavefunctions. The
best results have been obtained using very extensive gaussian basis sets, configu-
ration interaction, and correlation effects at the second order Mpller-Plesset level.
The inclusion of correlation energy essentially describes the attractive force due to
dispersion. All basis sets are at least double-zeta-plus polarization quality, and as

such cannot be applied to very large systems. For example, for the HF - - - HF Van
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der Waals complex contracted basis functions were necessary: 11s7p3d/6s2p—

7s5p3d/4s2p [69]. The DMA point multipoles so obtained converge within the

boundaries of the molecular charge distribution.

Buckingham and Fowler have obtained good qualitative, as well as quan-
titative agreement, with experimental geometries of gas phase Van der Waals

complexes. DMA has not yet been applied to solids.

2.5. Predicting Crystal Structure - Progress in the Field to
Date

Overall, considerable progress has been made in quantifying the weak non-
bonded forces between organic molecules which determine the structure of the
crystal solid. In recent years this progress, both in Van der Waals and electrostatic
interactions, has begun to be applied towards the a priori prediction of crystal
structure of organic molecular solids. At present, the Van der Waals radius hard-
sphere model of intermolecular interactions is used primarily for conformational
analysis of gas phase organic molecules. Small neutral organic molecules can be
conformationally optimized by visual inspection using computer graphics, or by
simple distance geometry calculations. In addition, the geometric approach has
been applied to large biopolymers, such as proteins and nucleic acids, which can be
manipulated into favorable conformations using complicated computer graphics
routines for inspection and analysis of possible drug-receptor or enzyme-substrate

docking sites [70].
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Several programs are currently available for the calculation of molecular en-
ergies and structures by ab initio or semi-empirical methods such as Gaussian-90,
[71] HONDO,[72] MOPAC, [73] CHARMm, [74] Sybil, [75] MM2, [54] and
MM3 [50]. These programs are primarily used for gas phase structure determina-
tion, molecular modelling, and conformational analysis. Some of these programs,
such as MM3, can also perform energy calculations on small gas phase clusters,
such as dimers and trimers, when the user supplies the relative orientations of
the molecules in space. These cluster calculations can be used to estimate the
preference for one geometric orientation over another, i.e., the benzene dimer in
a parallel or perpendicular configuration, but are not intended to model actual

crystalline solids nor calculate lattice energies.

Some of the early lattice energy calculations on organic molecular solids were
performed by Williams to aid in locating molecules in the unit cell from diffraction
data and to check the plausibility of X-ray structural refinements [76]. Williams’
program, PCK83, [77] optimizes the molecular orientation within an assumed
space group by minimizing the lattice energy based on experimentally determined
parameters. In order to perform a structure optimization via energy minimiza-
tion, PCK83 requires the user to input the space group symmetry, the number
of molecules per unit cell, the molecular coordinates and inital rotations and
translations, the lattice constants, and atomic electrostatic charges. Given this
information, PCK83 can then calculate a structure having a minimum energy.
In the absence of experimental data, however, PCK83 provides no information
as to whether the minimum obtained is a local one, or is the global minimum
most likely corresponding to the true structure. The same problem with multiple

minima arises if one uses PCK83 to perform cluster calculations with no assumed
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symmetry. For crystal lattices, if the input deviates slightly from the actual val-
ues, the calculation can easily become trapped in a local minimum and give a
misleading result. In addition, we determined that if the crystal structure is ini-
tially expanded to a point where the molecules are free to rotate, PCK83 is then
unable to contract the lattice to find a stable minimum. If the material being
studied is known and has an experimentally determined heat of sublimation, then
the energy minimum obtained can be compared to the true lattice energy. To ob-
tain a useful structure prediction using PCK83, one must already know, to within

a high degree of certainty, what that structure already is, as in X-ray diffraction

structural refinements.

Working towards the goal of a priori crystal structure prediction, Gavezzotti
and Desiraju have investigated the relationship between the molecular geome-
try of fused-ring aromatic hydrocarbons and their crystal packing environment
[78]. In their examination of experimental crystal structures, they found that
planar aromatics with similar geometry exist in the same type of closest packed
clusters within different crystalline polymorphs with their different space group
symmetries. Athough the lattice energies were calculated using the Mirsky [79]
nonbonded potentials instead of those of Williams, to be consistent with their
previous statistical work, Gavezzotti and Desiraju maintain that their results on

this class of hydrocarbons can withstand any reasonable change in nonbonded

parameters.
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Another approach to predicting the crystal structure of molecular solids is
to model the process of crystallization using cluster calculations. Williams [80],
van de Waal [81], and Oikawa et al. [82], have performed cluster calculations on
benzene. Willi:sms examined clusters ranging in size from 2 to 15 molecules using
the exp-6-1 pair potentials which he developed for his work in crystal calculations.
Clusters of size N were built up by adding two molecules to the previously opti-
mized (N-2)-molecule cluster. The initial positions of the two additional molecules
were determined by inspection. All molecular coordinates (positions and rota-
tions) were allowed to vary about a center of inversion. Two stable configurations
were found for the cluster of 13 molecules, which is, in effect, a central molecule
surrounded by a complete coordination sphere. In all clusters, the preference
of benzene to pack edge-to-face was apparent, but intermolecular distances and
angles differed markedly from those observed in the solid state. Due to computa-

tional limitations, Williams was not able to evaluate larger clusters.

To investigate the effect of cluster size on the accuracy of structure predictions,
van de Waal chose the initial configuration of a tridecamer cluster to be the actual
positions of the molecules in the crystal lattice. Using Williams’ pair potentials,
van de Waal found considerable relaxation of the structure in the cluster, and
concluded that for this type of cluster calculation to be effective, all molecules
in the first coordination sphere should experience the same environment as the

reference molecule, as is the case in the crystal.
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Oikawa et al. performed calculations on larger benzene clusters of up to 42
molecules using the potential function R(1-4-6-12) proposed by Fraga [65]. Oi-
kawa et al. constructed a monolayer of 42 molecules by performing a full opti-
mization of 5(N-1) variables after the addition of each new molecule. Searching
for different configurational possibilities was performed manually. The monolayers
reproduced the herringbone edge-to-face configuration, although the orientation

differed from that observed in the crystal (Fig. 2.7).
<~
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Fig. 2.7 (a) The orientation of benzene observed in the crystal. (b)
Orientation obtained in the monolayer calculations of Oikawa. et al.

The structure obtained in the central portion of the monolayer was then
used to build up a three-dimensional model of a crystal. Structures consisting
of three layers of up to 9, 16, and 9 molecules were subject to full optimization,
and qualitative agreement with experiment was obtained. The orientation of
the benzene molecules changed to the proper orientation shown in Figure 2.7.a.
To obtain quantitative agreement with experimental crystal structure, however,
Oikawa et al. maintain that cluster calculations of 168 molecules, arranged in
layers of 16, 36, 64, 36, and 16 molecules, would be necessary. They were unable

to perform these calcuations on larger clusters due to economic and computational

limitations.
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In general, cluster calculations are useful for obtaining qualitative information
about the crystal packing of small, symmetric molecules such as benzene. Due
to current computational limitations, however, these calculations would not be
feasible for larger, asymmetric molecules. In addition to the fact that there are
more atoms per molecule which necessitates smaller cluster size, larger asymmetric
molecules are much more likely to become trapped in local minima, making it
difficult to set up alternate configurations by inspection alone. Another difficulty
arises in that the minimum energy configuration obtained in a cluster calculation

may not exhibit the translational symmetry consistent with the crystal lattice.



Chapter 3 Methodology

3.1. Overview

Despite the recent advances in intermolecular potential models, there has not
been until now a program which will produce a comprehensive list of the most
probable crystal structures, for a given molecule. Calculating and minimizing
energy over several unit cells or within a large cluster can be done quite readily
for simple systems with only a few atoms. When one has dozens of atoms per
molecule and several molecules per unit cell, however, the calculation rapidly
becomes prohibitively expensive and time consuming. If significant coulombic
forces are present the problem is compounded further, because the electrostatic
energy between monopoles decreases only as 1/r and requires a long time to
calculate, even with accelerated convergence methods. Even so, it is possible to
perform energy minimizations on a few trial structures in a reasonable amount of
time on the fastest computers that are available today. The main difficulty is that
calculating a few trial structures is not sufficient to ensure that one has found the

global minimum, and has not been caught in one of many local minima.

We have developed a novel approach to the prediction of crystal structures
of organic molecular materials which circumvents the above difficulties by using
a series of successive approximations to focus on structures of high probability
without performing a search of a near infinite number of configurations by brute

force. The principal assumptions are as follows:

o The molecular solid will be crystalline.
e The molecules will be closest-packed.

o Van der Waals pair potentials can be used to approximate the closest-
packed configuration within a space group.

30
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¢ The closest-packed structures form a good starting point for more so-
phisticated and complete energy calculations to determine the structure

with the lowest energy and with the highest probability of being the ob-
served structure.

The justifications for these assumptions will be presented in subsrquent sections.

3.2. Assumption of Crystallinity

At first glance, it may appear that there must be an infinite number of ways
molecules can be arranged to form a solid. For amorphous materials such as
glasses, this is true. Amorphous materials may experience some very short range
order, but any long range order is nonexistent and the molecular orientation is
random. It is estimated that 70% [36] of organic materials, however, are not
amorphous and do crystallize in one of the 230 space groups. Therefore, our first
refinement in predicting a structure is to to assume that the material will be crys-
talline. During the energy minimization process, the molecules are constrained to
move in accordance with specific symmetry operations, thus eliminating transla-
tional and rotational degrees of freedom for all but the reference molecule. The
maximum number of variables in the energy minimization process is twelve: three
rotational and three translation degrees of freedom for the reference molecule, as
well as the magnitude and direction of each of the three lattice vectors. This
maximum of twelve variables is in stark contrast to the 6(N-1) variables required
in the cluster calculations of N molecules performed by Williams, van de Waal,

Oikawa, and others.
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3.3. Most Probable Space Groups

Imposing the condition of crystallinity on the structure of the molecular solid
reduces the number of possible configurations from infinity to a finite number
within the 230 space groups. Unfortunately, within each space group there are
still many orientational degrees of freedom possible within a given set of symmetry
constraints. Figure 3.1 shows two very different crystal structures, both of which
are consistent with the symmetry of the 2-dimensional space group. We estimate
that a reasonably fine search mesh for a large asymmetric molecule in a given

space group consists of 10® orientations. Therefore, searching all 230 space groups

would not be feasible.
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Fig. 3.1 Two different crystal structures possible in one space group. (a).
Molecules lie simply along two perpendicular glide lines. (b). Molecules
have been paired about an inversion center, and the pairs have been
arranged according to the symmetry operations of the space group.

In most of the 230 possible space groups, however, it is not possible to ar-
range the molecules so that there are no large gaps or holes in the structure.
Symmetry features, such as mirror planes, create these gaps in the crystal struc-
ture when filled with irregularly-shaped molecules (see Section 2.2). Large open
spaces are not observed as periodic features in crystal structures in nature. Van

der Waals forces are non-directional and the attractive energy is greatest when
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the molecules are packed as closely as possible. Therefore, large gaps created by

certain symmetry conditions are energetically unfavorable and will not occur.

According to the theory of Kitaigorodsky, which was presented in more detail
in Section 2.2, molecules tend to pack so that the protrusions on one molecule fall
into to hollows of another. Kitaigorodsky determined that this close-packing of
organic molecules is possible in only 13 of the 230 possible space groups. Kitaig-
orodsky’s theory is supported by experimental evidence. Of the 29,059 organic
compounds whose crystal structures were determined prior to 1981, 75% crystal-
lized in one of only five space groups.[83] These five groups, shown in Table 3.1,
are the space groups which facilitate closest packing along all three lattice vectors.

More than half of the 230 possible space groups were rarely observed (Table 3.2).

Table 3.1 Five most common space
groups comprising 75% of all struc- Table 3.2 Infrequently observed

tures [83]. space groups|83].
Space group Frequency Number of  Occurences within
space groups space group

P2y/c 36.0%
Pi 13.7% e <
P2;2:2; 11.6% 35 0
P2, 6.7%
C2/c 6.6%

Reducing the number of possible space groups from 230 to the 13 listed in
Table 2.2 is the next major step in the refinement process for predicting crystal
structures. Hence, we not only limit our search by constraining molecules to

move in a symmetrical manner during the energy minimization process, but we
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only allow those symmetry elements which give us the best chance of obtaining a

closest-packed structure.
3.4. Close-Packing the Structure

The 13 most probable space groups must be searched systematically for the
lowest energy configurations. The search space is still too large to use the most
sophisticated methods available to calculate the intermolecular interactions and
minimize the energy, and the following assumptions are made to simplify the

calculation at this stage of refinement:

e The crystal structure will be closest-packed.
o The molecules are assumed to be completely dielectric.
o Intermolecular electrostatic interactions are ignored.

e Thermal effects are ignored. The structures are considered to be at
absolute zero.

o No many body effects are considered.

¢ The molecule is rigid and will exist in its optimized gas-phase confor-
mation.

Several methods were evaluated to determine the most efficient way to close-
pack the crystal structure. One approach was to use a hard-sphere model with
the repulsive potential approximated by a step function (Fig. 3.2) in which the
interaction potential between two nonbonded atoms is zero until the interatomic

distance is less than a specific cutoff value r.
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Fig. 3.2 The repulsive potential of the hard-sphere model. For values of
r, the internuclear separation, less than the cutoff radius rc, the potential
is assigned an arbitrarily large number to represent an essentially infinite
repulsion energy.

The attractive part of the potential could then be represented by a —1/ rs
term or simulated by minimizing the volume or maximizing the packing index.
There are several difficulties with the hard-sphere model. One problem is that
the IF/THEN search required of all nonbonded interatomic distances and the
assignment of a potential value at an arbitrary cutoff point does not vectorize on
the Cray Y-MP and is exceedingly slow. In addition, a step function is not well-
behaved nor smoothly varying and does not lend itself to efficient minimization
due to a discontinuity in the derivative at ¢ = r. The value of the total interaction
function can vary wildly with very small shifts in molecular positions. Lastly, it
does not allow for realistic situations in which a few atoms may be crowded if the

total energy of the crystal is very favorable.

The other methods investigated for efficient close-packing were based on Van
der Waals pair potential energy functions. As was discussed in Section 2.3, one
of the two most common Van der Waals potential energy functions was proposed
by Lennard-Jones, and can be expressed as:

Eij = 4e [(g'_'—j-)m - (ﬁ)s] (Eq. 3.1]

T';j Tij
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between two atoms i and j separated by distance rjj, where €g is the depth of
the potential well, and o;; is the internuclear separation for which the interaction
energy is zero. The other common Van der Waals pair potential function, proposed
by Buckingham, is:

Aij -
E;= —r% + Bjjexp~ *iTi {Eq. 3.2]
1ij

where A;; is equivalent to 4eoa?j above, and B;; and a;; are repulsion parame-
ters. The Lennard-Jones and the Buckingham potential energy functions do not
suffer from most of the difficulties encountered with the hard sphere model. Both
functions are ‘softer’ than the repulsions in the hard-sphere model, and can accom-
modate a few crowded atoms. As can be seen by the plots of these potentials in
Figures 3.3-5, they are also well-behaved and smoothly varying throughout their
range, with the exception of a singularity at r equal to 0. Either function can
reproduce the shape and the depth of the potential minimum (Fig. 3.5), but the
Lennard-Jones function has the advantage of being an order of magnitude quicker
to calculate. Calculating the Buckingham potential is slower because the value of
the function goes to negative infinity at r equals 0 (Figure 3.6), and requires a
cutoff radius rc, below which the potential is assigned an arbitrarily high value.
A typical cutoff radius for a C-C interaction, for example, would fall in the range
1 -1.5 A. In addition, calculating the repulsive term for the Buckingham poten-
tial requires calling both the square root and the exponential functions for every
atom-atom pair, which are exceptionally time-consuming to calculate. Calculat-
ing the repulsive term for the Lennard-Jones potential, however, involves simply
adding the square of the attractive term. Overall, we find that the Lennard-Jones ‘

pair potentials are approximately 95 times faster to calculate on the Cray Y-MP
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than the Buckingham potentials, and hence are used to close-pack the molecules

within the 13 most probable space groups.
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Fig. 3.3 Buckingham potential energy curve for the C-C Van der Waals
interaction from Williams’ program PCK83. A = 583.12 kcal/mol, B =
88370.8 kcal/mol, @ = 3.6471.
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Fig. 3.4 Lennard-Jones potential energy curve for the C-C Van der
Waals interaction (this work). 4ey = 0.4309 kcal/mol, o = 3.388 A.
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Fig. 3.5 Comparison of the Buckingham (dashed line) and Lennard-
Jones potential energy curves shown in Figs. 3.3 and 3.4.
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Fig. 3.6 The behavior of the Buckingham potential energy function,
shown in Figure 3.1, as the internuclear separation goes to zero.
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3.5. Parameterization

The desire among many researchers has been to find one set of universally
transferable empirical pair potentials to describe intermolecular Van der Waals
interactions. Many sets have been developed, and although they are fairly similar
in many ways, there has not been general agreement on the values of these param-
eters. Table 3.4 shows the variety of Van der Waals radii proposed for unsaturated
hydrocarbons. Perhaps most unusual are the parameters proposed by Momany,
Vanderkooi and Scheraga [84], who studied benzene at three different temper-
atures, and claim that no potential minimum is necessary between unsaturated
carbon atoms. If these potentials were applied to graphite, or a similar structure
with parallel aromatic planes, the individual species or planes would fly apart to

infinite separation.

Most of the recent work on parameterization has been done using the Buck-
ingham expression (Eq. 3.2) for the Van der Waals potential energy. To obtain
Lennard- Jones parameters for our work, we fit the o and € shown in Equation 3.1
to lowest temperature structures available for the aromatic hydrocarbons benzene,
naphthalene and anthracene. The parameters were varied to obtain a least-squares
fit to the lattice constants when used in ICE9. ocp is the sum of oz and o¢ and

€cy is the geometric mean of ¢c and eg. These values are shown in Table 3.3.

Table 3.3 Lennard-Jones parameters used in ICE9. o is the interaction radius
and € is the well-depth of the potential energy minimum.

Bond Type ¢ €

C...C 3.388 0.1232
C.--H 2.544 0.1208
H---H 2.966 0.1220
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Table 3.4 Van der Waals Radii for Unsaturated Hydrocarbons

Source H.-H H.-.C C.--C
Momany [84] 2.786 2.930 No minimum
2.682 2.851

+

2.610 2.727
Kitaigorodsky [36] 2.60 3.15 3.80

Mirsky [79] 280 330 3.80
This Work 285 332 3.79
MM2 [54] 300 3.44 388
Williams {53 ] 3.18 356 3.93
MM3 [50] 324 3.58 3.92

3.6. Multiple Minima

The main obstacle to finding an absolute minimum is the barrier of rotation.
The various space groups have different numbers of parameters which can vary
and hence have different likelihoods of multiple minima. For a given space group,
the greater the number of variable lattice parameters, the higher the likelihood

that a large number of multiple minima exists.

In 1969 Williams reported results concerning local minima using energy min-
imization for packing analysis of several aromatic compounds.[ 76| Williams em-
ployed starting rotations of £20° and +60° about each of the three axes to gen-
erate 12 trial models within the correct space group for each substance. Two
of the compounds he studied, benzene and naphthalene, both crystallize in cen-
tric space groups and do not require initial translation for special positions. For
benzene, all 12 models converged to the correct structure, and for naphthalene,

2 out of the 12 converged to the experimental structure. Phenanthrene, which
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crystallizes in an acentric space group, required 2 molecular translations as well
as 3 rotations and yielded a large number of false minima, yet convergence to
the correct structure occurred in as many as four out of 12 trials for each ini-
tial translation. Price,[59] using the Modified Rosenbrock Search Method, as in
WMIN,[85] optimized structures for diatomics in space groups Cmca starting
with angular rotations of 15°, 30°, and 60° degrees and obtained the global min-
imum in at least one trial for each type of molecule. The number of rotations of
trial starting positions required to generate a complete search space is dependent
upon the molecular symmetry. Qur work, as well as that of Williams and Price,
indicates that for even the very worst case of an asymmetric molecule, sucessive
runs with initial molecular positions rotated by 15° should suffice to ensure a
complete search space. The higher the symmetry, or the fewer the protrusions,

the fewer the number of rotation increments required.
3.7. Additional Refinements

Using Van der Waals pair potentials to close-pack the molecules is intended
as a rough approximation with broad applications. The methodology presented
up to this point is very general and can be applied to any organic molecular solid.
For many systems, such as simple alkanes, this may even be sufficient for a good
structure prediction. For most other systems, however, more complicated energy
calculations are required and further refinement is necessary. Intermolecular elec-
trostatic interactions in particular, which have been previously ignored, should
be considered to determine which closest-packed configuration has the lowest en-
ergy. For example, without considering electrostatic interactions, benzene would

be predicted to crystallize in the slipped-stack of pancakes configuration rather
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than in the observed edge-to-face, herringbone structure. Various methods of cal-
culating the electrostatic energy were evaluated to determine which, if any, were
fast enough to be performed on every closest-packed structure before the final

predictions are made. The details of these calculations are presented in the next

chapter.



Chapter 4 Electrostatic Energy of the Lattice

The importance of the electrostatic contribution to the cohesive energy of
organic molecular solids varies considerably with the type of molecule. For simple
saturated alkanes, such as hexane, the electrostatic contribution is negligible. For
neutral dielectric molecules with significant dipole or quadrupole moments, such
as aniline or benzene, the electrostatic energy may account for 10 to 25% of the
total lattice energy. In the case of the charge-transfer materials, such as TTF-

TCNQ, the electrostatic energy becomes dominant and comprises 85% or more of

the binding energy.

The electrostatic potential of a molecule is a rigorously defined property which
can, in principle, be calculated exactly from the molecular wavefunctions ¥;. The

molecular potential can be expressed as:

o) drl Eq. 4.1
V(7) = ZIRA [Eq. 4.1]

-7 -7

where Z 4 is the nuclear charge of atom A located at R4, and p(7) is the electron
density at point 7. The electron density is calculated from the molecular orbitals

as follows:

p(r) ZNx (F)Ti(r) [Eq. 4.2]

43
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where NV; is the number of electrons in molecular orbital 7 . Realistically, it is not
possible at the present time to calculate the electrostatic energy exactly from ab
initio wavefunctions for a molecular solid, and therefore approximations must be
used. There are four types of models used to approximate the molecular charge
distribution. In one model, the charge distribution is considered as a group of
discrete point charges usually, but not necessarily, located at the atomic nuclei.
Another approach, very similar to the point charge method, is the bond or group
dipole model in which the electron distribution is described by point dipoles lo-
cated in bonds between the atoms in the molecule. Third, the charge distribution
is described by multipole expansions about atomic centers. Lastly, the charge dis-
tribution of the molecule is expressed in a molecular multipole expansion. These
methods of approximating the electrostatic interactions were examined to deter-
mine if any were fast enough to be performed on every closest-packed structure
in order to refine the final sorting process. The merits of these approaches are

discussed with respect to their accuracy and efficiency.

4.1. Background and Theory of Electrostatic Interactions

The potential of a point charge q located at the origin is given by:

o= 'fr-"- [Bq. 4.

where k is a proportionality constant which depends on the system of units used,

and r is the distance from the origin. The electric field can then be expressed as:

¢ 0% .0%

E=—V¢=—$E—ygy'—2‘5-z—

[Eq. 4.4]
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where %,7, and % are the unit vectors in the z, y and z directions. Combining

Egs. 4.3 and 4.4 yields an expression for the cartesian components of the electric

field:

kq

~ T WY
eI

= .z
E=- =+ z;] [Eq. 4.5

If the point charge is not located at the origin, but is at r', then the potential

at the observation point 7 due to the point charge is given by:

d = = [Eq 46]

PTotal = kz & = [Eq. 4.7]

Similarly for a continuous charge distribution p(7) the potential seen at point 7
is:

-
‘I)Total = k/ —&dar' [Eq 48]

il space |7-"— T'|

The quantity TF-I_rTI can be expanded in spherical coordinates in terms of the

spherical harmonics Y, (8, ¢).

1 > < 1 ko,
—=d4ry N m@mmw',mmw,m [Eq. 4.9]

=0 m=~I

where r< is the smaller of |F], [1:7 |, and r5 is the larger of these. Combining these

expressions yields

o) 1
6 =Y. Y [Vl d o) Hne:d) [Eq. 410

=0 m=-1



46
for the potential outside of the charge distirbution where r« = r and r> = 1.

The coefficients in the square brackets are called the multipole moments g :
am = [ Yinl0 &) o) [Eq. 411]

The spherical harmonics Y;,, (6, ¢) may be expressed in terms of the associated

Legendre polynomials P (cos 6):

A +1(1—m)!

_ m im¢
Yin(6,4) = < —_(l+m)!Pl (cosf)e [Eq. 4.12]
where
(=)™ aymp2 4™ 9
Pla) = Sl -2 ™ (=) [Eq. 4.13]

To calculate the energy between two charge distributions, a and b, it is con-
venient to express their orientations in a coordinate system in which their z-axes

are coincident and the z- and y-axes are parallel (Fig. 4.1).

Fig. 4.1 Coordinate systems used to calculate multipole interactions
between charge distributions a and b.
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If these charge distributions do not overlap, the potential energy between them
can be expressed as:

oo  +n¢

)n5+m (ng +nb) 1
$ab = Z > D (na+lml (g + )l pravaet? one mQm  [Eq. 4.14]

ng=0 mny=0m=-ng

where 14, ny are the orders of the multipoles (0 = monopole, 1 = dipole, 2 =
quadrupole, etc.), n< is the smaller of ng, ny, and Q7. * and @7} are the multipole
moments expressed as spherical harmonics. According to Hirschfelter [86], the

quantities Q™ correspond to the tensor elements of the various multipole moments

in cartesian coordinates as follows:

C=@}

gz = Qf

pe = 3Q1 + Q7]
201 - Q7]

Q.2 = 2Q

Qzz = —Q3 + 1[0} - Q77
Qyy = —Q5 — 1103 - Q37

it
r

Qz: = 3(Q3 + Q3]
Qy: = £[Q3 - 93"
Qzy = =03 — Q7] [Eq. 4.15]

The multipole moments in cartesian coordinates on the left-hand side of the equa-

tions above (g; or Q;;) can be calculated as follows:

Qij = /(Eifj - %r25,‘j)p(f)d3z [Eq. 4.16]
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where Z is the position vector of the charge, r is the distance from the origin, é;; is
the Kronecker delta function, and p(Z) is the charge density at Z. The Z;Z; terms
can be obtained from the Gaussian 90 ab initio quantum chemistry program, and
the Q;; calculated by subtracting %1'26.-,-. Solving for the Q7 in terms of the u;
or @ yields:

Q=9
Q1 = ~[pz — iy
Q1 =t
QT = pe +iny
Q= 3@
Q% = —[Qzz — Qs
Q} = Quzz — 2iQzy — Qyy [Eq. 4.17)

The quadrupole tensors are symmetric, so that Qy; = @ji. ¢ is the total charge

of the molecule or charge distribution.
4.2. Point Charge Model

Whereas the electrostatic potential of a molecule is a rigorously defined prop-
erty, condensing the charge distribution, calculated from the molecular wavefunc-
tions, into a relatively small number of point charges is not an exact procedure.
Calculating the point charges depends heavily on the basis set used and how the
electron density in the overlap matrix is proportioned between atoms of different
atomic number. A wide variety of methods have been used to calculate the partial
atomic point charges.[87-102] The most common method is Mulliken Population

Analysis (MPA) [88], in which the electron density on an atom is determined
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from the coeflicients of the occupied atomic orbitals in the MO wavefunctions.
The effect of the choice of basis set and SCF method [see Appendix B] on the par-
tial charges from MPA can be seen in Table 4.1, where the charges on hydrogen
in benzene range from 0.020 to 0.240 e.

Table 4.1 Partial charge on hydro-
gen in benzene from various Mul-
liken population analyses.

Method § (H)

CNDO 0.020e
MNDO 0.056

AM1 0.195
STO-3G 0.067
3-21G 0.240

6-311G 0.162
6-311G* 0.222
6-31G** 0.146
6-314+4G 0.229

Attempts have been made to reduce the variability introduced through the use
of different basis sets by linearly scaling the partial charges to be consistent with
experimental dipole moments. Momany scaled the minimal basis sets STO-3G
and 4-31G and obtained similar atomic partial charges for formamide, methanol,
and formic acid for molecular mechanics application in biomacromolecules. This
approach, however, assumes that the only difference between partial charges from
different basis sets is a constant multiplicative factor, and does not account for
differences in molecular polarization which could result from configuration inter-

action when using more extensive basis sets [100].
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Point charges can be placed on sites other than at the nuclei. Rather than
partitioning the overlap density between the atoms, a point charge can be placed
within the bond itself [103,104]. In addition, lone pairs in heteroatoms can also
be represented by point charges [87,88,105] A fluorine atom, therefore, can be

represented by 5 point charges as Williams has done (Fig. 4.2) [105].

Fig. 4.2 Williams representation of the charge distribution of fluorine in
fluorobenzene as 5 point charges.

4.3. Lattice calculations using point charges

If point charges are used and the electrostatic energy is calculated by direct
summation, a cutoff radius of greater than 100 A is required to achieve conver-
gence of the 1/r term. To investigate the behavior of the 1/r term in a solid
such as benzene, where the magnitude of the point charges is relatively small,
the coordinates of all atoms in 13 x 13 x 13 unit cells were determined, and the
electrostatic energy was calculated using successive cutoff radii from 3 A to 40

A about each atom in the central molecule. The results are shown in Fig. 4.3.
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Fig. 4.3 Electrostatic energy as a function of cutoff radius for the ob-
served crystal structure of benzene. Point charges used were +0.153 on
hydrogen and -0.153 on carbon as recommended by Williams.

Although some indication of convergence is observed between 35 and 40 A,
the electrostatic energy still oscillates + 20 kcal/mol about the expected value
of approximately -2 kcal/mol (-2.57 kcal/mol according to Williams [77], and -
1.22 kcal/mol per Evans and Watts [106]). Performing this calculation out to 40
A required 0.1995 seconds on the Cray Y-MP, compared to 0.0082 seconds for

calculating the Lennard-Jones 6-12 potentials to convergence at 10 A.
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Ewald [107] developed a method of performing lattice sums which converges
more rapidly than direct summation. This method, in which a portion of the
sum is evaluated in reciprocal space, was later expanded and generalized by
Bertaut,[ 108] and Nijboer and de Wette.[109] More recently, other methods of
performing lattice sums, such as representing the sums as Mellin transforms of
complex @ functions, have been developed (see review by Glasser and Zucker
[110]). The general form of the lattice sum has been obtained for simple cubic
and orthorhombic systems, such as the sodium chloride structure. The basis in
these systems often involves only one or two point charges, and the coulombic

energy for these systems can be readily calculated.

For organic molecular solids, however, the problem is more complex. These
organic materials exhibit such a wide range of symmetry arrangements and ratios
of lattice parameters, that obtaining a general form for the lattice sum is exceed-
ingly difficult. The problem is further compounded by the large number of point
charges associated with each lattice point, each of which requiries the calculation
of a separate sublattice. Hence, even if general forms of lattice sums could be read-
ily obtained for each space group, the number of calculations required for each
sublattice of point charges in the unit cell exceeds present computer resources for

any more than a few trial structures.

Williams has developed a modification of Ewald’s method of accelerated con-
vergence for performing lattice sums on organic molecular solids, which he applied
to London dispersion forces, i.e. for when n = 6 in the following expression:

l Gtk
Sa=3Y += [Eq. 4.18]
2 P r;-‘k
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where j refers to point charges within one unit cell, and k refers to all points in
the lattice. Williams’ method is valid if the charges over the lattice cell sum to
zero. The general form for n = 6 is as follows:

B =3 3 (Bus exp(~Copriim) 5221 + & + Sat) exp(a?) + L% erte(ar )]
ka ka Tjkm

T Kb (ZAI/Z T Kb (zAaa KIZ(zqg) [Eq. 4.19]

where a? = 7K?*r? Tiems eric(ar) = ofaexp(—tz)dt, Asg = (AaaBgp)'?, Z is the
number of molecules in the unit cellle 1 and K7 are convergence constants selected
so as to make the reciprocal sum negligible, 7jkm is the nonbonded interatomic
distance, A4 is the coefficient of the London dispersion attraction term between
atoms a and f, Byg and C,p are short range repulsion parameters, ¢o is the

electrostatic charge on atom @, and 7 is the translation vector in unit cell space

[111].

Applying this expression to the calculation of the London dispersion energy for
benzene crystals, Williams required calculation of 500 terms to obtain reasonable
(< 1% error) convergence for n = 6, at a 6 A summation limit. In later work,
Williams applied his method for n = 1 for hydrocarbons {53 ]. A summation limit
of 8 A was used, but number of terms, time to calcuiate, % error, and degree
of convergence were not reported. It is reasonable to assume that 8 A was not

adequate to obtain sufficient convergence for n = 1.

To summarize, the difficulties in calculating lattice sums of point charges are

as follows:

e It is necessary to recalculate an expression for the lattice sum for each
type of basis in each space group.
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o The lattice sums of 1/r terms converge slowly - even using accelerated
methods.
o A large summation limit is necessary.

o Very little of Equation 4.19 above can be vectorized.

In view of the above, it is apparent that calculating the electrostatic energy using

point charges is not fast enough to be practical for every closest-packed structure.

Another method to calculate the electrostatic energy of a lattice of point
charges is to sum over electrostatically neutral units, i.e. molecules, rather than
using a strict cutoff radius. This calculation converges much faster than the
direct lattice sum, and is easier to calculate than an Ewald sum. To determine
the approximate distance at which the coulombic interaction between two neutral
molecules becomes negligible, the electrostatic energy was calculated between two
benzene molecules in six different relative orientations with their centers of mass

at increasing distances apart. (Fig. 4.4)

/
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Fig. 4.4 Thesix possible alignments of the principal axes of two benzene
molecules. r is the separation between their centers of mass.
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As can be seen from the graph in Fig. 4.5, the electrostatic energy between
two benzene molecules essentially goes to zero at a distance of 15 A (-0.0044
kcal/mol). Multiplying this value by the number of molecules (22.6) expected to
be at that distance (14.5 A to 15.5 A) in the solid, the contribution to the lattice
energy at this distance is approximately -0.099 kcal/mol, or 0.8% of the total
lattice energy. Hence, a 15 A cutoff radius for a neighboring molecule’s center
of mass would be sufficient for this method. The results of these calculations are

shown in Tables 4.2 and 4.3 and Fig. 4.5.
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Fig. 4.5 Electrostatic energy between two benzene molecules as a func-
tion of separation of their centers of mass. The data shown is for the
orientation in which the absolute value of the interaction energy is the
greatest.
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Table 4.2 Electrostatic energy between two benzene molecules separated
by distance r (A). Energy is given in units of kcal/mol.

r (R) Ecou from # Molecules # Molecules Increasein  Total energy due
1 molecule at distance r in solid energy due to to all molecules
atr in solid. between all molecules in solid between

5andr A  at distancer 5andrA
in solid

5 -0.9635 4.1920 4.1920 -4.039 -4.0391151

6 -0.4144 3.2604 7.4524 -1.351 -5.3902771

7 -0.1956 4.5503 12.0027 -0.8899 -6.2802184

8 -0.1009 6.0551 18.0578 -0.6112 -6.8914019

9 -0.5614E-01 7.7749 25.8327 -0.4365 -7.3279048

10  -0.3319E-01 9.7097 35.5424 -0.3223 -7.6502121

11 -0.2063E-01 11.8594  47.4018 -0.2447 -7.8949087

12 -0.1337E-01 14.2241  61.6259 -0.1901 -8.0850576

13 -0.8968E-02 16.8038  78.4297 -0.1507 -8.2357545

14  -0.6197E-02 19.5985  98.0282 -0.1215 -8.3572106

15  -0.4393E-02 22.6081 120.6363 -0.9932E-01  -8.4565329

16  -0.3184E-02 25.8327  146.4690 -0.8226E-01  -8.5387917

17 -0.2353E-02 20.2723  175.7413 -0.6889E-01  -8.6076836

18  -0.1770E-02 32.9269  208.6682 -0.5827TE-01  -8.6659554

19  -0.1351E-02 36.7964  245.4646 -0.4973E-01  -8.7156824

20  -0.1046E-02  40.8809  286.3455 -0.4277E-01  -8.7584569

21  -0.8203E-03 45.1804  331.5259 -0.3706E-01  -8.7955165

22  -0.6503E-03 49.6948  381.2208 -0.3232E-01  -8.8278355

23 -0.5210E-03 54.4243  435.6450 -0.2835E-01  -8.8561890

24 -0.4213E-03 59.3687  495.0137 -0.2501E-01  -8.8811997

25  -0.3436E-03 64.5281 559.5418 -0.2217E-01  -8.9033731

26 -0.2825E-03 69.9024  629.4442 -0.1975E-01  -8.9231225

27  -0.2340E-03 75.4917  704.9360 -0.1767E-01  -8.9407885

28 -0.1952E-03 81.2960  786.2320 -0.1587E-01  -8.9566540

29  -0.1638E-03 87.3153  873.5473 -0.1430E-01  -8.9709557

30  -0.1383E-03 93.5496  967.0969 -0.1294E-01  -8.9838923

31  -0.1174E-03 99.9988  1067.0957 -0.117T4E-01 -8.9956321

32 -0.1002E-03 106.6630 1173.7587  -0.1069E-01  -9.0063184

33  -0.8591E-04 113.5422 1287.3008  -0.9755E-02 -9.0160733

34 -0.7401E-04 120.6363 1407.9371  -0.8929E-02  -9.0250021

35  -0.6404E-04 127.9454 1535.8826  -0.8193E-02 -9.0331954

36  -0.5563E-04 135.4695 1671.3521  -0.7536E-02 -9.0407318

37 -0.4852E-04 143.2086 1814.5607  -0.6948E-02 -9.0476796

38  -0.4246E-04 151.1626  1965.7233  -0.6419E-02  -9.0540987

39  -0.3730E-04 159.3316  2125.0550  -0.5943E-02  -9.0600412

40  -0.3287E-04 167.7156  2292.7706  -0.5512E-02 -9.0655532
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Table 4.3 Electrostatic energy estimated from the two benzene model at
various summation radii as a percentage of the energy obtained at 40 A.
Energy is given in units of kcal/mol.

1 (A) Eu % of total .
Ecoul at 40A

-4.039 44.55453
-5.390 59.45889
-6.280 69.27562
-6.891 76.01744
-7.328 80.83241
10 -7.650 84.38770
11 -7.895 87.08689
12 -8.085 89.18438
13 -8.236 90.84668
14 -8.357 92.18644
15  -8.457 93.28204
16  -8.539 94.18942
17 -8.608 94.94935
18  -8.666 95.59213
19  -8.716 96.14066
20 -8.758 96.61249
21 -8.796 97.02129
22 -8.828 97.37779
23 -8.856 97.69055
24  -8.881 97.96644
25 -8.903 98.21103
26 -8.923 08.42888
271 -8.941 98.62375
28 -8.957 98.79876
29 8971 98.95652
30 -8.984 99.09922
31  -8.996 99.22872
32 -9.006 99.34659
33 -9.016 99.45420
34 -9.025 99.55269
35  -9.033 99.64307
36  -9.041 99.72620
37 -9.048 99.80284
38  -9.054 99.87365
39  -9.060 99.93920
40  -9.066 100.00000

W 00 ~J D >
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4.4. The Bond Dipole Model

Unlike partial atomic charges, bond dipole moments can be determined ex-

perimentally. [112] The potential energy between two point dipoles f; and f; is

given by the expression

B = i[ﬁi B 3 - Ti)(ES -Fij)]
Vel v re;

(Eq. 4.20]
where ¢ is the dielectric constant of the medium between the dipoles, and r;; is the
distance between them. The molecular charge distribution can be approximated
fairly well by the bond dipole model, and this approximation has been used ex-

tensively in empirical molecular mechanics applications, such as MM3,[54] and

for calculating the electrostatic lattice energy of polymers.[113]

General expressions for calculating the electric field for orthorhombic polar
crystals with dipoles of finite size have been developed and applied to polymers
[114]. The range of crystal structures for polymers is much less varied than for
molecular solids, and obtaining general forms for lattice sums of bond dipoles for
complex organic molecules suffers from the same difficulties as do point charges.
Although dipole-dipole interactions converge much faster, as r~3, the number
of bond dipoles per molecule, and hence per unit cell, is large. Determining
the positions, orientations, and interactions of all the bond dipoles results in
a calculation which is too time consuming to perform on 10,000 closest-packed

structures.
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4.5. Atomic Multipoles

Approximating the molecular charge distribution by atomic momnopoles,
dipoles, and quadrupoles yields the most detailed representation of all the charge
models. Stone, Buckingham, and Fowler have used Distributed Multipole Anal-
ysis, described in Section 2.4, to account for all nonbonded intermolecular inter-
actions between molecules. Good results have been obtained for Van der Waals
dimers, but this method has not vet been applied to solids due to computational
limitations. Hirshfeld [116] has proposed a slightly different atomic multipole
model in which the electrostatic component of the lattice energy is separated
from the atom-atom Van der Waals potentials. Hirschfeld and Mirsky [115] have
applied this model to calculating ethylene, carbon dioxide and cyanogen lattices,
using summation radii of 15 A. Although the atomic multipole model is the most
accurate,[69] it is unfortunately the most computationally intensive, and is pro-

hibitive for all but the simplest crystal structures.
4.6. Molecular Multipoles

Molecular multipoles represent the crudest approximation to molecular charge
distribution. The model is most inappropriate for cases in which the charge distri-
bution of one molecule significantly penetrates that of its nearest neighbor, but it
does yield good results for the electrostatic energy when the charge distributions

are separate.[115,86,117,118]
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Electrostatic energy calculations employing molecular multipole-multipole in-
teractions have several advantages over the various point-charge methods. One
advantage is that the magnitude of the dipole and quadrupole moments can be
verified experimentally. Secondly, higher-order multipole interactions fall off much
more quickly than the 1/r dependence of point charge interactions, and can be
calculated by a direct lattice summation. For example, dipole-dipole interac-
tions exhibit an r~3 dependence, and will converge must faster than a 1/r series
using even the most efficient Ewald summation techniques. From a sufficient
distance, a point dipole will appear neutral, even if its magnitude is very large.
Another advantage is the reduced number of interactions to be considered when
using molecular multipoles. For example, each benzene molecule contains a point
charge on each of the twelve atoms, but only one molecular quadrupole moment

and no dipole or octapole moment.

Even thought the molecular multipole model offers the fastest means to ap-
proximate the electrostatic energy of a lattice, we had to determine whether the
model offered sufficient accuracy to be useful, even as a quick screening technique.
Most of the electrostatic calculations performed to date on molecular solids such
as benzene have been done using point charges, and we used the calculations of

Williams([77] as a basis for comparison.

One reported concern in using molecular multipoles is the lack of sensitivity
to fine structural differences around the principal axes of symmetry, particularly
for quadrupole moments, even when cylindrical symmetry is not assumed. For

example, it is possible to distingush the eclipsed and antiparallel configurations
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of aniline dimers (Fig 4.6) using only the quadrupole moments in expression 4.14,

but not the eclipsed and staggered configurations of benzene (Fig. 4.7).

(a) (b)

Fig. 4.6 Eclipsed (a) and Antiparallel (b) Configurations of Aniline

Dimers
O %;E

(a) ()

Fig. 4.7 Eclipsed (a) and Staggered (b) Configurations of Benzene
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Two benzene molecules were placed in a face-to-face, parallel orientation, 3.55
A apart. (Fig. 4.8) This separation is the distance observed in graphite. When we
compared the benzene dimer calculations of the molecular multipole model with
those using the point charge method, we were surprised to learn that the point
charge model could not readily distinguish these configurations either. Using
the point charge values of Williams (&£ 0.153), the difference in the electrostatic
energy was less than 0.5% between orientations in which the hydrogen atoms were
either eclipsed or staggered. It is important to note that these calculations are
based on the electrostatic contribution only, and do not include the dispersive nor
closed-shell repulsive interactions, for which the difference in energy is considerable

between the two configurations.

The molecular multipole and point charge models were compared for the
‘slipped stack’ configuration as well. Maintaining the benzene molecules in a
paralle] orientation, their planes 3.55 A apart, one molecule was translated along
the z-axis of the molecular plane, and the electrostatic energy was calculated.

Results are shown in Table 4.4.
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Fig. 4.8 Face-to-Face Parallel Configuration of Benzene Molecules Used
to Compare Multipole and Point Charge Calculations of the Electrostatic
Energy
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Table 4.4 Electrostatic energy in kcal/mol between two benzene molec-
ules in the parallel orientation illustrated in Figure 4.8, 3.55 A apart. Az
is the lateral displacement of one of the benzene molecules. Molecular
quadrupole moments are from experiment (Qzz = Qyy = 2.8 = —%Qu).
Point charge values are +0.153 as recommended by Williams. The aster-
isk (*) indicates position of minimum energy.

Az Molecular  E.yy from Point charge Point charge
multipole Point charge model, model, hydrogens model, hydrogens
model .  hydrogens eclipsed staggered staggered,

byy=504

0.000 1.201 2.761 2.754 0.6884

0.250  1.157 2.725 2.719 0.6796

0.500 1.034 2.620 2.615 0.6538

0.750  0.8553 2.453 2.450 0.6125

1.000  0.6510 2.234 2.233 0.5582

1.250  0.4499 1.974 1.975 0.4937

1.500 0.2732 1.688 1.690 0.4224

1.750  0.1323 1.388 1.391 0.3477

2.000 0.2973E-01 1.089 1.092 0.2730

2.250  -0.3800E-01 0.8021 0.8042 0.2011

2.500 -0.7756E-01 0.5366 0.5380 0.1345

2.750  -0.9635E-01 0.3008 0.3011 0.7528E-01

3.000 -0.1011* 0.1003 0.9923E-01 0.2481E-01

3.250  -0.9707E-01 -0.6168E-01 -0.6457E-01 -0.1614E-01

3.500 -0.8832E-01 -0.1846 -0.1897 -0.4742E-01

3.750  -0.7747E-01 -0.2704 -0.2777 -0.6943E-01

4.000 -0.6623E-01 -0.3226 -0.3324 -0.8309E-01

4.250  -0.5555E-01 -0.3466 -0.3585 -0.8963E-01

4.500  -0.4594E-01 -0.3482* -0.3619* -0.9047E-01*

4.750  -0.3759E-01 -0.3336 -0.3483 -0.8707E-01

5.000 -0.3049E-01 -0.3082 -0.3232 -0.8080E-01

5.250  -0.2457E-01 -0.2766 -0.2913 -0.7282E-01

5.500 -0.1968E-01 -0.2426 -0.2564 -0.6410E-01

5.750  -0.1570E-01 -0.2087 -0.2213 -0.5532E-01

6.000 -0.1247E-01 -0.1768 -0.1879 -0.4697E-01

6.250  -0.9861E-02 -0.1477 -0.1573 -0.3932E-01

6.500 -0.7768E-02 -0.1221 -0.1302 -0.3254E-01

6.750  -0.6092E-02 -0.9995E-01 -0.1066 -0.2665E-01

7.000 -0.4753E-02 -0.8111E-01 -0.8654E-01 -0.2164E-01

7.250 -0.3686E-02 -0.6531E-01 -0.6968E-01 -0.1742E-01

7.500 -0.2837E-02 -0.5220E-01 -0.5569E-01 -0.1392E-01

7.750  -0.2163E-02 -0.4141E-01 -0.4417E-01 -0.1104E-01
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Stable minima were revealed for both methods, occurring at Az ~3.0 A for
the molecular quadrupoles, and at Az ~ 4.5A for the atomic point charge model.
Hence, in an actual crystal, it should be possible to achieve a negative electro-
static lattice energy for the slipped-stack-of-pancakes structure using using either
method. As can be seen from from Table 4.4, the depth of the potential minimum
was much greater for Williams’ point charge model, -.348 kcal/mol, as compared

to -0.101 kcal/mol for the molecular quadrupole model.

The value for the energy obtained using the point charge values of Williams
were approximately two and a half times larger in the eclipsed position (Az = 0)
than that using the experimental values for the molecular quadrupole. It should
be noted that the partial charges of £0.153, which Williams assigns to the atoms
in benzene, yield a @, of -17.68 Debye—A, compared to the experimental value of
-5.6 Debye-A. Unfortunately, there can be no experimental data on the gas-phase
parallel orientation for the benzene dimer, so we cannot know which model yields
a more accurate result in this case. Therefore energy calculations were compared
using the experimental crystal structure of benzene. Using the molecular multipole
model we obtained a value of -0.50 kcal/mol, compared to -2.57 kcal/mol from
Williams’ [ 105 ] point charge model, and to -1.22 kcal /mol from the six-bond point
dipole model of Evans and Watts, [106]. These three values for the electrostatic
energy are, in terms of the percent of total lattice energy, 4.1%, 20.5%, and
9.7%, repsectively. Craig, Mason, Pauling and Santry [48) have estimated, using
molecular multipoles, that the maximum electrostatic energy for naphthalene,
anthracene, and similar aromatic hydrocarbons, is on the order of 3% of the total
binding energy. Hence, our molecular multipole method gives values within the

wide range obtained by other workers.
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The suitability of the molecular multipole model to sort closest packed struc-
tures was evaluated using benzene as a test case. When the molecular multipole
model was applied to a series of closest-packed structures of benzene, the herring-
bone, edge-to-face configuration was shown to be more stable than the slipped
stack of pancakes parallel structure, consistent with the experimental data. With-
out the electrostatic component, the slipped stack structure exhibited a lower

energy. The details of this latter result are presented in Chapter 6.

Various basis sets were evaluated to calculate the multipole moments using
Gaussian 90. With the exception of CNDO and STO-3G, the variability in mul-
tipole moments was not as great as that observed in calculating point charges

(Table 4.1) The results are shown in Table 4.5.

Method Q.. (Debye-A)

CNDO -1.264
MNDO N/A

AM1 -6.369
STO-3G -2.449
3-21G -6.264
6-311G -5.747
6-31G -5.518
6-31G** -5.446

6-31+G(d)  -6.066

Table 4.5 Multipole moments for benzene calculated from Gaussian 90
using different basis sets. The experimental value for Q. is -5.6 Debye-A.
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The quadrupole moments obtained using the 6-31G basis sets exhibited the
closest agreement with the experimental value of 5.6 Debye-A. Unfortunately, 6-
31G can be used only on the smallest molecules, due to memory limitations of
the Cray Y-MP. Hence, the smaller basis sets 3-21G and STO-3G, as well as the
semi-empirical method AM-1, were examined to determine which would give the
best results for larger molecules. Calculations were performed on the aromatic
hydrocarbon series naphthalene, anthracene, and tetracene, and the quadrupole
moments were compared with those obtained using 6-31G (Table 4.6). The ori-
entation with respect to the cartesian axes for the molecular multipole moment

calculations is shown in Fig. 4.9.

r L O
OO0 20O

Fig. 4.9 Orientation of molecules in Table 4.6. For each molecule, the
origin of the coordinate system is located at the center of mass. The
z-direction is perpendicular to the page.

\ /
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Table 4.6 Quadrupole tensor diagonal elements calculated with Gaussian
90 using various basis sets. @, is the value obtained with 6-31G for each
molecule. Molecules are in the standard orientation shown in Figure 4.9.

Ba.SiS Set Q;z ny sz sz/ lez

Benzene

AM-1 3.184 3.184 -6.396 1.154
STO-3G 1.224 1.224 -2.449 0.444
3-21G 3.132 3.132 -6.264 1.135
6-31G 2.759 2.759 -5.518 1.000
Naphthalene

AM-1 6.678 5.119 -11.797  1.269
STO-3G 1.878 2.131 -4.009 0.431
3-21G 5.381 5.372 -10.783  1.157
6-31G 4.593 4.704 -9.297 1.000
Anthracene

AM-1 11.812 6.101 -17.912 1.389
STO-3G 2.571 2.948 -5.512 0.428
3-21G 7.713 7.407 -15.120 1.172
6-31G 6.422 6.476 -12.898 1.000
Tetracene

AM-1 18.889 6.072 -24.962 1.543
STO-3G 3.007 3.862 -6.868 0.424
3-21G 9.687 9.531 -19.218 1.189
6-31G 7.818 8.362 -16.180 1.000

The ratio Q,,/Q’,, computed using AM1 showed more variability with
the type of molecule than did the same ratio computed using any of the ab initio
basis sets. The relative values of Q;; and @y, were even more inconsistent,l indi-
cating that AM-1 would not be an acceptable method for calculating the multipole
moments. The values of 3-21G were most consistent with 6-31G, and would be

used when necessary, scaled down by an average factor of 1.165. For molecules in
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which 3-21G is too large, STO-3G would be the next choice, scaled by a factor of
0.43.

Even though the electrostatic contribution to the lattice energy cannot be
separated experimentally from the total binding energy of the solid for comparison
with our results, the magnitude of the energy we obtained using the molecular
multipole model was consistent with the results calculated by other methods, and
the type of packing obtained agreed with experiment. The various models for the
charge distributions may predict slightly different crystal structures if electrostatic
energy was the sole criteria used, but as the electrostatic contribution to the lattice
energy is only a minor part of the total, and is not used in the actual minimization
process, it is hoped that any error is minimized. Therefore, at the present time

the molecular multipole model appears adequate as an efficient screening tool.
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Chapter 5 Details of the Program

The overall approach to predicting crystal structures rests on the assump-
tions that the structure will be closest packed and will have the lowest possible
energy. According to Kitaigorodsky’s theory, closest packing of organic molecules
is possible in only 13 out of all 230 possible space groups (Table 2.1). All possible
molecular orientations within each of the allowed space groups are searched for
those which will yield the highest packing index, or fraction of space filled. The
energy calculations are then performed on these closest packed structures to de-
termine the most stable structure. The overall structure of the program is shown

in Figure 5.1.

Overview of the Program

INPUT: l.-‘-zomic coordinatesi
r 4' \
F[oi:cular symmetry |

Y

Possibie Space Geoune

~

*No symmetry *Symmetry restrictions

restrictions / i \
Y

Inversion C Rutzucn Mirsor
center aiis plane

e

Structures sorted by energy

\. | J/

[Listof !

| most probuhie

OUTPLT: structures |

Figure 5.1 Overall program structure.
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5.1. Input

For the section of the program which close-packs the molecules, one must
input the atom types and positions, as well as the molecular Van der Waals
volume. If electrostatic calculations are to be performed, then atomic charges
and/or molecular multipole moments are required as well. Examples of input files

used in this study are located in Appendix C.

The atomic coordinates and Van der Waals volume can be obtained from
a number of standard quantum mechanics packages. In this work, optimized
geometries were obtained from Gaussian 88 and Gaussian 90 using a 3-21G basis
set where possible. For molecules which are too large to optimize the geometry
with a 3-21G basis set, we either performed an optimization using MM2, or used
the experimental coordinates. In all cases where optimization was performed, the
geometries were found to be consistent with the experimental structures. The
program does not perform any optimization or internal geometry modifications of
the molecule or asymmetric unit provided in the input file. The Van der Waals

volumes were obtained using CHEM-X [119].

5.2. Molecular Point Group

Upon reading the input file, atomic masses and default Lennard-Jones pa-
rameters, o and ¢, are assigned based on atom type. At present, only C and H
are included in the default list, but this list can be easily expanded. The molecule
is then positioned with its center of mass at the origin, and the principle axes of
inertia are determined from the eigenvectors of the inertia tensor (Eq. 5.1).[121]

I, Izy I,
gy, Ly Iy [Eq. 5.1]

2z zy I,
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Iizy Iy, I, are called the ‘moments of inertia’ about the z,y, and z axes,

respectively:

Moments of inertia:

Le =) mi(y}+2)
i
Iy = ng(z? +2})
i
I;; = Zmi(z? + y?) [Eqs. 52]

The I;; are called the ‘products of inertia’, and are defined as follows:

Products of inertia:
Iz:y = - Zmiziyi = Iyz
]
L:=-) mzizi=I
{

Iy: = — zmgym = Iy [Egs. 5.3]
]
The rotational inertia about any principal axis must be zero, so that

(I::z - I)zi + Izyyi +Iz,2i =10
Iyzzi + (Iyy - Iy + Iyzzi =0

Lezi+ Lyyi + (I = I)zi = 0 " [Egs. 5.4

The program uses the NAGLIB library routine F02BJF to calculate the
eigenvalues and eigenvectors of the inertia tensor. The molecular axes are then

aligned with the coordinate axes with the following expression

X,'l = VX. [Eq 5.5]
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where V is the 3 x 3 matrix of eigenvectors and X is the position vector of atom
i. Any mirror planes, if they exist, will be perpendicular to the principle axes of
inertia. Hence, once the axes are aligned, the atomic positions are easily examined

to determine if any mirror planes are present in the molecule.

Rotation axes will be coincident with the principal axes of inertia. The order

of each principal axis can be determined using De Moivre’s Theorem:
(z +iy)"* = ™ [Eq. 5.6]

where z and y are the components of the atomic coordinates in the plane perpen-
dicular to the z-axis, n is an integer, and ¢ is the angle of rotation in the complex
plane about the z-axis. The sum of (z + iy)" over all atoms will be zero when n

equals the highest order of the z-axis.
5.3. Space Group Geometry

After the molecule has been properly positioned with its center of mass at
the origin, the program begins to search the space groups comsistent with the
molecule’s symmetry for the closest-packed orientations. In general, each mini-
mization run begins with the molecule rotated a certain number of degrees about
the £—, y—, or z-axes (Fig. 5.2). The default rotation increment is 15° to ensure a
fairly complete search. The limits of the initial rotations are determined automat-
ically by the molecular symmetry to eliminate redundant starting configurations
for highly symmetric molecules. For a molecule such as benzene, approximately
2600 starting positions, distributed over thirteen space groups, are used. Suc-

cessive rotations about each of the three axes, first about z, then y, then z, are
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accomplished by multiplication of the coordinates by the following matrices:
1 0 0 cospy, 0 —sing, cos¢,; —sing, 0
0 cos¢y —singy ) 0 1 0 sing; cos¢, 0
0 sing; cos¢g sing, 0 cosdy, 0 0 1

[Eq. 5.7]

where ¢, ¢y, and ¢, are the angles of rotation about the z—,y~—, and z-axes,

respectively.

X

Figure 5.2. The molecule is initially positioned at the origin and then
rotated by incremental amounts about the z—,y—, and z-axes.

Once the molecule is rotated about the origin, the reference unit cell is con-
structed around it (Fig 5.3a). The magnitudes of the lattice vectors a, b, and
c are initially set to 2.5 times the maximum Van der Waals diameter of the
molecule. For space groups in which it is assumed general positions are occu-
pied, the molecule is first translated to a central general position at (%a, %b, ;li-c),
as shown in Figure 5.3b. For a space group in which it is assumed special positions

are occupied, the molecule is placed directly on the special position.
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Figure 5.3. (a). The molecule is initially placed with its center of mass
on the origin at the center of the unit cell. (b). The molecule is translated
to a central general position at (%a, %b, %c). (c). Molecules in the other
symmetry positions are generated.

1 = T N

For example, in a space group such as Pbca containing an inversion center, the
molecule would be centered on an inversion center at a corner of the unit cell at
(%a, %b, %c) The remainder of the molecules in the unit cell are then generated
using the symmetry relations of the given space group (Fig. 5.3c). For example,
in P2;/c, if an atom in the first molecule is located at fractional coordinates
(z,y,z), then the corresponding atom in the other three molecules in the unit cell

are located at (—~z, -y, —2), (z, %b -, %c + z), and (-z, %b + v, -12-c - z).

For energy calculations to be performed on the crystal structure, it is conve-
nient to express the atomic positions in terms of a reference cartesian space rather
than in fractions of lattice vectors. As shown in Appendix A, unit cell space can
then be transformed into cartesian space by the operation X' = DX where D is
the transformation matrix shown in Fig. A.1. The z-coordinate of these atoms,

for example, can be determined by the expression:

X, =5Xi +a'T, [Eq. 5.8]
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where X is the coordinate of an atom in a generated symmetry position, X; is a
coordinate in the first molecule, S is a matrix containing %1’s corresponding to

the sign of z in the symmetry operations, a is the lattice constant, and T; is the

extent of translation along the a axis.
5.4. Minimization Within a Space Group

The minimization process is the most time consuming calculation in the pre-
diction of crystal structures, and must be performed as efficiently as possible.
Hence this section of the program is intended to close-pack the structure using
simplified interactions between nearest neighbor molecules only. More thorough
energy calculations are then performed on the structure once it has been mini-
mized; otherwise, 2,000 - 10,000 minimizations per molecule would be intractable,

even on a Cray Y-MP.

Once the unit cell is constructed, it must be placed in the crystal environment.
The most direct way is to construct 26 unit cells in a 3 x 3 x 3 array around the
reference unit cell. This is fairly time consuming, however, and several alternative
methods were investigated and evaluated for their effectiveness and efficiency. One
method is to exploit the periodic boundary conditions using a modulo function.
Such a function can be used to map any atoms which fall outside of the reference
unit cell back to their corresponding positions within the unit cell, as shown in
Fig. 5.4. This method involves integer division, however, and was found to be at
least a factor of three slower than creating and calculating the interactions with
seven additional unit cells. In addition, the method using a modulo function did
not always yield satisfactory information about interactions between molecules

which were close to the unit cell border, but did not cross it.
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Figure 5.4. A modulo function will map atomic coordinates which fall
outside of the unit cell boundaries back inside the unit cell.

An effective method for fairly compact molecules was found to be construction
of a 2 x 2 x 2 arrangement of unit cells. This block of unit cells can simulate a
3x3x3 array of unit cells by simply shifting the reference unit cell (Fig. 5.5b). The
seven additional unit cells are generated by translating all molecules one lattice
vector in each of the [100], [010], [001], [110], [101], {011], and [111] directions (Fig.

5.5a).

(001)

(010)

(100)

() (%)

Figure 5.5. (a). Seven additional unit cells are generated by translating
all molecules in the initial unit cell (shaded) in the [100}, [010], [001],
[110], [101], [011], and [111] directions. (b). The reference cell is shifted
to the [111] unit cell.



78

This 2 x 2 x 2 block of unit cells, however, was found to be inadequate for
extended molecules such as pentacene. With pentacene and similar molecules, it
is possible to construct crystal structures in which a molecule can overlap with
other molecules in unit cells 2T} + ff'j translation vectors away (i not equal to j),
and not overlap with molecules in adjacent unit cells, as is illustrated in Figure 5.6.
This does not happen in nature, of course, but can occur when crystal structures
are arbitrarily constructed. For benzene, this type of overlap occured with a
frequency of less than 0.1%, but for pentacene it was observed in over 30% of the

closest-packed structures.

[-1,1]

- (10]

Figure 5.6. A 3 x 3 array of 2-dimensional unit cells. The dark central
figure represents the reference molecule in the [00] unit cell, which does
not overlap with any of the molecules in adjacent unit cells. Molecules in
the [11] and [10] unit cells, however, exhibit considerable overlap.

To avoid this overlap, the centers of mass of all the moleculesina 5 x5 x 5
array of unit cells are calculated. Atomic coordinates and interaction energies
are calculated for those molecules whose centers of mass are separated from the
reference molecule by less than the maximum molecular diameter plus minimum

Van der Waals radius. In addition, the interaction energy between the reference
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molecule and the molecules in the [111] unit cell are always calculated to facili-
tate the minimization process in the early stages when no molecules outside the

reference unit cells may lie within the cutoff radius.

In a few cases, partial overlap was observed between molecules three unit cells
apart. This generally occurred in the space group P1 with 1 molecule per unit
cell, and with long rod-like molecules such as octane, tetracene and pentacene.
These occurrences, however were much rarer than those between molecules two
unit cells apart, as was discussed above. For octane, for example, overlap between
molecules three unit cells apart was observed only in space group P1, and in only
3 of the 2240 calculated structures within this group. The list of the ten structures
with the lowest energy in P1, and their packing indices is shown in Table 5.1. In
general, within in a space group, there are many structures which are fairly close
in energy and packing index, and the relatively large increase in packing index
observed in the four lowest-energy structures indicate that molecular overlap is

occurring which had not been considered in the energy minimization process.
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Table 5.1 Energy and packing indices of the ten lowest-energy structures in
space group P1 for octane, with 1 molecule per unit cell. The first four structures,

which exhibit some overlap, have packing indices markedly higher than the other
structures

E (kcal/mol) Packing Index

-24.61 0.837350
-24.61 0.837350
-24.08 0.764690
-23.61 0.694996
-23.38 0.580684
-23.37 0.580348
-23.37 0.580272
-23.37 0.580042
-23.32 0.579678
-23.25 0.576929
-23.21 0.576569

For longer molecules such as tetracene and pentacene, the problem was even
more apparent in that several packing indices greater than 1.0 were observed
in space group P1 with 1 molecule per unit cell. Table 5.2 shows the energies
and packing indices of the top ten crystal structures for pentacene obtained in this
space group when overlap between molecules 3 unit cells away was not considered.
Table 5.3 shows the energies and packing indices of the ten best pentacene crystal
structures obtained when interactions between molecules three unit cells away
were considered. Although the packing indices were reduced significantly, there is

still some overlap occuring between molecules four unit cells away.
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Table 5.2 Pentacene, space group P1 , Z=1, with overlap three unit cells away

E (kcal/mol) Packing Index

-45.33 1.471969
-48.40 1.322224
-45.48 1.283750
-47.50 1.251658
-46.05 1.227926
-46.58 1.207092
-44.90 1.048804
-44.55 0.889096
-44.71 0.886231
-44.87 0.886170

Table 5.3 The ten lowest energy structures obtained for pentacene in PIwhen
overlap between molecules 3 unit cells away was considered.

E (kcal/mol) Packing Index

-43.65 0.8849
-38.61 0.7900
-37.97 0.6736
-37.95 0.6757
-37.56 0.6758
-36.07 0.6662
-35.91 0.6412
-35.52 0.6159
-34.90 0.6367
-34.71 0.6640

This phenomenon was not observed at all for molecules such as benzene, naph-
thalene, dimethyl fulvalene, etc. Even for the longer molecules such as pentacene,
however, overlap of this type did not occur frequently enough (15 out of 2240)
to justify the additional computation required to check every structure of these
molecules. Therefore, the feature which checks molecules 3 unit cells away has

been installed in the program as an option which can be used on various structures
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when the problem is observed to occur. This feature uses the array of 5 x5 x5 unit
cells constructed above, but checks for molecular interactions between a reference
molecule in the [111] unit cell and all molecules in unit cells with a +27T lattice
translation vector, i.e. [200], [121], [221], etc. The occurence of overlap between
molecules four unit cells away is so infrequent, however, that the option to check
for it has not been included. Those cases in which it occurs can be detected by

examination of the packing indices or by graphical inspection, and then discarded.
5.5. Optimization of Variables
Once the block of unit cells is constructed with the proper space group sym-

metry, the structure of the crystal is minimized with respect to all or part of the

following variables:

Table 5.4 Ranges of variable used in structure minimization.

Variable Description Range

a,bc Lattice Dimensions 294 —2.5%
maximum
molecular
diameter

TX,TY,TZ Fraction of unit cell dimension the first 0.0-0.5
molecule is translated from the origin

RX,RY,RZ Initial rotation around the z,y, and z—axes +7.5°
a, B,y Angles between the lattice vectors 50° — 90°
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In the triclinic systems, space group P1, all twelve variables are optimized.
For orthorhombic systems with the molecules in general positions, a, 8, and v
are fixed at 90°. For the groups with special positions occupied, all or part of the
;rotations and translations are fixed depending upon the symmetry of the space

group.

Pairwise interactions are calculated between all atoms in molecules whose
centers of mass are separated by less than the maximum Van der Waals diameter.
The time required to minimize the energy of a triclinic crystal structure, with 12
variables, 2 benzene molecules per unit cell, and 2 atoms per molecule, requires
approximately 490 milliseconds. An orthorhombic structure with six variables to

optimize and 4 molecules per unit cell requires 110 milliseconds.
5.6 Effect of Machine Precision on Minimization

Minimization routines can rely on very small numeric differences in results to
determine the derivative of a function with respect to a variable. If the evalua-
tion of the function involves a large number of operations, on the order of several
thousand or greater, the cumulative effect of small differences in each operation
due to the precision level of the the computer can be significant enough to yield a
different answer, and lead the minimization routine to a different local minimum.
This problem became apparent when different local minima were obtained from
otherwise-identical runs in which vectorization was enabled or disabled. The prob-
lem was traced to the following loop in which the Lennard-Jones energy between

nearest neighbors, EPACK, is calculated:
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Figure 5.7 FORTRAN loop where the Lennard-Jones Energy EPACK is calcu-
lated. BIG1 and BIG2 are the arrays of atomic coordinates, BIGSIG contains
the o values for the pairwise interactions, and BIGEPS holds the € values. The
calculation is broken down into many individual steps to take advantage of the
Cray’s multiple arithmetic functional units.

DO 600 NA1=1,N1-1
X2= (BIG1(NA1,1)-BIG2(NA1,1))**2
XY2=(BIG1(NA1,2)-BIG2(NAL,2))**2+X2
XYZ2=(BIG1(NA1,3)-BIG2(NAL,3))**2+XY?2
D6=(BIGSIG(NA1)/XYZ2)**3
D12=(D6-1)*D6
E612 =D12*BIGEPS(NAI1)
EPACK=EPACK + E612

600 CONTINUE

The loop control variable, N1, is the total number of all pairwise atomic
interactions calculated and can easily reach 10* or 10°. Different answers were
obtained if the order of the steps were modified, as well as if the program was
compiled with vectorization enabled or disabled for only this loop. Table 5.5 shows
the results, and Table 5.6 shows selected intermediate values obtained when the

above loop was vectorized, as well as when executed in scalar mode (vectorization

disabled).
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Table 5.5 The following results were obtained for 12 variables with vectorization
enabled and with vectorization disabled for loop 600 above. The rest of the

program was vectorized in both cases. Initial values and ranges were identical for
both calculations.

Variable Vectorization Vectorization
Disabled Enabled

A: 10.8404 5.7825
B: 9.9759 42.7647
C: 7.4670 6.2182
ALPHA: 73.65 90.00
BETA: 60.76 80.76
GAMMA: 60.00 60.00
ROTX:  7.50 22.50
ROTY: -3.29 0.82
ROTZ: 1.50 7.50
TRANSX: 0.25 0.50
TRANSY: 0.50 0.04

TRANSZ: 0.00 0.00
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Table 5.6 Intermediate values for the packing energy, EPACK, obtained when
the above loop was executed with vectorization enabled and disabled.

EPACK
Iteration Vectorization Vectorization
Disabled Enabled

1 -5.410149390317E-5 -5.4101493903079E-5
2 -5.4100010497041E-5 -5.4100010496952E-5
3 -5.4102977348096E-5 -5.4102977348008E-5
4 -5.4099810610679E-5 -5.4099810610583E-5
5 -5.4103177251164E-5 -5.4103177251078E-5
6 -5.4099877413119E-5 -5.4099877413029E-5
7 -5.4103110442354E-5 -5.4103110442266E-5
8 -5.4101428670011E-5 -5.4101428669916E-5
9 -5.4101559136506E-5 -5.4101559136415E-5
10 -5.4101433989197E-5 -5.4101433989104E-5
106 -8.44124919576 -8.442135384817
107 -8.44124919576 -8.442124462995
108 -8.44124919576 -8.442124462995
109 -8.44124919576 -8.442124462995
110 332105137.4145 -8.442124462995
11 -8.441249196363 314073581.2281

112 -8.441249196678 -8.44212446358

113 -8.441256300907 -8.442124463886
114 -8.442286800656 -8.442131318942
115 -8.450112195134 -8.443121042939
116 -8.451328578899 -8.450481053988
430 -32.05549375401 -28.16078251094
431 -32.05605711931 -28.16083719133
432 -32.05601323661 -28.16079321902
433 -32.05613024967 -28.16078054556
434 -32.056003168 -28.16078262508
435 -32.05605174399 -28.16077749016
436 -32.05609634574 -28.16073438581
437 -32.05602447723 -28.16721956818




87

After studying this problem for several months, Cray Research determined
that declaring EPACK as a double precision variable produces consistent solutions,
irrespective of vectorization or summation order. Unfortunately, double precision
on a Cray Computer is done in software and is considerably slower than single
precision. Minimizations performed on various benzene structures required 8 times
more cpu time when EPACK was declared double precision, than when single
precision was used. In addition, double precision did not always yield local minima
with lower energies, i.e. ‘better’ minima. Single and double precision results were
compared for 351 starting positions for benzene crystal structures. The results
are shown in Table 5.7. Double precision yielded a lower local minimum in 47.6%
of the trial structures, single precision in 42.2%, and equal results were obtained
in 10.2% of the cases. The average number of iterations to obtain a minimum was
virtually identical in both cases (649).
Table 5.7 Comparison of results obtained for 351 structures with EPACK de-
clared as a single or double precision variable. EPACK was the quantity mini-
mized in both cases. ELJ is the Lennard-Jones energy obtained with a 10 A cutoff
radius on the minimized structures, and ECOUL is the coulombic energy deter-

mined by the molecular multipole model described previously. The number of

iterations reported is the total number of iterations required to minimize all 351
structures.

Number of Minima (structures) with Lower Energy
SINGLE DOUBLE TIE
PRECISION PRECISION

EPACK 148 167 36
ELJ 139 170 42
ECOUL 193 158 0
Total # 227816 227818

of iterations.
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Wher single and double precision results were compared for benzene in all
space groups, it was observed that the relative energy ranking between the space
groups did not change with the level of precision. The minima obtained in either
case were valid and reasonable, and the lowest energy structures obtained in each
space group were found to be equivalent. In view of these similarities, and the

factor of 8 difference in speed, the results in this study were obtained using single

precision.
5.7. Sorting the Close-Packed Structures

The closest-packed structures obtained from the minimization process must
be sorted to produce a list of the most probable structures. Several methods were
investigated to determine which would be fast enough to perform on the two to
ten thousand minimized structures, yet yield reasonable agreement with a more
extensive energy calculation. The packing index, or fraction of space filled, was
examined to determine if it was sufficient to form a reasonable basis for sorting the
minimized structures. The packing index, although requiring negligible time to
calculate, correlated only in a general way with the fully converged Lennard-Jones
energy. Small though significant variations were observed, i.e., the structures with
the highest packing index did not always exhibit the lowest energy, primarily due

to the contribution of large repulsive energies from crowded atoms.

Examples of the relationship between packing index and fully converged

Lennard-Jones energy between space groups (Table 5.8) and within a space group

(Table 5.9) are shown below.
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Table 5.8 Lennard-Jones energies (Ey;) and packing indices (PI) for the lowest-
energy structures in each space group for naphthalene. The structures are listed
in decreasing order with respect to the packing index

Space Group Z PI  Ej; (kcal/mol)

P2, 20.6098  -16.69
P2 /c 20.6056  -16.61
Prma 40.6034  -16.11
P2 /a 20.6031  -16.47

Pca 40.6004 -16.04
P2i/c 40.6002 -16.65
Pna 40.5998 -16.00
P2:2:2; 40.5970 -16.24
P1 20.5932 -15.89
P1 10.5931 -15.89
Cme 40.5913 -15.14
P2y/a 40.5850 -15.22
C2/c 40.5814  -15.12
Pbea 40.5699 -14.61
Pbcn 40.5650  -14.63
Pme 20.5166  -13.27

Table 5.9 Comparison of packing indices and Lennard-Jones energies for 11 local
minima within the same space group, P2;/a, Z=2, for naphthalene.

Pl Ey; (kcal/mol)

0.584720 -15.36
0.563009 -14.20
0.555225 -14.17
0.554735 -14.12
0.554713 -14.14
0.554669 -13.89
0.553573 -14.06
0.541519 -13.07
0.539565 -13.20
0.509434 -11.92
0.493190 -12.07
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5.7.1. Lennard-Jones Energy

To calculate the Lennard-Jones energy of the closest-packed structures to
convergence, it is necessary to go beyond nearest neighbor interactions. The
cutoff radius typically used for the Lennard-Jones potential in inert gases is 2.50;;
[121] where o;; is the interaction radius parameter in Equation 3.1. Following
this rule of thumb for benzene, where the largest possible value of oj; is 3.388
A for a carbon-carbon interaction, a sufficient cutoff radius would then be equal
to 8.470 A. To test this assumption, cutoff radii from 5 to 20 A for Lennard-
Jones interactions for benzene were evaluated in seven closest-packed structures
from three different space groups. The results, expressed in percent of the energy
obtained with a cutoff radius of 20 A, are shown in Table 5.10. The origin of the
cutoff radius is set at the atomic center. When the energy was plotted versus the
cutoff radius (Figure 5.8), it was observed that the energy curves for the different
structures did not cross. Therefore we selected 10 A as the optimum cutoff radius,
as it represents a balance between conversion of the Lennard-Jones energy (92-
97%) and computational time. In the program, the number of additional unit cells
which are generated are dependent upon the magnitude of the lattice constants, to
ensure that the minimum number of additional cells are generated. The Lennard-
Jones calculation using a 10 A cutoff radius requires an additional 8.2 milliseconds

of computer time per structure.



91

Table 5.10 Lennard-Jones energy for benzene in kcal/mol using various cutoff
radii. Structure 1 in the monoclinic space group P2; with Z=4, Structure 2 is
the triclinic space group P1 with Z=2, and Structure 3 is the orthorhombic space

?{'oup Pbca with Z=4. Eg is the Lennard-Jones energy obtained using a 20
cutoff radius.

Structure 1 Structure 2 Structure 3

gutoff Radius, Er;  %Ez Ez;  %E20 Er;y  %Eg

5.00 -6.298 61.0171 -6.074 68.6986 -6.485 64.1055
6.00 -8.332 80.7209  -6.992 79.0902 -7.850 77.5962
7.00 -9.059 87.7662  -7.704 87.1420 -8.895 87.9205
8.00 -9.433 91.3889 -8.111 91.7483 -9.263 91.5593
9.00 -9.734 94.3109  -8.322 94.1329 -9.518 94.0785
10.00 -9.914 96.0534  -8.493 96.0663 -9.703 95.9062
11.00 -10.03 97.2044  -8.589 97.1529 -9.831 97.1801
12.00 -10.11 97.9423  -8.657 97.9199 -9.904 97.9002
14.00 -10.21 98.9273  -8.743 98.8874  -10.01 98.8991
16.00 -10.27 99.4559  -8.793 99.4547 -10.06 99.4523
18.00 -10.30 99.7891 -8.822 99.7860 -10.09 99.7763

20.00 -10.32 100.000 -8.841 100.000 -10.12 100.000
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Figure 5.8 Lennard-Jones energy calculated using cutoff radii from 5 to 20 A.

5.7.2 Electrostatic Ini:eractions

The background, theory, accuracy and efficiency of the various models used
to ca}&ulate the electrostatic energy in molecular solids have been discussed in
Chapter 4. In our program, the electrostatic energy is calculated using molecular
multipole interactions. These moments, up through hexadecapole, can be calcu-
lated using the Gaussian programs, although only dipole and quadrupole moments
are used in this portion of the program. All moments are positioned at the molec-
ular center of mass. Any rotations which are performed on the atomic position

vectors are also performed on the multipole tensors according to equations 5.9

and 5.10:

¢ = Dy [Eq. 5.9]
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Q' =D@D™! [Eq. 5.10]

where D is a 3 x 3 matrix of direction cosines associated with a given rotation,
p is the 1 x 3 dipole moment tensor, and @ and Q' are the 3 x 3 quadrupole
tensors. The rotations due to symmetry transformations involve changes of sign
of the relevant components in the tensors. For example, the symmetry operation

for a screw axis, (z,¥,2,) — (=, % —1y, —2), results in the following transformation

of the quadrupole tensor:

T TY 22 Tz —TYy —I2
yz yy yz ) — | -yT ¥y yz [Eq. 5.11]
zz zy 22 -zz 2y 2z

The positions of all the tensors, i.e. the centers of mass of the molecules, in
a 5 x5 x 5 array of unit cells are determined and their distance to the reference
molecule calculated. To calculate the energy between two charge distributions, it
is convenient to represent their positions and orientations in a coordinate system
in which their z-axes are coincident and the z- and y-axes are parallel. A new
z-unit vector (') is defined along the vector 3 as follows:
Ea - Eb

IFab|

a

4

4 [Eq. 5.12]

where A is the reference molecule and B is another molecule in the lattice, and Z;

is the position vector of A or B. The y- and 2-components of the 2'-unit vector

are obtained similarly.
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The z' and y' unit vectors perpendicular to the z'-unit vector in the new
common-z right-handed coordinate system are determined as follows. For each
molecule B, an arbitrary vector @ is chosen which is not parallel to the 2'-axis.
The 3'-unit vector in the new system is then obtained by taking the cross-product
of % and 3' and normalizing it as in Equation 5.12 above. Taking the cross-product
between the z’- and y'-unit vectors yields the z'-unit vector. These three unit vec-
tors comprise the rotation matrix D of direction cosines necessary to transform the
multipole moment tensors to the common-z coordinate system as in Equations 5.9
and 5.10 above. These values for the moment tensor elements obtained in carte-
sian coordinates are then expressed in terms of their spherical harmonics (Equa-
tion 4.17), and the dipole-dipole, dipole-quadrupole, and quadrupole-quadrupole
energies are calculated as follows:

[~} +n¢

l)nb+m (nq + np)! 1
¢ab - Z Z Z (na + ‘ml !(nb + Iml)' n¢+n5+1Q nb [Eq 513]

ne=0 n=0m=—ng

where nq, np are the orders of the multipoles (0=monopole, 1= dipole, 2=quad-

rupole, etc.), ng is the smaller of ng,np, and Q% and Q7 are the multipole

moments.
5.8. Output

As the energy of each closest packed structure is calculated, it is compared
with the three best structures within its space group, and with the ten best
strucutres overall. These results are then reported. An example of an output

file is located in Appendix D.
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5.9. Summary

To summarize this section, each structure is sorted on the basis of the energy

obtained from the following expression:

E= %:46.3 [(‘:—j)lz - (:—j)s] + Ecou [Eq. 5.14]

where i is summed over all atoms in the reference molecule and j over all other

atoms within a 10 A radius, and E,gy is calculated as in Eq. 5.13 above.



Chapter 6 Results

Fifteen molecules were selected for this study. The results are presented the

following sections:

6.1. Benzene

6.2. Naphthalene

6.3. Anthracene

6.4. Tetracene

6.5. Pentacene

6.6. Phenanthrene
6.7. Pyrene

6.8. Triphenylene
6.9. 1:2:5:6-Dibenzanthracene
6.10. Perylene

6.11. Durene

6.12. Hexane

6.13. Octane

6.14. Bicyclohexylidene
6.15. Trindan

6.16. Summary

The conventions used in this chapter are as follows:

Molecular Structure: In the beginning of each section the molecular struc-
ture is shown and two of the three principal axes of inertia, L and M, are indicated.
The third principal axis, N, is perpendicular to the plane of the page, intersecting

the other axes at the center of mass of the molecule.

Experimental Data: The temperature, space group, lattice constants and
angles of the experimental structure are given. If the molecules are located at
special positions, then the angles are given that the principal molecular axes make
with the a, b, and ¢’ axes of the lattice, where ¢ is perpendicular to the ab plane.

Experimental heats of sublimation are given, if available.
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Input for the Calculation: States the method used to obtain the atomic

coordinates and molecular multipole moments. Lists the Van der Waals volume.

Table of Results for Each Space Group: The lowest energy structures
obtained in each of the space groups are listed in order of increasing total energy.
The number of molecules in the unit cell (Z), the Lennard-Jones and electrostatic

energies, and the packing index of each structure are also indicated.

Space groups in which different Z are possible, P1 and P2;/c for example,
can be treated as different space groups in this listing, as the structures in each
case may be quite different. For space groups which have different settings, e.g.
P2;/a is a nonstandard setting of P2;/c, separate listings for these settings are
given if different structures were obtained. This is discussed in greater detail in

subsequent sections where different minima were obtained for P2;/a and P2, /c.

Structural Data for Predicted Space Groups: The lattice constants
and angles of the lowest energy structures from the three most probable space
groups are given. The predicted structure closest to experiment is also given, if
not previously included in the top three. This structure corresponding to the ex-
perimental structure was found by searching a list of all local minima, and using
a least squares procedure to compare lattice dimensions and angles with exper-
imental values. These structures would then be examined graphically to ensure

that the calculated structure was indeed similar to the experimental structure.
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Graphical Representations of the Crystal Structures: The graphics
are included at the end of each section. For each molecule several projections of
the experimental structure are shown, followed by the three lowest energy pre-
dicted structures. In general, hydrogen atoms are not shown in order to simplify
the representation of the crystal structure. Following the crystal structures, the
relative orientations of the molecules in different symmetry positions or unit cells
in the crystal are shown with respect to a common reference molecule. Projec-
tions of each pair of molecules are shown along each of the three principal axes
of the reference molecule. Where necessary the molecular plane is rotated 5°to
show some structural detail, instead of a 1-dimensiona! edge. Hydrogen atoms

are included except for experimental structures for which their positions were not

reported.
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6.1. Benzene

6.1.1 Experimental Data

Heat of sublimation: 10.7 kcal/mol [122].

Experimental: [123]
Temperature: 138K
Space Group: Pbca
Molecules per cell: 4
e 1.39 a: 90°
b 9.42 B 90°
¢ 6.81 v 90°

6.1.2 Results

Input for calculations:
Coordinates: Experiment

Multipole moments: Gaussian 90, 6-31G basis set
Van der Waals Volume: 64.301 A®
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Table 6.1 Lowest Energy Structures in Each Space Group for Benzene

Space Total Packing
Group Z Energy Eij Ecoui Index
P2:2;2; 4 -11.98 -11.51 -0.47 0.5675
P2 2 -11.94 -11.44 -0.50 0.5646
P2;/c 2 -1191 -11.43 -0.44 0.5655
P2;/c 4 -11.87 -11.43 -0.44 0.5655
Pna 4 -11.68 -11.21 -0.47 0.5597
P1 2 -11.67 -11.26 -0.40 0.5652
P1 1 -1i.66 -11.31 -0.35 0.5616
Pca 4 -11.61 -11.11 -0.50 0.5450
C2/c 4 -11.49 -11.62 0.13 0.5709
Pbea 4 -11.46 -11.10 -0.36 0.5641
Cme 4 -11.28 -10.90 -0.38 0.5443
Pnma 4 -10.84 -10.38 -0.46 0.5310
C2/c 4 -1065 -10.51 -0.14 0.5582
Pben 4 -10.30 -10.53 0.23 0.5394
Pme 2 -8.27 -7.81 -0.46 0.4419
Cme 4 -6.88 -7.96 1.08 0.4399

Predicted Structure with Lowest Energy:

Space Group: P2:;2:2
Molecules per cell: 4
Packing index: 0.5675

a: 14.2331 a: 90° Energy: -11.98
b:  5.6436 B: 90° Lennard-Jones: -11.51
¢ 5.6420 v: 90°  Coulombic: -0.469

Structure With Lowest Energy in Second Most Probable Space Group:

Space Group: P2
Molecules per cell: 2
Packing index: 0.5645

a: 7.0254 a: 90° Energy: -11.94
b:  5.9442 B: 72.81° Lennard-Jones: -11.44
5.7099 y: 90° Coulombic: -0.4986
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Structure With Lowest Energy in Third Most Probable Space Group:

Space Group: P2;/c
Molecules per cell: 2
Packing index: 0.5647

a: 5.797 a: 90° Energy: -11.91
b: 5.791 B: T70.78°  Lennard-Jones: -11.44
. 7.183 v: 90° Coulombic: -0.476

Predicted Structure Closest to Experiment:

Space Group: Pbca
Molecules per cell: 4
Packing index: 0.5578

a 6.804 a: 90° Energy: -11.36
b: 9.356 B 90° Lennard-Jones: -10.87
¢ T7.436 . 90° Coulombic: -0.484

6.1.3. Discussion of Benzene Results

Benzene crystallizes in a herringbone configuration in space group Pbca, Z=4,
in which the molecules are arranged in an edge-to-face manner at 87°angles
(Fig.6.1.1 and Fig.6.1.5). The lowest energy structures predicted by ICE9 also
exhibit the herringbone configuration. The three lowest in energy of these struc-
tures are shown in Fig. 6.1.2-6.1.4 and Fig. 6.1.6-6.1.9. The principal difference
in structure between the experiment and the lowest energy predicted structure in
P2,2,2; is that the principal axes of the molecules are inclined ~ 53°within layers

in the predicted structure (Fig. 6.1.2 (d)), and ~ 87°in experiment.
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A local minimum corresponding to the experimental structure was found
which exhibited slightly higher electrostatic energy (-0.36 vs. -0.47 kcal/mol)
as well as Lennard-Jones energy (-11.10 vs. -11.51 kcal/mol) than the global min-
imum in P2;2;2;, for a total energy difference of 0.52 kcal.mol. The difference
between the predicted and the observed lattice constants were small: 0.05 A,-0.06

A, -0.01A. It should be noted that the experimental benzene structure was used

in the parameterization.

Overall, ICE9 found ten structures in eight different space groups to be very
close in energy, i.e. within 0.52 kcal/mol of the global minimum. All but two
of these structures exhibited a herringbone configuration. The electrostatic ener-
gies of the ten lowest energy strucutres fell within the narrow range of -0.35 to
-0.50 kcal/mol, with the exception of C2/c with an electrostatic energy of +0.13
kcal/mol. The slipped-stack of pancakes configuration in P1 possessed a nega-
tive electrostatic energy of -0.40 kcal/mol, as low as or lower than many of the

herringbone structures.

The results obtained for benzene were compared with those calculated using
Williams’ program PCK83. PCK83 obtained good values for the lattice constants
for the experimental structure, of course, the differences being 0.03 A -012 4,
and 0.18 A. These results were obtained using the experimental structure as the
starting point for the calculation. Calculations using PCK83 were also performed
using several different starting positions distributed among several space groups,
and the lowest energy results obtained for each group are shown in Table 6.1.2.
Although the search of possible structures using PCK83 was hardly exhaustive,

the results obtained were similar to those using ICE9 in that many structures in
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different space groups were found to be close in energy to the global minimum.
Surprisingly, Williams’ method, which yields a much greater electrostatic contri-
bution to the lattice energy, did not give a significantly different ordering of the
space groups. The global minimum found by PCK83 was in the same space group,
P2;2,21, as that predicted by ICE9. The energy of this global minimum found by
PCK83 was 0.15 kcal/mol lower than that obtained by the same program for the
experimental structure in Pbca. In addition, local minima were found in space
groups P2; and P2;/c with energies comparable to the experimental structure in
Pbca. In short, Williams program was not able to distinguish the experimental

structure from a number of very close possibilities with any better success than

ICE9.
Table 6.1.2 Energies calculated using PCK83 (kcal/mol)

Space Group Etgta)  Econ

P2:2:2; -12.6614 -2.1611
Pbca* -12.5116 -2.3106
P2 /c -12.4545 -1.8308
P2 -12.4521 -1.2633
Pi -11.6185 -1.7209
Pna -11.2614 -2.7698

*Experimental structure

One surprising result using PCK83 was the discovery of several slipped-stack
of pancake structures in PIwith large negative electrostatic energies comparable
to the experimental and other edge-to-face herringbone structures. As has been
discussed previously in Section 2.4, Williams had justified the use of large par-
tial charges on hydrogen and carbon as necessary to reproduce the herringbone

configuration. This was demonstrated in the gas phase with benzene dimers, but
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Williams did not examine parallel slipped-stack configurations in the solid for

possible structures which could also have large negative electrostatic energies.

The electrostatic energies obtained by Williams program for these structures,
using partial charges on the atoms of +0.153 e for hydrogen and -0.153 e for
carbon, was four times greater than those using the molecular multipole moment
model in ICE9. To compare the effect of larger electrostatic energies on the
ordering of the space groups in ICE9, the above calculations on benzene were
repeated with ICE9, but using molecular multipole moments which were double
the experimental value of Qzz = -5.6 Debye-A. The search performed by ICE9
was exhaustive, and the results obtained for the different space groups are shown
in Table 6.1.3 in order of increasing energy. Doubling the molecular quadrupole
moment gave electrostatic energies nearly as large as those obtained by Williams,
and did not improve the ability of the program to distinguish the experimental
structure from many close possibilities. Although the electrostatic energy obtained
for the experimental structure was lower than that obtained for the best structures
in all of the other space groups, the experimental structure had a higher Lennard-
Jones energy than several others, and was not distinguished from other structures
with very similar total energies. The experimental structure was 0.61 kcal/mol
higher in energy than the global minimum in this case, compared to 0.52 kcal/mol

higher using the observed values for the multipole moments.
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Table 6.1.3 Lowest energy structures in each space group calculated
using quadrupole moments of double the experimental value. Energy is
given in kcal/mol.

Space Total Packing
Group Z Energy Ey Ecour Index
P2;/c 2 -13.21 -11.60 -1.614 0.5697
P2:/c 4 -13.10 -1144 -1.656 0.5654
P2, 2 -13.03 -11.44 -1.590 0.5645
P2,2;2; 4 -12.81 -11.30 -1.506 0.5608
P1 2 -12.80 -11.14 -1.655 0.5603
Pna 4 -12.78 -11.23 -1.550 0.5560
Pca 4 -12.71 -11.11 -1.600 0.5561
P1 1 -12.64 -11.18 -1.461 0.5599
Cme 4 -12.53 -10.87 -1.652 0.5427
Pbeca 4 -12.60 -10.92 -1.681 0.5446
Pnma 4 -11.90 -10.40 -1.494 0.5354
C2/c 4 -11.87 -10.93 -0.946 0.5492
C2/c 4 -10.57 -10.13 -0.438 0.5407
Pben 4 -9.752 -10.16  0.411 0.5268
Pmc 2 -9.242 -7.769 -1.473 0.4406
Cmc 4 -4.591 -8.028  3.437 0.4427
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6.4.4. Graphical Representations of Benzene Crystal Structures
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Figure 6.1.1. Experimental structure of benzene, space group Pbca. (a). Projection
along a axis. (b). Projection along b axis. (c). Projection along c axis. (d). Projection
parallel to molecular plane of all layers. The second layer is indicated by dashed lines.
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Figure 6.1.2. Most probable structure of benzene predicted by the program, space
group P21212;. (a). Projection along a axis. (b). Projection along b axis. (c).
Projection along ¢ axis. (d). Projection of all layers along molecular plane.
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(c) (d)
Figure 6.1.3. Second most probable space group P2, predicted by the program for
benzene (a). Projection along a axis. (b). Projection along b axis. (c). Projection along
c axis. (d). Projection along molecular plane of all layers. The second layer is
indicated by dashed lines.
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(c) @
Figure 6.1.4. Third most probable space group P2,/c, predicted by the program for
benzene. (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along ¢ axis. (d). General view.
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Figure 6.1.5. Two of the four symmetry positions in the umt cell in the
experimental structure of benzene, as viewed along the principal axes of one of the
molecules.
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Figure 6.1.6. The four symmetry postions in the unit cell in the most probable
structure of benzene, as viewed along the principal axes of one of the molecules.
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Figure 6.1.7. (a)-(c). The two molecules in the unit cell in the second most
probable space group for benzene, as viewed along the principal axes of one of the
molecules. (d)-(f). Nearest neighbor molecuies in adjacent unit cells in the [001]
direction.
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Figure 6.1.8. (a)-(c). The two molecules in the unit cell in the third most probable
space group for benzene, as viewed along the principal axes of one of the molecules.
(d)-(f). Nearest neighbors in adjacent unit cells in the [010] direction.
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Figure 6.1.9. The four symmetry positions in the unit cell in the structure of
benzene closest to the experimental structure.
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6.2. Naphthalene
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6.2.1 Experimental Data

Heat of sublimation: 15.3-16.8 kcal/mol [124], 17.2 kcal/mol [125].

Experimental 1 [126]:
Temperature: 78K
Space Group: P2;/a
Molecules per cell: 2
a: 8124 a:  90°
b 5950 B 124°40'
. 8636 v 90°

LOa =115.8° MOa=1712° NOQOa= 32.8°
LOb =102.6° MOb=12945° NOb =116.3°
LOd = 29.0° MOJ =682° NOd = 71.9°

Experimental 2 {127]:
Temperature: 293K
Space Group: P2;/a
Molecules per cell: 2
a 8235 a: 90°
b:  6.002 B:  122°55
¢ 86575 4 90°

6.2.2 Results

Input for calculations:
Coordinates: Experiment

Multipole moments: Gaussian 90, 6-31G basis set
Van der Waals Volume: 104.321 A3
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'1I‘able 6.2 Lowest Energy Structures in Each Space Group for Naphtha-
ene

Space Total Packing
Group Z Energy Ej; E.om Index
P2;/a 2 -17.57 -17.07 -0.49 0.6174
P21/c 4 -1740 -16.65 -0.75 0.6002
P2; 2 -1737 -16.69 -0.68 0.6098
P21/c 2 -17.36 -16.61 -0.74 0.6036
P2:2:2; 4 -17.10 -16.24 -0.86 0.5970
Pca 4 -1686 -16.04 -0.82 0.6004
P2;/a 4 -16.79 -15.96 -0.83 0.5985
P1 2 -16.78 -15.89 -0.89 0.5932
P1 1 -16.75 -15.89 -0.86 0.5931
Pna 4 -16.67 -16.00 -0.67 0.5998
Pnma 4 -16.27 -16.11 -0.16 0.6034
C2/c 4 -15.84 -15.12 -0.72 0.5814
Cmec 4 -1558 -15.14 -0.44 0.5913
Pbca 4 -15.15 -14.61 -0.54 0.5699
C2/c 4 -1499 -14.85 -0.14 0.5701
Pben 4 -1469 -14.63 -0.61 0.5650
Pmc 2 -1454 -13.27 -1.27 0.5166
Cme 4 -11.36 -11.29 -0.07 0.4727

Predicted Structure with Lowest Energy:

Space Group: P2i/a
Molecules per cell: 2
Packing index: 0.6174

a: 10.265 a: 90° Energy: -17.57
b:  6.014 B: 71.96° Lennard-Jones: -17.07
5.756 ~: 90° Coulombic: -0.493
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Structure with lowest energy in second most probable space group:

Space Group: P2i/c
Molecules per cell: 4
Packing index: 0.6078

a: 13.641 a: 90° Energy: -17.40
b:  4.610 B: 60.00° Lennard-Jones: -16.65
12.606 y: 90° Coulombic: -0.752

Structure with lowest energy in third most probable space group:

Space Group: P2
Molecules per cell: 2
Packing index: 0.6098

a 6.743 a: 90° Energy: -17.37
b: 4.787 B: 90° Lennard-Jones: -16.69
10.598 v: 90°  Coulombic: -0.68

Predicted Structure Closest to Experiment:

Space Group: P2i/a
Molecules per cell: 2
Packing index: 0.5901

a: 8.071 a: 90° Energy: -16.68
b: 5.826 B: 60.31° Lennard-Jones: -15.83
c. 8.653 v 90° Coulombic: -0.8484

6.2.3. Discussion of Naphthalene Results

Naphthalene crystallizes in the edge-to-face configuration in P2;/a shown in
Fig. 6.2.1. The program predicted the correct space group, P2;/a with Z=4
and the correct type of packing, although there are some differences with the
experimental structure. The main difference between the predicted structures
with the lowest energy and the observed experimental structure is that in the
predicted structures, the molecules are positioned at very nearly 90°with respect

to each other, whereas in the experimental structure the angle is ~ 55°along
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all three principal axes of the molecule. These differences can be clearly seen
in Figures 6.2.5-6.2.8 with respect to the principal axes of inertia of a reference
molecule in the structure. In the experimental structure the molecules are more
nearly aligned along the ¢ axis, as can be seen in Figs. 6.2.1(b) and (d). A
local minimum corresponding to the experimental structure was observed (Fig.
6.2.4), with an energy of -17.26 kcal/mol, compared to the lowest energy of -17.57
kcal/mol. The electrostatic energy exhibited by this structure, -1.001, was twice
that of the lowest energy structure overall, -0.49 kcal/mol, but the Lennard-Jones

energy and packing index were smaller, -16.26 and 0.6007, as compared to -17.07
kcal/mol and 0.6174.

The top seven structures predicted by the program exhibited the herringbone
configuration. The three best of these are shown in Figures 6.2.2 - 6.2.4 and 6.2.6
- 6.2.8. The slipped-stack of pancakes structure for naphthalene exhibited a lower
electrostatic energy, -0.89 kcal/mol, than almost all of the lowest energy structures

in each of the space groups examined in Table 6.3.

Separate listings are shown for P2;/a and P2;/c in Table 6.2, although they
represent different settings of the same space group. The P2;/a setting was run in
addition to the P2;/c orientation to facilitate the comparison with experimental
results. The difference in the lowest energy local minima in these two orientations
indicates that the search grid is not fine enough to obtain every local minimum.
Decreasing the rotational increments in successive runs from 15° to 5° would be
prohibitively time consuming to perform in all space groups, but can be done on

an individual basis if desired.
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6.2.4. Graphical Representations of Naphthalene Crystal Structures

Figure 6.2.1. Experimental structure of naphthalene, space group P2i/a. (a).
Projection along g axis. (b). Projection along b axis. (c). Projection along ¢ axis. (d).
General view.
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Figure 6.2.2. Lowest energy structure predicted for naphthalene, space group
P2;j/a. (a). Projection along a axis. Second layer is indicated with dashed lines. (b).
Projection along b axis. (c). Projection along ¢ axis. (d). General view.
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Figure 6.2.3. Second lowest energy space group, P2/c, predicted for naphthalene.

(a). Projection along a axis. (b). Projection along b axis. Second layer is indicated with
dashed lines. (c). Projection along c axis. (d). General view.
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Figure 6.2.4. Third lowest energy space group predicted for naphthalene, space
group P21. (a). Projection along a axis. (b). Projection along b axis. (c). Projection

along c axis. (d). General view.
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(a) (b) (c)
Figure 6.2.5. The two molecules in the unit cell in the experimental structure of
naphthalene, as viewed along the principal axes of one of the molecules.
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(@ (b) (c)
Figure 6.2.6. The two molecules in the unit cell in the lowest energy space group
P21/a for naphthalene, as viewed along the principal axes of one of the molecules.

]

(a) (b) (c)

Figure 6.2.7. The two molecules in the unit cell in the second lowest energy space
group P2i/c for naphthalene, as viewed along the principal axes of one of the

molecules.
(a) {b)

{c)

Figure 6.2.8. The two molecules in the unit cell in the third lowest energy space
group P2, for naphthalene, as viewed along the principal axes of one of the molecules.
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6.3. Anthracene

b
-

CisHio

6.3.1 Experimental Data

Heat of sublimation: 21.7-23.9 [128,] 23.6 kcal/mol [129].

Experimental 1 [130]:
Temperature: 95K
Space Group: P2i/a
Molecules per cell: 2
a:  8.443 a 90°
b:  6.002 B: 125.6°(54.4°)
¢ 11.124  4: 90°

LOa = 120.78° MQOa = 107.67° NOa = 36.51°
LOb =97.53° MOb=153.76° NOb=114.97°
LOC = 31.89° MOC = 108.75° NOC = 65.22°

Experimental 2 [131]:
Temperature: 290K
Space Group: P2;i/a
Molecules per cell: 2
a: 8.562 a: 90°
b:  6.038 B 124.7°
e 11.184 42 90°

LOa =119.61° MQOa = 108.51° NOQOa = 35.97°
LOb=197.32° MOb=153.44° NOb=115.38
LOc =30.68° MOC =108.35° NOC = 66.33°
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6.3.2 Results

Input for calculations:

Coordinates: Experiment

Multipole moments: Gaussian 90, 6-31G basis set
Van der Waals Volume: 144.674 A3

Table 6.3 Lowest Energy Structures in Each Space Group for An-
thracene

Space Total Packing
Group Z Energy Eij Ecour Index
P1 2 -23.61 -21.83 -1.78 0.6309
P1 1 -23.55 -21.83 -1.73 0.6314
P2; 2 -2346 -21.73 -1.74 0.6363
P2;/c 4 -2343 -21.74 -1.70 0.6325
P2,/c 2 -2342 -21.60 -1.82 0.6334
P2;/a 2 -23.41 -21.67 -1.74 0.6298
Pna 4 -22.64 -21.06 -1.58 0.6211
C2/c 4 -2249 -22.57 0.84 0.5323
P2:2:2; 4 -22.34 -20.99 -1.35 0.6145
P21/a 4 -2225 -21.36 -0.89 0.6277
Pca 4 -22.08 -19.81 -2.27 0.5838
Pbeca 4 -22.03 -22.55 -1.48 0.6138
Pnma 4 -21.64 -21.34 -0.30 0.6267
Pmec 2 -21.40 -19.00 -2.40 0.5643
C2/c 4 -21.02 -19.7T1 -1.31 0.6084
Cme 4 -20.89 -19.16 -1.73 0.5839
Pben 4 -19.72 -19.64 -0.88 0.6010

Predicted Structure with Lowest Energy:

Space Group: P1
Molecules per cell: 2
Packing index: 0.6309

a: 6.863 a: 80.13° Energy: -23.61
b: 9.815 B: T1.17°  Lennard-Jones: -21.83
7.897 v: 65.77° Coulombic: -1.78
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Second lowest energy structure in first most probable space group:

Space Group: P1
Molecules per cell: 1
Packing index: 0.6315

a: 4.219 a: 73.39° Energy: -23.58
b 6.204 B: 73.24° Lennard-Jones: -21.87
¢ 9.541 ~:  84.10° Coulombic: -1.706

Structure with lowest energy in second most probable space group:

Space Group: P2,
Molecules per cell: 2
Packing index: 0.6363

a 17.79 a: 90.0° Energy: -23.46
b 4.75 B: 77.74° Lennard-Jones: -21.73
5.50 ~: 90.0° Coulombic: -1.738

Structure with lowest energy in third most probable space group:

Space Group: P2;/c
Molecules per cell: 4
Packing index: 0.6325

a 998 a: 90.0° Energy: -23.43
b:  5.17 B: 86.83° Lennard-Jones: -21.74
. 17.76 v:  90.0° Coulombic: -1.70

Predicted Structure Closest to Experiment # 1:

Space Group: P2;/a
Molecules per cell: 2
Packing index: 0.6204

a:  8.428 a: 90° Energy: -22.48
b:  5.914 B: 57.26° Lennard-Jones: -20.85
11.122 v 90° Coulombic: -1.63
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6.3.3. Discussion of Anthracene Results

The experimental structure of anthracene is a herringbone structure in P2;/a
equivalent to that of naphthalene, with the unit cell expanded along the ¢ vector
to accommodate the additional ring (Fig. 6.3.1). ICE9 found a structure cor-
responding to the experimental configuration very close in energy to the global
mninimum, being only 0.18 kcal/mol higher (Fig.6.3.5). This predicted structure
has the lowest energy in space group P2; /¢, which is equivalent to P2; /a, but with
the axes in a different orientation. Hence the molecules in the predicted structure
are oriented differently with respect to the axes in P2;/c than the molecules in
the experimental structure are to P2;/a, due to this difference in settings of the
space group, but the relationship between the molecules themselves, shown in

Fig. 6.3.6 (a)-(c) and 6.3.9, is virtually indistinguishable from the experimental

structure.

The lowest energy space group predicted by the program, however, is P1 in
which the molecules exhibit the slipped-stack of pancakes structure (Fig. 6.3.2
and Fig. 6.3.3). In P1 there are two predominant types of stacking configurations
in which the molecules are eclipsed to varying degrees. In both configurations the
molecules are stacked so that the hydrogen atoms of one molecule are directly
over the carbon atoms in the layer below (Fig. 6.3.7 and 6.3.8). The electrostatic
energy calculated for these two structures is the same as that obtained for the

experimental structure at -1.70 kcal/mol.
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The second and third most probable space groups predicted by the program,
P2; and P2;/c, do exhibit the herringbone, edge-to-face configuration between
layers (Fig. 6.3.2 and 6.3.3). The structure in P2;/c corresponds to the experi-
mental structure, and was discussed previously. The energies of these top three
space groups are very close, at -23.61, -23.46, and -23.43 kcal/mol, respectively.
Within a layer in P2y, the molecules exhibit the slipped-stacking seen in the lowest
energy configuration in PI (Fig. 6.3.9(a)-(c)), but across the layers, the molecules
are arranged in the edge-to-face configuration very similar to the experimentally

observed structure (Fig.6.3.9(d)-(f)).
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6.3.4. Graphical Representation of Anthracene Crystal Structures
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Figure 6.3.1. Experimental structure of anthracene, space group P2j/a. (a).
Projection along a axis. (b). Projection along b axis. (c). Projection along ¢ axis. (d).
General view.
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Figure 6.3.2. Most probable structure of anthracene predicted by the program, space
group P1 (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along c axis.
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(@) (b) fc)
Figure 6.3.3. Second type of configuration observed in space group P1, predicted
by the program for anthracene. (a). Projection along a axis. (b). Projection along b

axis. (c). Projection along c axis.

(c)

Figure 6.3.4. Second most probable space group P2;, predicted by the program for
anthracene (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along c axis. (d). General view.
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Figure 6.3.5. Third most probable space group P2y/c, predicted by the program for
anthracene (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along c axis. (d). General view.
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Figure 6.3.6. (a)-(c). The two molecules in the unit cell in the experimental
structure of anthracene in space group P2)/a, as viewed along the principal axes of one
of the molecules. (d)-(e). Two molecules in adjacent unit cells showing arrangement of
parallel molecules.
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Figure 6.3.7. Nearest neighbor molecules in adjacent unit cells in the [100]
direction, in the most probable structure of anthracene in P1, as viewed along the
principal axes of one of the molecules.
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Figure 6.3.8. The second most probable configuration in space group P1 for
anthracene, as viewed along the principal axes of one of the molecules.
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Figure 6.3.9. Second most probable space group P2; for anthracene. (a)-(c). The
configuration of molecules in the slipped-stack layer as viewed along the principal axes
of one of the molecules. (d)-(f). The edge-to-face configuration exhibited between
molecules in different layers as viewed along the principal axes of one of the molecules.
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Figure 6.3.11. Two molecules within the unit cell in the third most probable space
group P21/c for anthracene, as viewed along the principal axes of one of the molecules.
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6.4. Tetracene
T M
COCO—

CigHi2

6.4.1 Experimental Data

Experimental [132]:
Temperature: RT
Space Group: P1
Molecules per cell: 1 (Note: asymmetric unit is 2 half-molecules.)
a 198 a:  101.3°(78.7°)
b:  6.14 B:  113.2°(66.8°)
cc 135714 42 87.5°

6.4.2 Results

Input for calculations:

Coordinates: Carbon atoms from X-ray diffraction,
hydrogens from CHEM-X
Multipole moments: Gaussian 90, 6-31G basis set

Van der Waals Volume: 181.743 A3
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Table 6.4 Lowest Energy Structures in Each Space Group for Tetracene

Space Total Packing
Group Z Energy Ej; E.ut Index

P2;/c 4 -30.58 -27.83 -2.75 0.6506
P1 1 -30.50 -27.90 -2.60 0.6462
P2;/a 2 -3042 -27.13 -3.29 0.6450
P2;/c 2 -30.27 -26.37 -3.90 0.6223
P2, 2 -29.94 -2640 -3.54 0.6244
P1 2 -29.79 -27.58 -2.21 0.6423
Pca 4 -29.50 -25.78 -3.71 0.6047
Pmec 2 -28.81 -24.86 -3.94 0.5872
C2/c 4 -27.87 -2793 0.06 0.5978
Pbca 4 -28.55 -26.36 -2.15 0.6185
Cme 4 -2735 -2599 -136 0.6281
C2f/c 4 -27.71 -26.13 -1.58 0.6105
Pnma 4 -2599 -23.30 -2.68 0.5697
Pben 4 -2527 -2540 0.13 0.6182
Cmec 4 -1563 -23.08 745 0.5462
Cmc 4 -1563 -23.08 745 0.3462

Predicted Structure with Lowest Energy:

Space Group: P2;/c
Molecules per cell: 4
Packing index: 0.6506

a: 11.012 a: 90.0° Energy: -30.58
b:  4.663 B: 87.0° Lennard-Jones: -27.83
21.779 ~: 90.0°  Coulombic: -2.75

Structure with lowest energy in second most probable space group:

Space Group: P1
Molecules per cell: 1
Packing index: 0.6462

a 7.853 a: 54.02° Energy: -30.50
b: 13.899 B: 50.70° Lennard-Jones: -27.90
4.244 ~v: 58.28° Coulombic: -2.606
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Structure with lowest energy in third most probable space group:

Space Group: P2;/a
Molecules per cell: 2
Packing index: 0.6223

a: 14.234 a: 90.0° Energy: -30.27
b 6.303 pB: 68.68°  Lennard-Jones: -26.37
6.980 ~v: 90.0° Coulombic: -3.905

6.4.3. Discussion of Tetracene Results

The asymmetric unit in the experimental structure of tetracene consists of
two half-molecules arranged in a herringbone configuration. The herringbone
structure of tetracene is similar to that exhibited by naphthalene and anthracene
except that the L axes of the molecules are parallel to each other (Fig.6.4.1 and
6.4.5). At the present time, ICE9 allows for only one molecule per asymmetric
unit, so a local minimum corresponding exactly to the experimental structure
is not possible. ICE9, however, did predict an edge-to-face structure in P2;/a,
7=2, very similar to the experimental one (Fig. 6.4.4 and Fig. 6.4.8), and very
close in energy to the calculated global minimum, being 0.18 kcal/mol higher.
The angles (50°) and distances between molecular planes are the same in both
the experimental and the predicted structure in P2;/a. In both structures the
hydrogen atoms of one molecule are located over the central aromatic region of
its nearest neighbor. The only difference is that in the experimental structure one
molecule is displaced ~ 1.7 A along the L molecular axis. The similarities and
differences in the relationship between nearest neighbors can be seen clearly in
Figures 6.4.5 and 6.4.8. This structure so similar to the experimental structure

was the third mnost probable.
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The second most probable structure occurred in PI, with Z=1. The main
feature in the packing in the two most probable structures predicted by ICE9 is
the slipped-stack of pancakes configuration shown in Fig. 6.4.6 (a)-(c) and Fig.
6.4.7. In both cases the stacks are displaced the same amount along the L axis
of the molecule, but different amounts parallel to the M axis of the molecule, 2.2
Aand 1.5 Ain the first and second structures, respectively. In the first structure
in P1, the layers of slipped stacks are all parallel. In the second structure each
layer is related by a screw axis rotation and displacement parallel to the c-axis, to
give a herringbone relationship between the layers. Both slipped-stack structures

exhibited negative electrostatic energies at -2.75 and -2.60 kcal/mol respectively.

The structure closest to experiment in P2;/a exhibited a much lower electro-
static energy, -3.288, than either of the slipped-stack structures, but had a higher

Lennard-Jones energy and lower packing index.
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6.4.4. Graphical Representation of Tetracene Results

(@ (b) (c)

Figure 6.4.1. Experimental structure of tetracene, space group P1 with two half
molecules in the asymmetric unit. (a). Projection along a axis, indicating the
asymmetric unit with dashed lines. (b) Projection along b axis. (c). Projection along ¢

.
e
L ,Se@%

Figure 6.4.2. Most probable structure of tetracene predicted by the program, space
group P2y/c. (a). Projection along a axis. (b). Projection along b axis. (c). General
view.
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Figure 6.4.3. Second most probable space group PT, predicted by the program for
tetracene. (a). Projection along b axis. (b). Projection along ¢ axis. (c). General view.
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Figure 6.4.4. Third most probable space group P21/a orientation, predicted by the
program for tetracene (a). Projection along a axis. (b). Projection along b axis. (c).
Projection along c axis. (d). General view.
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Figure 6.4.5. The two molecules in the unit cell in the experimental structure of
tetracene, as viewed along the principal axes of one of the molecules.
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Figure 6.4.6. The four molecules in the unit cell in the most probable structure of
tetracene in P21/c, as viewed along the principal axes of a reference molecule.
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Figure 6.4.7. Nearest neighbor molecules in adjacent unit cells in the [010] direction

in the second most probable space group P1, for tetracene, as viewed along the
principal axes of one of the molecules.
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Figure 6.4.8. The two molecules in the unit cell in the third most probable space
group P21/a for tetracene, as viewed along the principal axes of one of the molecules.
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6.5. Pentacene

L
0 —

CxHjs

6.5.1 Experimental Data

Experimental [132]:
Temperature: RT
Space Group: P1
Molecules per cell: 1 (Note: the asymmetric unit is 2 half-molecules)
a 790 a: 101.9 (78.1°)
b:  6.06 B: 112.6°(67.4°)
c 16.01 4 85.8°

6.5.2 Results

Input for calculations:

Coordinates: Carbon atoms from X-ray diffraction,
hydrogens from CHEM-X

Multipole moments: Gaussian 90, STO-3G basis set * 2.33

Van der Waals Volume: 219.303 A3



140
Table 6.5 Lowest Energy Structures in Each Space Group for Pentacene

Pnma
Cmec

Pben

Cmc

-30.21  -30.48  0.27 0.5443
-29.88 -29.33 -0.56 0.5254
-29.26 -29.48  0.22 0.5228
-2496 -25.13  0.17 0.4715

Space Total Packing
Group Z Energy Ej; Ecoui Index
PI 1 -34.83 -34.13 -0.70 0.5668
P2, 2 -34.52 -33.82 -0.70 0.5659
P2;/a 4 -3439 -33.34 -1.05 0.5597
P2;/c 4 -3411 -33.54 -0.57 0.5639
P21/a 2 -33.96 -32.90 -1.07 0.5535
Pca 4 -33.24 -32.714 -0.50 0.5472
Pbca 4 -33.23 -32.72 -0.51 0.5481
P2;/c 2 -32.70 -31.63 -0.68 0.5469
Pca 4 -31.99 -31.56 -0.43 0.5493
Pmec 2 -31.80 -30.66 -1.14 0.5213
Pna 4 -31.39 -30.50 -0.89 0.5307
C2/c 4 -31.34 -31.37 0.026 0.5451
C2/c 4 -31.03 -30.98 -0.05 0.5460

4

4

4

4

Predicted Structure with Lowest Energy:

Space Group: P1
Molecules per cell: 1
Packing index: 0.5668

a  4.276 a: 75.13° Energy: -34.83
b:  6.115 B: 54.04° Lennard-Jones: -34.13
16.337 v: 83.02° Coulombic: -0.6850

Structure with lowest energy in second most probable space group:

Space Group: P2,
Molecules per cell: 2
Packing index: 0.5659

a:  4.320 a: 90.0° Energy: -34.52
b 25.320 B: 83.70° Lennard-Jones: -33.82
6.155 ~: 90.0° Coulombic: -0.70
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Structure with lowest energy in third most probable space group:

Space Group: P2;/a
Molecules per cell: 4
Packing index: 0.5597

a: 30.837 ¢«: 90.0° Energy: -34.39
b 6911 £: 84.99° Lennard-Jones: -33.34
6.373 v: 90.0° Coulombic: -1.05

6.5.3. Discussion of Pentacene Results

The experimental structure of pentacene is analogous to that of tetracene in
P1 (Fig.6.5.1), with the asymmetric unit consisting of two half molecules inclined
at an angle of 57°to each other (Fig.6.5.6). The order of the two most probable
structures were reversed for tetracene and pentacene. For pentacene, the slipped-
stack structure in P1 equivalent to that predicted for tetracene was found to have
the lowest energy by 0.31 kcal/mol (Fig. 6.5.2 and Fig. 6.5.7). The second most
probable structure in P2; /a is similar to the first structure predicted for tetracene
in that it consists of layers of parallel slipped-stack molecules identical to those in
P1, but with adjacent layers angled in a herringbone fashion (Fig. 6.5.3 and Fig.
6.5.8).

The third most probable structure, in space group P2;/a, is an edge-to-face
configuration which is close to the experimental structure, given that the asym-
metric unit is one whole molecule, rather than two half molecules. One of the
differences between the experimental and predicted structures, which is a result of
the choice of asymmetric unit, is that the molecules must be aligned in P2;/a and
cannot be displaced ~1.7 A parallel to their long axes (Fig. 6.5.4 and Fig. 6.5.9)

as they are in the observed stucture in PI. The other difference is in the angle
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formed by the molecular planes, which is 39° in the predicted structure and 57° in
the observed structure. This structure closest to experiment is very close to the

global minimum in energy, being only 0.44 kcal/mol higher.
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6.5.4. Graphical Representation of Pentacene Results

(c) @)

Figure 6.5.1. Experimental structure of pentacene, space group P1. The asymmetric
unit is two half molecules, indicated by dashed lines. (a). Projection along a axis. (b).
Projection along b axis. (c). Projection along ¢ axis. (d). Projection along the
molecular planes.
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Figure 6.5.2. Most probable structure of pentacene predicted by the program, space
group P1 (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along ¢ axis.
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Figure 6.5.4. Second most probable space group P2, predicted by the program for
pentacene. (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along c axis. (d). General view.
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Figure 6.5.5. Third most probable space group P2y/a, predicted by the program for
pentacene. (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along c axis. (d). General view.
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Figure 6.5.6. The two molecules in the unit cell in the experimental structure of
pentacene, as viewed along the principal axes of one of the molecules.
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(a) (c)
Figure 6.5.7. Nearest neighbor molecules in adjacent unit cells in the {100]
direction, as viewed along the principal axes of one of the molecules.
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Figure 6.5.8. Second most probable space group P2; for pentacene, as viewed
along the principal axes of one of the molecules. (a)-(c). The two molecules within the
unit cell showing the herringbone structure between layers. (d)-(f): Nearest neighbor
molecules in adjacent unit cells in the [100] direction showing the slipped stack
structure within layers.
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Figure 6.5.9. The two molecules in the unit cell in the third most probable space
group for pentacene, P21/a, as viewed along the principal axes of one of the molecules.
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6.6. Phenanthrene

Ci4Hyp

6.6.1 Experimental Data

Heat of sublimation: 20.7 [36], 21.7 kcal/mol {125].

Experimental 1 [133]:
Temperature: RT
Space Group: P2,
Molecules per cell: 2
a: 8.46 a:  90°
b:  6.16 B 97.7°(82.3°)
¢ 947 v: 90°

Experimental 2 [134] (Questionable Refinement):
Temperature: RT
Space Group: P2i/a
Molecules per cell: 4
a: 8.66 a:  90.0°
b:  6.11 B:  98.0°
e 1924 4 90.0°

6.6.2 Results

Input for calculations:

Coordinates: Carbon atoms from X-ray diffraction,
hydrogens from CHEM-X

Multipole moments: Gaussian 90, 3-21G basis set * 0.858

Van der Waals Volume: 143.603 A3
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Table 6.6 Lowest Energy Structures in Each Space Group for Phenan-
threne

Space Total Packing
Group Energy Ej; E.oui Index

N

P2;/a 4 -2741 -21.76 -5.65 0.6326
P2;/c 4 -26.58 -20.38 -6.21 0.6099
P2;2;2; 4 -26.41 -20.89 -5.52 0.6142
Pca 4 -2612 -19.97 -6.16 0.6040
P1 2 -26.37 -2091 -5.47 0.6154
P2; 2 -2531 -20.10 -5.21 0.6054
Pna 4 -2490 -19.28 -5.62 0.5999
C2/c 4 -20.16 -14.44 -5.72 0.4684
Pben 4 -1695 -16.74 -0.21 0.5356

Predicted Structure with Lowest Energy:

Space Group: P2i/a
Molecules per cell: 4
Packing index: 0.6326

a:  21.13 a: 90.0° Energy: -27.41
b: 3.79 B: 59.15°  Lennard-Jones: -21.76
13.195 v:  90.0° Coulombic: -5.65

Structure with lowest energy in second most probable space group:

Space Group: P2y/c
Molecules per celi: 4
Packing index: 0.6099

a 7.92 a: 90.0°  Energy: -26.58
b:  7.93 B: 60.0° Lennard-Jones: -20.38
17.32 v 90.0° Coulombic: -6.21
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Structure with lowest energy in third most probable space group:

Space Group: P2;2:2;
Molecules per cell: 4
Packing index: 0.6142

a 1017 a: 90.0° Energy: -26.41
b 3.76 B: 90.0° Lennard-Jones: -20.89
. 2444 v: 90.0° Coulombic: -5.52

Predicted Structure Closest to Experiment:

Space Group: P2,
Molecules per cell: 2
Packing index: 0.5858

a: 8.7673 a: 90° Energy: -20.39
b:  5.960 B: 82.83° Lennard-Jones: -18.47
9.457 ~: 90° Coulombic: -1.92

6.6.3. Discussion of Phenanthrene Results

Phenanthrene crystallizes in only one form, but before advanced refinement
techniques were available, it was believed to crystallize in two different struc-
tures in space groups P2;/a and P2;. Then in 1962, 3-dimentional refinement
techniques found that phenanthrene crystallized only in space group P2; (Fig.
6.6.1). The details of the edge-to-face configuration of the experimental struc-
ture are shown in Figure 6.6.5. In this structure the molecules are placed in a
head-to-head, tail-to-tail configuration. The most probable structure predicted by
the program also has a head-to-head, tail-to-tail herringbone configuration (Fig.
6.6.2) in P2;/a, but adjacent layers are displaced half a molecular diameter (Fig.
6.6.6). The experimental and predicted structures are compared directly in Fig-
ure 6.6.3. In both cases the hydrogen atoms on one molecule are closer to the

hydrogen atoms on the other than to the aromatic center.
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The second most probable structure is also a herringbone structure, but differs
from both the experimental and lowest energy predicted strucutre in that the

L axes of the molecules are closer to being perpendicular, rather than parallel.

(Fig.6.6.8 (d)-(i)).

The third most probable structure consists of rows of slipped-stack molecules

which are in a herringbone configuration with one of the neighboring rows, and

anti-parallel to the other.

A local minimum very close to the experimental structure was found, but
with a surprisingly high energy (-20.39) compared to the global minimum (-27.41).
This difference in energy is primarily due to the much less negative electrostatic
energy in the predicted structure. The electrostatic energy in the lowest energy

structures is about 20% of the total energy. This is much higher than in the

benzene-pentacene series.
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6.6.4. Graphical Representation of Phenanthrene Crystal Structures
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Figure 6.6.1. Experimental structure of phenanthrene, space group P2 (a).
Projection along a axis. (b). Projection along b axis. (c). Projection along ¢ axis. (d).
Projection parallel to the molecular planes, with different layers indicated.

-




15

WA Qo o Qo
@ /cﬁre;cs:bc%
W /0 R/ Q0

(@ ' (b)

ST

(c)
Figure 6.6.2. Most probable structure of phenanthrene predicted by the program,
space group P2i/a _(a). Projection along a axis. (b). Projection along b axis. (c).

Projection along ¢ axis.
(a) (b

Figure 6.6.3. Comparison of the herringbone structures of the experimental
structure (a) and the most probable structure predicted by the program (b). In the
experimental structure (a), the molecules are placed head-to-head and tail-to-tail and
their centers of mass lie in the same plane. In the most probable structure (b) the
molecules are also placed head-to-head and tail-to-tail, but the center of mass of
molecule M lies half a molecular diameter behind the plane of the page.
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()
Figure 6.6.4. Second most probable space group P21/c, predicted by the program
for phenanthrene. (a). Full projection along the a axis, as well as showing the structure
in two separate layers. (b). Projection along b axis. (c). Full projection along c the
axis, as well as showing an individual layer. (d). General view.
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Figure 6.6.5. Third most probable space group P212;2, predicted by the program
for phenanthrene. (a). Projection along g axis. (b). Projection along b axis.
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Figure 6.6.6. (a)-(d). The two molecules in the unit cell in the experimental
structure of phenanthrene, as viewed along the principal axes of one of the molecules.
In (d) the molecules are rotated 5° from the normal. (e)-(g). Nearest neighbor
molecules in adjacent unit cells in the [010] direction.
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Figure 6.6.7. (a)-(i). The four symmetry positions in the umt cell in P2;/a in the
most probable structure of phenanthrene, as viewed along the principal axes of the
reference molecule. (j)-(I). Nearest neighbors in adjacent unit cells in the [010]
direction.
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Figure 6.6.8. The four symmetry positions in the unit cell in P21/c in the second
probable structure of phenanthrene, as viewed along the principal axes of the reference
molecule.
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Figure 6.6.9. The four symmetry positions in the unit cell in P21212; in the third

probable structure of phenanthrene, as viewed along the principal axes of the reference
molecule
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Figure 6.6.10. Local minimum closest to the experimental structure, as viewed
along the principal axes of the reference molecule.
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6.7. Pyrene
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6.7.1 Experimental Data

Heat of sublimation: 24.8 kcal/mol [135].

Experimental [136]:
Temperature:
Space Group: P2;/a
Molecules per cell: 4
e 1360 o 90°
b:  9.24 B:  100.2°(79.8°)
¢ 837 v 90°

LOa =61.1° MQa =522° NOa=128.7°
LOb =717 MOb=524° NOb=40.2°
LOc =31.9° MOC =120.1° NOC = 80.5°

6.7.2 Results

Input for calculations:

Coordinates: Carbon atoms from X-ray diffraction,
H atoms from CHEMX

Multipole moments: Gaussian 90, STO-3G basis set * 2.33

Van der Waals Volume: 159.293 A3
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Table 6.7 Lowest Energy Structures in Each Space Group for Pyrene

Space Total Packing
Group Z Energy E; Ecoui Index
P2/c 4 -25.96 -23.70 -2.26 0.6465
P1 2 -25.78 -23.12 -2.66 0.6363
P1 1 -25.77 -23.50 -2.77 0.6304
P2;/c 2 -25.74 -23.42 -2.32 0.6439
P2;/e 4 -25.59 -23.21 -2.38 0.6393
P2, 2 -25.02 -22.82 -2.20 0.6360
P2;2,2; 4 -24.60 -22.22 -2.38 0.6293
Pca 4 -2440 -2241 -1.99 0.6225
Pna 4 -23.80 -21.70 -2.10 0.6151
C2/c 4 -23.02 -21.15 -1.87 0.6123
Pbca 4 -2256 -20.53 -2.125 0.5832
Pnmae 4 -22.01 -20.82 -1.19 0.5898
Cme 4 -21.64 -2039 -1.26 0.5986
C2/c 4 -19.82 -19.66 -0.16 0.5919
Pben 4 -1944 -19.75 031 0.5903
Pmc 2 -17.70 -16.27 -1.43 0.4677
Cmc 4 -1643 -1566 -0.77 0.4664
Cme 4 -1640 -15.63 -0.77 0.4733

Predicted Structure with Lowest Energy:

Space Group: P2;/c
Molecules per cell: 4
Packing index: 0.6465

a: 7.693 a: 90.0° Energy: -25.96
b: 8.228 B: 61.58°  Lennard-Jones: -23.70
¢ 17.704 v: 90.0° Coulombic: -2.256
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Structure with lowest energy in second most probable space group:

Space Group: P1
Molecules per cell: 2
Packing index: 0.6363

a: 11.040 a: 82.99° Energy: -25.78
b:  3.808 B: 84.21° Lennard-Jones: -23.12
12.441 4 75.28° Coulombic: -2.662

Structure with lowest energy in third most probable space group:

Space Group: P1
Molecules per cell: 1
Packing index: 0.6304

a  8.224 a: 65.98° Energy: -25.77
b: 3.864 B: 50.50° Lennard-Jones: -23.00
12.131 ¥y: 90.0° Coulombic: 277

Predicted Structure Closest to Experiment:

Space Group: P2i/a
Molecules per cell: 4
Packing index: 0.6257

a: 13.478 a: 90° Energy: -24.71
b:  9.453 B: 82.06° Lennard-Jones: -22.13
8.069 . 90° Coulombic: -2.571

6.7.3. Discussion of Pyrene Results

The experimental structure of pyrene consists of parallel pairs of molecules
arranged in a herringbone configuration in space group P2;/a( Fig. 6.7.1(c)). The

relationship between the molecules in each pair is shown in Fig. 6.7.5.
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ICE9 found several structures very close in energy near the global minimum.
The lowest energy structure was found in space group P2; /¢, Z=4, and exhibited a
herringbone structure very similar to experiment, but with one molecule occupying
each angular position instead of two. (Fig. 6.7.2 & Fig. 6.7.6). Another difference
between the experimental and the lowest energy predicted structure is in the angle
of the herringbone configuration. In the experimental structure, the planes of the
molecules are nearly at 79°, whereas in the lowest energy predicted structure the

angle is 43°.

The second most probable structure occurs in P1, Z=2, and consists of a
slipped-stack of parallel molecules. Unlike the experimental structure where the
slippage of parallel molecules is approximately 1.5 A along the L axis of the
molecule (Fig. 6.7.5), the second most probable structure is slipped 1.5 A along
the M axis (Fig. 6.7.6).

The electrostatic energy of the slipped-stack configuration of the second most
probable structure is even lower than the herringbone configuration in the global

minimum, -2.66 compared to -2.26 kcal/mol, respectively.
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6.7.4. Graphical Representation of Pyrene Results
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Figure 6.7.1. Experimental structure of pyrene, space group P21/a (a). Projection of
each layer along g axis. (b). Layers superimposed. (c). Projection along b axis. (d).
Projection along ¢ axis. (e). Projection along molecular planes.
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Figure 6.7.2. Most probable structure of pyrene predicted by the program, space

group P2;/c (a). PrOJecnon along a axis. (b). Projection along b axis. (c). Projection
of all layers along c axis. (d). Pro;ectlon of one layer along c axis.
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Figure 6.7.3. Second most probable space group PI, predicted by the program for
pyrene (a). Projection along a axis. (b). Projection along b axis. (c). Projection along ¢
axis.
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Figure 6.7.4. Second most probable structure in space group P1, predicted by the
program for pyrene. (a). Projection along a axis. (b). Projeciion along b axis. (c).
General view.
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(2 (h) (i)
Figure 6.7.5. The two molecules in the unit cell in the experimental structure of
pyrene, as viewed along the principal axes of one of the molecules.
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Figure 6.7.6. The four symmetry positions in the unit cell in the most probable
structure of pyrene, as viewed along the principal axes of a reference molecule.

e —

. o

(@) (b) (c)
Figure 6.7.7. The two molecules in the unit cell in the second most probable space
group for pyrene, as viewed along the principal axes of one of the molecules.
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Figure 6.7.8. The two molecules in adjacent unit cells in the second most probable
configuration for pyrene in P1, as viewed along the principal axes of one of the
molecules.
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6.8. Triphenylene

CigHiz

6.8.1 Experimental Data

Heat of sublimation: 25.6 kcal/mol [36].

Experimental [137]:
Temperature: RT
Space Group: P2:2;2
Molecules per cell: 4
a:  13.17 a: 90°
b 1673 B 90°
¢ 5.26 ¥ 90°

6.8.2 Results

Input for calculations:

Coordinates: Carbon atoms from X-ray diffraction,
hydrogens from CHEM-X

Multipole moments: Gaussian 90, STO-3G basis set * 2.33

Van der Waals Volume: 179.831 A3
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iI‘able 6.8 Lowest Energy Structures in Each Space Group for Tripheny-
ene

Space Total Packing
Group Z Energy Ej; E.oui Index
P2, 2 -31.20 -26.65 -4.55 0.6393
P2;2;2; 4 -31.14 -26.65 -4.49 0.6393
P1 2 -30.93 -27.05 -3.88 0.6436
P2;/c 4 -30.74 -25.58 -5.16 0.6309
Pna 4 -30.14 -2741 -2.73 0.6511
Pca 4 -29.59 -25.68 -3.91 0.6234

Predicted Structure with Lowest Energy:

Space Group: P2,
Molecules per cell: 2
Packing index: 0.6393

a:  4.090 a: 90.0° Energy: -31.20
b: 14.123 B: 78.25°  Lennard-Jones: -26.65
9.948 v 90.0° Coulombic: -4,551

Structure with lowest energy in second most probable space group:

Space Group: P2,2,2;
Molecules per cell: 4
Packing index: 0.6393

a:  4.090 a: 90° Energy: -31.14
b: 14.123 g: 90° Lennard-Jones: -26.65
19.479 y: 90° Coulombic: -4.498

Structure with lowest energy in third most probable space group:

Space Group: P1
Molecules per cell:
Packing index: 0.6436

a: 41191 a: 85.26° Energy: -30.93
b. 10.718 B: 84.80° Lennard-Jones: -27.05
12.754 v: 90.00°  Coulombic: -3.877

(3%
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Predicted Structure Closest to Experiment:

Space Group: P2:12:12;
Molecules per cell: 4
Packing index: 0.6482

a 5.205 c: 90° Energy: -28.30
b: 16.578 B8: 90° Lennard-Jones: -26.94
12.861 v: 90° Coulombic: -1.36

6.8.3. Discussion of Triphenylene Results

Triphenylene crystallizes in P212,2;, Z=4, and exhibits a crystal structure in
which each molecule is in an edge-to-face orientation with all its nearest neigh-
bors (Fig. 6.8.1). The two most probable space groups predicted by ICES are
P2; and P2;2,2; with structures very similar to experiment. Their energies
are also very close, at -31.20 and -31.14 kcal/mol, respectively. The experimen-
tal structure and the two most probable structures are built up from the same
zig-zag columns. These columns are parallel to the a axis in the experimental
structure (Fig 6.8.1(e)) and parallel to the b axis in the two predicted stuctures
(Fig. 6.8.2(c),(d) and Fig. 6.8.3(c)). The difference between the experimental and
the predicted structures is in the layer perpendicular to these common columns.
In the experimental strucure, half of the nearest neighbor molecules in this layer
are nearly perpendicular to the reference molecule, and half have parallel molec-
ular planes. In the predicted structures, all of the nearest neighbors in this plane
have staggered parallel molecular planes (Fig.6.8.6(d)-(f)). This type of parallel
slip-stacking is the predominant mode of packing found in the third most probable

space group, P1, Z=2 (Fig. 6.8.4).



169
As can be seen in Table 6.8.1, the electrostatic energy is significantly lower in
the predicted space groups with at least some edge-to-face packing (P23, P2,2;2;,
P2;/c) than in the totally parallel slipped stack structure (P1), but the Lennard-

Jones energy is higher and the packing index is somewhat lower.

A local minimum fairly close to the experimental structure was observed with
an energy of -28.30 kcal/mol, compared to -31.20 kcal/mol for the global min-
imum. The packing index of this structure is higher than that of the global
minimum, 0.6482 compared to 0.6393, indicating it is much more closely packed.
The Lennard-Jones energy is lower as well, but the electrostatic energy was much
higher, -1.36 kcal/mol compared to -4.551, making it overall a higher energy struc-

ture.
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6.8.4. Graphical Representation of Triphenylene Results
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Figure 6.8.1. Experimental structure of triphenylene, space group P21212;1. (a).
Two different layers viewed along the b axis. (b). Projection of both layers in ac plane.
(c). Projection along c axis. (d). General view showing herringbone configuration. (e)
Two rows of molecules at the same depth in the projection shown in (d).
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Figure 6.8.2. Most probable structure of triphenylene, predicted by the program,
space group P2;. (a). Projection along a axis. (b). Projection along b axis, showing
two layers, together and separately. (c). Projection along c axis. (d). Projection along
molecular plane, showing all layers.
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Figure 6.8.3. Second most probable space group, P212;2;, predicted by the
program for triphenylene. (a). Projection along a axis. (b). Projection along b axis.
(©). Projection along ¢ axis, second layer is shown with dashed lines. (d)-(e). General
views.



173

(a) (b) (c)

U

tooLh kb

@ _
Figure 6.8.4. Third most probable space group P1, predicted by the program for
triphenylene. (a). Projection along a axis. (b). Projection along b axis. (c). General
view. (d). Projection along ¢ axis, showing the two layers observed in the full
projection on the ab plane.
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Figure 6.8.5. (a)-(i). The four symmetry positions in the unit cell in the
experimental structure of triphenylene, as viewed along the principal axes of one of the
molecules. (j)-(1) Nearest neighbors in adjacent unit cells in the [001] direction.



175

(@) (b) (c)
—_— e
e e
@) (e) 17]

Figure 6.8.6. (a)-(c). The two molecules in the unit cell in the most probable
structure of triphenylene in P21, as viewed along the principal axes of one of the
molecules. (d)-(f). Two molecules in adjacent unit cells, showing the slipped-stack
configuration within layers.
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Figure 6.8.7. The four symmetry positions in the unit cell in the second most

probable space group, P212121, for triphenylene, as viewed along the principal axes of
one of the molecules.
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Figure 6.8.8. The two molecules in the unit cell in the third most probable space
group for triphenylene, as viewed along the principal axes of one of the molecules.



177
6.9. 1:2:5:6-Dibenzanthracene

M
= _\/~ N L
_— - R
C22oHyg

6.9.1 Experimental Data

Experimental A [138-140]:
Temperature: RT
Space Group: P2;
Molecules per cell: 2
a:  6.59 a: 90°
b: T7.84 B:  103.5°(76.5°)
¢ 1417 4 90°

Experimental B [141]:
Temperature: RT
Space Group: Pcab
Molecules per cell: 4
a: 822 a: 90.0°
b 11.39 B 90.0°
¢ 15.14 v:  90.0°

LOa =92.1° MQOa = 58.8° NQa = 31.3°
LOb =106.1° MOb=353° NOb=120.5°
LOCd =-16.2° MOd = 75.2° NOc =96.5°

6.9.2 Results

Input for calculations:

Coordinates: Carbon atoms from X-ray diffraction,
hydrogen atoms from ChemX

Multipole moments: Gaussian 90, STO-3G basis set * 2.33

Van der Waals Volume: 207.280 A®
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Table 6.9 Lowest Energy Structures in Each Space Group for 1:2:5:6-
Dibenzanthracene

Space Total Packing
Group Z Energy Ej; Ee.out Index
P2, 2 -37.31  -33.22 -4.09 0.6208
P1 1 -37.18 -32.81 -4.38 0.6182
P1 2 -36.48 -33.29 -3.19 0.6193
P2;/c 2 -36.07 -3342 -2.65 0.6244
P2;/c 4 -35.36 -30.79 -4.60 0.6018
Pca 4 -34.72 -30.96 -3.76 0.5997
Pne 4 -3432 -29.51 -4.80 0.5851
C2/c 4 -34.07 -29.47 -4.60 0.5774
Pcab a -33.94 -30.66 -3.28 0.5989
Pbca 4 -33.90 -30.63 -3.28 0.5988

Predicted Structure with Lowest Energy:

Space Group: P2,
Molecules per cell: 2
Packing index: 0.620847

a: 11.1673 a: 90.00° Energy: -37.31
b: 14.6532 B: 76.24°  Lennard-Jones: -33.22
4.2010 v: 90.00° Coulombic: -4,087

Structure with lowest energy in second most probable space group:

Space Group: P1
Molecules per cell: 1
Packing index: 0.6182

a:  4.2824 a: 66.87° Energy: -37.18
b:  7.8488 B: 83.18° Lennard-Jones: -32.81
13.9755 y: 51.97° Coulombic: -4.376
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Structure with lowest energy in third most probable space group:

Space Group: P1
Molecules per cell: 2
Packing index: 0.619260

a:  4.0242 a: 69.98° Energy: -36.48
b:  29.3658 B: 84.54° Lennard-Jones: -33.29
6.3526 ~4: 71.65°  Coulombic: -3.194

Predicted Structure Closest to Experiment A:

Space Group: P2;
Molecules per cell: 2
Packing index: 0.6062

a:  6.399 a: 90° Energy: -32.80
b: 7818 pB: 77.63° Lennard-Jones: -30.05
13.996 v: 90° Coulombic: -2.752

Predicted Structure Closest to Experiment B:

Space Group: Pcab
Molecules per cell: 2
Packing index: 0.5803

a: 8.266 a: 90° Energy: -28.82
b: 11.840 B: 90° Lennard-Jones: -28.16
14.670 v: 90° Coulombic: -0.652

6.9.3. Discussion of 1:2:5:6-Dibenzanthracene Results

1:2:5:6-Dibenzanthracene crystallizes in two different polymorphs, a mono-
clinic form in P2; with Z=2, and an orthorhomibic form in Pcab (Pbca) with
Z=4. Experimental complications with the monoclinic crystals made it difficult
for early researchers to measure intensities accurately and thereby locate atomic
positions. Modern researchers with improved techniques, however, have not cho-
sen to further refine the structure, and therefore the atomic coordinates have not

vet been determined for the P2; polymorph. Iball and Robertson [138] were
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able to deduce from the diffraction pattern that the orientation of the molecules
correspond to those in chrysene if the a and b axes are interchanged, and if Z=2.

The molecular and crystal structures of chrysene are shown in Fig. 6.9.1.

The most probable structure predicted by ICE9 is in one of the experimentally
observed space groups, P2;. This structure is shown in Fig. 6.9.3. In this structure
the molecular planes are all parallel, in contrast to the supposed edge-to-face
configuration in the monoclinic polymorph. The monoclinic angle in both the
predicted and observed structures are virtually identical, being 76.24° and 76.5°,
respectively. A local minimum was found whose lattice constants and angles

match the experimentally observed values.

In the orthorhombic modification, the atomic positions have been determined
to a high degree of accuracy, and direct comparison between the experimental
and predicted structures is possible. The experimental structure, shown in Fig.
6.9.2, is a herringbone structure built from rows of molecules with their planes
parallel. The predicted structure closest to the experimental lattice constants has
the L axes of the molecules almost parallel to the b axis instead of the ¢ axis in

the experimental structure.

In the top three predicted structures for dibenzanthracene, all of the molec-
ular planes are parallel, as opposed to the two observed polymorphs in which the
molecules exhibit the edge-to-face herringbone configuration. Both lower electro-
static and Lennard-Jones energies were observed for the parallel configurations

than for the herringbone structures, as well as higher packing indices.
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6.9.4. Graphical Representation of Dibenzanthracene Results

Figure 6.9.1. Crystal structure of chrysene in P2}, Z=4. Iball and Robertson
report that this crystal structure is similar to that of the monoclinic form of
dibenzanthracene if the g and b axes are reversed, and Z=2.



182

oS
CRI DGO

(b)

8 /é% /
N
=]

(c)
Figure 6.9.2. Experimental structure of dibenzanthracene, space group Pcab (a).
Projection along a axis. (b). Projection along b axis. (c). Projection along ¢ axis. (d).
Projection parallel to the molecular plane of molecules in a layer.
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Figure 6.9.3. Most probable structure of dibenzanthracene predicted by the program,
space group P2;. (a). Projection along a axis of two layers separately and together.

(b). Projection along b axis. (c). Projection along ¢ axis.
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Figure 6.9.4. Second most probable space group, P1, predicted by the program for
dibenzanthracene. (a). Projection along a axis. (b). Projection along b axis. (c).

General view.
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Figure 6.9.5. Second most probable structure in space group P1, predicted by the
program for dibenzanthracene. (a). Projection along a axis. (b). Projection along b
axis. (c). Projection along c axis.
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Figure 6.9.6. The predicted structure closest to Experimental Structure B in space
group Pcab. (a). Projection of one layer along the a axis. (b). Projection of all layers
along the a axis. (c) Projection along the b axis. (d). Projection along the ¢ axis of all
layers. Second layer indicated by dashed lines.
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Figure 6.9.7. Three of the four symmetry positions in the unit cell in the
experimental structure of dibenzanthracene, as viewed along the principal axes of one
of the molecules.
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Figure 6.9.8. The two molecules in the unit cell in the most probable structure of
dibenzanthracene, as viewed along the principal axes of one of the molecules.
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Figure 6.9.9. The two molecules in the unit cell in the second most probable space

group for dibenzanthracene, as viewed along the principal axes of one of the molecules.
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Figure 6.9.10. The two molecules in the unit cell in the third most probable space
group for dibenzanthracene, as viewed along the principal axes of one of the molecules.
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6.10. Perylene
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6.10.1 Experimental Data

Experimental [142]:
Temperature: RT
Space Group: P2;/a
Molecules per cell: 4
a: 1135 a:  90°
b:  10.87  B: 100.8°(79.2°)
c 1031 ~v: 90°

LOa = 83.3° MQOa = 55.4° NQa = 144.5°
LOb =89.2° MOb=35.0° NOb=550°
LOJ =6.8° MOdJ =94.5° NOCJ = 84.9°

6.10.2 Results

Input for calculations:

Coordinates: Carbon atoms from X-ray diffraction,
hydrogens from CHEM-X

Multipole moments: Gaussian 90, STO-3G basis set * 2.33

Van der Waals Volume: 179.831 A3
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Table 6.10 Lowest Energy Structures in Each Space Group for Perylene

Space Total Packing
Group Z Energy £Ej; E.oui Index
P2;/¢ 2 -3493 -29.84 -5.099 0.6072
P2i/c 4 -3479 -29.24 -5.56 0.6096
PI 1 -3429 -29.29 -4.99 0.6026
P1 2 -34.25 -29.85 -4.401 0.6056
P2;/a 2 -34.03 -29.69 -4.340 0.6098
P2;2:2; 4 -3330 -28.74 -4.56 0.5926
Peca 4 -33.14 -28.11 -5.03 0.5811
P2; 2 -32.71  -27.63 -5.076 0.5802
P2;/a 4 -32.38 -27.70 -4.68 0.5847
Pna 4 -32.22 -27.14 -5.074 0.5793
Pnmae 4 -31.07 -27.03 -4.034 0.5704
Pbca 4 -30.31 -28.58 -1.73 0.5818
Pme 2 -30.25 -25.04 -5.209 0.5285
C2/c 4 -28.03 -27.94 -0.087 0.5492
Cmc 4 -27.15 -25.96 -1.196 0.5650
C2/c 4 -27.13 -27.53 0.399 0.5703
Pben 4 -2590 -25.92 0.025 0.5601
Cmc 4 -21.65 -23.93 2274 0.5214

Predicted Structure with Lowest Energy:

Space Group: P2;/c
Molecules per cell: 2
Packing index: 0.6072

a: 10514 a: 90.0° Energy: -34.93
b:  4.264 B: 70.44° Lennard-Jones: -29.84
14.020 v: 90.0° Coulombic: -5.099
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Structure with lowest energy in second most probable space group:

Space Group:
Molecules per cell:

Packing index:

a: 14.024 a:

b 4160 B:
22.070 ~:

P21 / c

4

0.6096

90.0° Energy: -34.79
66.42° Lennard-Jones: -29.24
90.0° Coulombic: -5.56

Structure with lowest energy in third most probable space group:

Space Group:
Molecules per cell:
Packing index:

a 4.295 a:
b: 10.016 B:
¢ 9.178 v:

P1

1

0.6026

80.75° Energy: -34.29
50.00° Lennard-Jones: -29.29
83.22°  Coulombic: -4.994

Structure with lowest energy in fourth most probable space group:

Space Group: P2;/a

Molecules per cell: 2

Packing index: 0.6098

a: 12.937 a: 90.0° Energy: -34.03

b:  4.559 B: 71.98°  Lennard-Jones: -29.69
10.516 v 90.0° Coulombic: -4.34

Predicted Structure Closest to Experiment:

Space Group: P2i/a
Molecules per cell: 4

Packing index: 0.5544
a: 11.640 a: 90°
b: 10.836 B: 81.20°
¢ 10.409 v: 90°

Energy: -26.05
Lennard-Jones: -25.26
Coulombic: -0.784
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6.10.3. Discussion of Perylene Results

The experimental structure of perylene is composed of parallel pairs of mol-
ecules in the configuration shown in Fig. 6.10.4(d)-(f), in space group P2;/a, Z=4
(Fig. 6.10.1). Within one layer these pairs of molecules are arranged in an edge-to
face herringbone manner with surrounding pairs (6.10.1(e)). Across these layers,

the pairs are arranged in an extended edge-to-edge stack of parallel molecules as

shown in Fig. 6.10.5(d)-(f).

The lowest energy structure found by ICE9 was in space group P2;/c, the
same space group but different orientation than the experimental structure
(Fig.6.10.2). The relationship between molecules is similar in the predicted struc-
ture except that instead of being composed of pairs of parallel molecules, it is com-
posed of extended rows of parallel molecules within the layer, which are angled to
form edge-to-face arrangement with the adjacent rows. The differences between
the parallel and nearly perpendicular molecules can be seen in Fig. 6.10.6. In the
experimental structure the parallel molecules are eclipsed by 1.2 A more than in
the predicted structure. Across the layers, the same type of edge-to-edge arrange-

ment is observed in the predicted structure as in the experimental structure.

The second most probable structure also occurred in space group P2;/c, but
with Z=4. The structure within layers is essentially identical to that of the low-
est energy structure, but the layers are criented such that the molecules within
adjacent layers are arranged in a herringbone fashion (at an angle of 75°), rather
than parallel. The overall energy of these two structures is very close. The sec-
ond structure has a slightly lower electrostatic energy than the first one (-5.56

compared to -5.10 respectively), but it has a higher Lennard-Jones energy.
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The third most probable structure, in space group P1, Z=1, is constructed en-
tirely of the same type of parallel stacking seen in the first two predicted structures.
The electrostatic energy of this entirely parallel structure is only 0.1 kcal/mole

higher than the lowest energy structure composed of edge-to-face layers.

A local minimum very close to the experimental structure was found, but

with a much higher energy and lower packing index than the global minimum.



Figure 6.10.1. Experimental structure of perylene, space group P2i/a (a).
Projection of all layers in the bc plane. (b). One layer in the bc plane. (c). Second
layer parallel to bc plane. (d). Projection along b axis. (¢). Projection along ¢ axis.
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Figure 6.10.2. Most probable structure of perylene predicted by the program, space
group P2y/c, Z=2. (a). Projection along a axis. (b). Projection along b axis. (c).
Projection along ¢ axis showing two different layers.
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Figure 6.10.3. Second most probable configuration in space group P2i/c, Z=4,
predicted by the program for perylene. (a). Projection along a axis. (b). Projection
along b axis. (c). Projection along ¢ axis showing projection of layers together and
separately. (d). General view.



(c)
Figure 6.10.4. Third most probable space group P1, predicted by the program for
perylene. (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along ¢ axis. (d). General view.
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(®) (c)

(d) (e)
Figure 6.10.5. (a)-(c). Two molecules in the unit cell in the cxperimemaﬁu'ucme
of perylene, as viewed along the principal axes of one of the molecules. (d)-(f). Two
parallel molecules in the unit cell the principal axes of one of the molecules.
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Figure 6.10.6. (a)-(c). The two molecules in the unit cell in the most probable
structure of perylene, as viewed along the principal axes of one of the molecules. (d)-
(f). Nearest neighbors in the [010] direction.
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Figure 6.10.7. The four symmetry positions in the unit cell in the second most
probable configuration in the space group P21/c, for perylene, as viewed along the
principal axes of one of the molecules.
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Figure 6.10.8. The two molecules in the unit cell in the third most probable space
group for perylene, as viewed along the principal axes of one of the molecules.
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6.11. Durene

¢ M
CH CH3 L
P
CHj CH;
CioHi4

6.11.1 Experimental Data -

Experimental [143]:
Temperature: RT
Space Group: P2;/a
Molecules per cell: 2
a: 11.57 a:  90°
b:  5.77 B: 113.3°(66.7°)
¢ 17.03 v: o 90°

LOa = 49.1° MQOa = 96.8°
LOb=91.2° MOb=91.2°
LOc = 84.5° MOd =6.9°

6.11.2 Results

Input for calculations:

Coordinates: Gaussian 90 3-21G Optimization
Multipole moments: Gaussian 90, 6-31G basis set
Van der Waals Volume: 115.447 A%
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Table 6.11 Lowest Energy Structures in Each Space Group for Durene

Space Total Packing
Group Z Enpergy Ej E.ui Index
P1 2 -20.41 -2041 -0.004 0.5653
P1 1 -20.00 -20.31 0.31 0.5611
Pea 4 -1990 -20.15 -0.24 0.5593
P2:2;2; 4 -19.78 -19.76 0.03 0.5526
P2;/a 4 -19.64 -19.85 0.21 0.5591
P2;/c 4 -19.51 -19.54 0.03 0.5494
Pna 4 -19.33 -19.63 0.30 0.5501
P2; 2 -19.26 -19.38 0.19 0.5481
P2;/a 2 -19.22 -19.03 -0.19 0.5429
P2;/e 2 -19.05 -19.28 0.23 0.5444
Pbca 4 -18.30 -18.60 0.30 0.5349
C2/c 4 -18.30 -18.44 0.15 0.5330
Pnme 4 -17.78 -17.76 -0.11 0.5248
C2/c 4 -17.55 -1744 -0.11 0.5139
Cmc 4 -1693 -16.85 -0.08 0.5114
Pmc 2 -16.51 -16.80 0.29 0.5000
Pben 4 -1536 -15.35 -0.01 0.4879
Cmc 4 -14.48 -1446  -0.02 04705

Predicted Structure with Lowest Energy:

Space Group: P1
Molecules per cell: 2
Packing index: 0.5633

a 7.7072 a: T74.83° Energy: -20.41
b 13.539 B: 88.18° Lennard-Jones: -20.41
4.137 v: 76.56° Coulombic: -0.0004
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Structure with lowest energy in second most probable space group:

Space Group: P1
Molecules per cell: 1
Packing index: 0.5611

a:  3.980 a: T441° Energy: -20.00
b: 6.2804 B: T4.79° Lennard-Jones: -20.31
¢ 8.855 v: 86.08° Coulombic: 0.313

Structure with lowest energy in third most probable space group:

Space Group: Pca
Molecules per cell: 4
Packing index: 0.5593

a: 12.2055 a: 90.0° Energy: -19.90
b: 4.001 B: 90° Lennard-Jones: -20.15
16.9054 v: 90.0° Coulombic: 0.244

Predicted Structure Closest to Experiment:

Space Group: P2;/a
Molecules per cell: 2
Packing index: 0.5324

a: 11.157 a: 90° Energy: -18.48
b 6.014 B: 65.91° Lennard-Jones: -18.35
7.080 y: 90° Coulombic: -0.131

6.11.3. Discussion of Durene Results

Durene crystallizes in a completely herringbone structure in which each
molecule is surrounded by nearly perpendicular nearest neighbors (Fig. 6.11.1).
In this way the structure resembles that of benzene, but with a significant differ-
ence. In benzene, the molecules are arranged so that the hydrogen atoms on the
edge of one molecule are placed at the center of the aromatic face of the other,
whereas in the durene structure the methyl groups on different molecules interact

with each other, rather than with the center of the aromatic ring (Fig. 6.11.5).
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The lowest energy structure found by ICE9 consists entirely of parallel mol-
ecules in a slipped stack configuration in P1, Z=2 (Fig. 6.11.2 and 6.11.6). The
stacking structure is such that the methyl groups are staggered along the L axes
of the molecule. This structure, in which the methyl groups of molecules in
one layer are over the aromatic hydrogen atoms in the next layer, minimizes the
steric interactions between the bulky methyl groups and allows the molecular
planes to approach as close as possible, thus maximizing the Lennard-Jones en-
ergy. This structure, therefore, exhibited the highest packing index of all the
structures found, as well as the lowest Lennard-Jones energy. The electrostatic
energy of this structure was negligible. In the experimental structure, the closest
intermolecular contact occurs where the methyl groups are ortho to each other and
cannot dovetail effectively to allow closer packing as they can in the proedicted

structure. Hence the lower packing index of the experimental structure.

In the second most probable structure, also in P1 but with Z=1, the mol-
ecules are arranged so that the methyl groups are staggered on the ortho side,
similar to the experimental structure, but with parallel instead of perpendicular
molecular planes. Because of this arrangement of the relatively bulky methyl
groups, the molecular faces cannot approach as closely as in the lowest energy
structure and the Lennard-Jones energy is higher and the packing index is lower.

The electrostatic energy for this structure is positive, but small (0.3 kcal/mol).
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In the third most probable structure, in Pca with Z=4, the molecules are
arranged in rows of slipped-stacks which interact with adjacent rows at 54°to
form a herringbone structure (Fig. 6.11.4). The rows are configured such that the
hydrogen atoms are staggered, as can be seen in Fig. 6.11.8(h). This structure

has a small negative electrostatic energy at -0.24 kcal/mol.

A local minimum was found which was very close to the experimental struc-
ture, but with an overall energy of -18.48 kcal/mol, compared to the global energy
minimum at -20.41 kcal/mol. The packing index of this structure was considerably

lower than the structure with the lowest calculated energy.
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6.11.4. Graphical Representation of Durene Results
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Figure 6.11.1. Experimental structure of durene, space group P2i/a, Z=2. (a).
Projection along a axis. (b). Projection along b axis. (c). Projection along ¢ axis. (d).
Projection along the molecular plane, showing the projection of two herringbone
layers.
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Figure 6.11.2. Most probable structure of durene predicted by the program, space
group P1, Z=2. (a). Projection along a axis. (b). Projection along b axis. (c).
Projection along c axis. (d). Projection parallel to the molecular plane.
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Figure 6.11.3. Second most probable configuration in space group Pl1, Z=1,
predicted by the program for durene. (a). Projection along a axis. (b). Projection along
b axis. (c). Projection along c axis. (d). General view.
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Figure 6.11.4. Third most probable space group Pca, predicted by the program for
durene. (a). Projection along b axis. (b). Projection along a axis, showing projection
of all layers in ab plane. (c). An individual layer parallel to ab plane.
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Figure 6.11.5. The two molecules in the unit cell in the experimental structure of
durene, as viewed along the principal axes of one of the molecules. (c) and (e) are the
same orientations as in (b) and (d), respectively, but rotated 5°.

{a) (b) (c)
@ (e) 7
Figure 6.11.6. (a)-(c). The two molecules in the unit cell in the most probable

structure of durene, as viewed along the principal axes of one of the molecules. (d)-(f).
Nearest neighbors in adjacent unit cells in the [001] direction, showing stacking.
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Figure 6.11.7. The two molecules in the unit cell in the second most probable space
group for durene, as viewed along the principal axes of one of the molecules.
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Figure 6.11.8. The four symmetry positions in the unit cell in the third most
probable space group, Pca, for durene, as viewed along the principal axes of one of the
molecules.
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6.12. Hexane
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6.12.1 Experimental Data

Experimental {144 ]:
Temperature: -115°C
Space Group: P1
Molecules per cell: 1
a: 417 o 96.6°(83.4°)
b 470 B 87.2°
¢ 857 i 105.0°(75.0°)

6.12.2 Results

Input for calculations:

Coordinates: Carbon atoms from X-ray diffraction,
hydrogens from CHEM-X
Multipole moments: Gaussian 90

Van der Waals Volume: 84.219 A3
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Table 6.12 Lowest Energy Structures in Each Space Group for Hexane

Space Total Packing
Group Z Energy Ej; E.,.i Index

Pl 2 -18.01 -18.05 0.03 0.5541 A*
P1 2 -18.01 -18.05 0.03 0.5540 B*
P1 1 -18.00 -18.03 0.03 0.5540 C*
P2;/c 4 -17.72 -17.69 0.02 0.5494
P2;/c 2 -17.69 -17.67 -0.02 0.5461
P2 2 -1760 -17.63 0.03 0.5460
Pna 4 -1698 -16.97 -0.02 0.3355
Pca 4 -16.85 -16.86 0.01 0.5355
C2/c 4 -16.85 -16.84 -0.02 0.5334
P2,2:2; 4 -16.22 -16.28 0.06 0.5245

4

Pbca -15.06 -15.05 -0.01 0.5046

*A, B and C are three global minima with slightly different structures.

Predicted Lowest Energy Structure A:

Space Group: P1
Molecules per cell: 2
Packing index: 0.5541

a: 9.304 a: 78.78° Energy: -18.01
b:  6.622 B: 58.85°  Lennard-Jones: -18.05
6.464 v: 63.25° Coulombic: 0.0339

Predicted Lowest Energy Structure B:

Space Group: P1
Molecules per cell: 1
Packing index: 0.5540

a: 7300 a: 88.74° Energy: -18.01
b: 13.079 B: 85.82° Lennard-Jones: -18.05
4.153 v:  50.28° Coulombic: 0.0339
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Predicted Lowest Energy Structure C:

Space Group: P1
Molecules per cell: 1
Packing index: 0.5540

a: 4.154 a: 83.82° Energy: -18.00
b: 8.124 B: 89.05° Lennard-Jones: -18.03
5.055 v: 63.75°  Coulombic: 0.035

Structure with lowest energy in second most probable space group:

Space Group: P2;/c
Molecules per cell: 4
Packing index: 0.5494

a  9.985 a: 90.0° Energy: -17.72
b: 4777 B: 58.64°  Lennard-Jones: -17.69
¢ 15.054 v:  90.0° Coulombic: -0.022

Predicted Structure Closest to Experiment:

Space Group: P1
Molecules per cell: 1
Packing index: 0.5362

a:  4.16 a: 90.0° Energy: -17.15
b:  5.029 B: 61.94° Lennard-Jones: -17.18
. 8.527 ~v: 86.58° Coulombic: 0.03

6.12.3. Discussion of Hexane Results

The experimental structure of hexane consists of parallel molecules aligned
so that two rows of hydrogen atoms interlock between two neighboring molecules.
The space group is P1, Z=1 (Fig. 6.12.1). ICE9 found three global minima in
space group PI with negligible energy differences, labelled A, B, and C in Table
6.12. The structure within layers in the B and C structures (Fig. 6.12.7(a)-(c) and
6.12.8(a)-(c)) is identical to that of the experimental structure (Fig. 6.12.5(a)-(c)).

The difference between the experimental and predicted structures is in how the
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layers are aligned. In the experimental structure the corresponding carbon atoms
in each molecule are in the same plane parallel to the ab plane. These planes are
nearly perpendicular to the L axis of the molecules. In the predicted structures
B and C, however, the plane perpendicular to the L axis of the molecule passes
through the first carbon atom in one layer and the third carbon atom in the
layer below. These planes are indicated in ures 6.12.1(a), 6.12.3(c), and 6.12.4(a).
Despite the difference in the location of the adjacent layers, the dimensions of
the unit cell for global minimum C are very similar to experiment, being 4.15 A,
5.05 A, 8.12 Afor structure C, and 4.17 A, 470 A, and 8.57 A for the observed
structure, reflecting the common structure within layers. The similarities in the

relative positions of the molecules within layers can be seen clearly in Fig. 6.12.5

and Fig. 6.12.6.

A local minimum was found by ICE9 in P1 whose lattice constants were very
close to experiment, 4.16 A, 5.03 A, and 8.53 A, but the energy was higher than
the global minimum by 0.86 kcal/mol. The packing index was also considerably
lower at 0.5101, compared to 0.5541.

In the second most probable space group, P2;/c with Z=4, the crystal is
constructed of layers very similar to the layers in the experimental structure. The
screw axis and glide plane of the space group P2;/c, however, creates differences
between the layers. In this space greup all of the molecules in one layer are rotated
72°about the L axis relative to the molecules in the adjacent layers (Fig. 6.12.9(d)-
(i), in contrast to the experimental and most probable predicted structures in

which all the molecules are parallel throughout the structure.
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Electrostatic interactions were negligible, as expected, and did not influence

the ranking of the predicted structures.
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6.12.4. Graphical Representation of Hexane Results
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Figure 6.12.1. Experimental structure of hexane, space group P1 (a). Projection
along g axis. Dashed line D represents the family of planes parallel to the ab plane
which passes through the first carbon atoms in all of the molecules in the solid. (b).
Projection along b axis. (c). Projection along c axis. (d). General view along the L
axes of the molecules.
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Figure 6.12.2. Most probable structure A of hexane predicted by the program, space
group P1. (a). Projection along g axis. (b). Projection along b axis. (c). Projection
along c axis. (d). General view.
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Figure 6.12.3. Most probable structure B in space group PI, with the same energy
as the structure in Fig.6.12.2. (a). Projection along a axis. (b). Projection along b
axis. (c). Projection along c axis. Dashed line D is perpendicular to the molecular axis

L and shows the alignment of atoms in molecules directly below them in adjacent
layers.

(a) (b) (c)

Figure 6.12.4. Most probable structure C in space group P1, predicted by the
program for hexane. (a). Projection along a axis. Dashed line D is perpendicular to the
molecular axis L and shows the alignment of atoms in molecules directly below them in
adjacent layers. (b). Projection along b axis. (c). General view.
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Figure 6.12.5. Second most probable space group P21/c, predicted by the program
for hexane. (a). Projection along a axis. (b). Projection along b axis.
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Figure 6.12.5. (a)-(c). Nearest neighbors in the [100] direction in adgfz)lcent unit
cells in the experimental structure of hexane, as viewed along the principal axes of one
of the molecules. (d)-(f). Nearest neighbors in the [010] direction in adjacent unit
cells.
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Figure 6.12.6. (a)-(c). The two molecules in the unit cell in the most probable
structure A of hexane in P, as viewed along the principal axes of one of the molecules.
(d)-(f). Nearest neighblors in adjacent unit cells in the [001] direction.
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Figure 6.12.7. Most probable structure B. (a)-(c). Nearest neighbors in adjacent
unit cells in the [010] direction, viewed along the principal axes of one of the
molecules. (d)-(f) The two molecules in the unit cell.



217

(@ (b) {c)

(@) (e) 17]

NN X N

(o) (h) 0 _
Figure 6.12.8. Third most probable structure, in space group P1, Z=1. The
structure has essentially the same energy as the previous two, being only 0.01 kcal/mol
higher. (a)-(c) Nearest neighbor in [100] direction. (d)-(f) Nearest neighbor in {001]
direction. (g)-(i). Nearest neighbor in the [110] direction.
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Figure 6.12.9. (a)-(i). The four symmetry positions in the unit cell in the second
most probable space group for hexane, P2y/c, as viewed along the principal axes of one
of the molecules. (j)-(1). Nearest neighbors in adjacent unit cells in the [010] direction.



219

soadtor XX

(@) (b) ()

Figure 6.12.10. Nearest neighbors in the predicted structure closest to experiment.
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6.13. Octane
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6.13.1 Experimental Data

Experimental [145]:
Temperature: ~~78°C
Space Group: P1
Molecules per cell: 1
a: 4.16 a: 94.8°(85.2°)
b: 4.5 G 84.5°
¢ 1100 7: 105.1°(74.9°)

6.13.2 Results

Input for calculations:

Coordinates: Experiment

Multipole moments: Gaussian 90, 6-31G basis set
Van der Waals Volume: 113.195 A3

Table 6.13 Lowest Energy Structures in Each Space Group for Octane

Space Total Packing
Group Z Energy Ej; E.oui Index
P1 1 -23.38 -2344 -0.06 0.5807
P21/c 4 -23.04 -23.00 -0.04 0.5744
P2;/c 2 -22.89 -2287 -0.02 0.5732
C2/c 4 -22.36 -2248 0.13 0.5708
P2, 2 2236 -2243 0.07 0.5675
Pca 4 -22.04 -22.09 0.05 0.5601
Pna 4 -21.99 -22.16 0.17 0.5634
Pbca 4 -19.24 -19.20 -0.04 0.5266
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Predicted Structure with Lowest Energy:

Space Group: Pi
Molecules per cell: 1
Packing index: 0.5807

a 12.494 a: 89.38° Energy: -23.38
b: 4.158 B: 55.17° Lennard-Jones: -23.44
5.058 v: 69.05° Coulombic: 0.062

Structure with lowest energy in second most probable space group:

Space Group: P2;/c
Molecules per cell: 4
Packing index: 0.5744

a:  8.254 a: 90.0° Energy: -23.04
b:  5.049 pB: 89.64° Lennard-Jones: -23.00
18.915 ~:  90.0° Coulombic: -0.037

Predicted Structure Closest to Experiment:

Space Group: Pl
Molecules per cell: 1
Packing index: 0.5568

a: 4.166 a: 90.00° Energy: -21.41
b:  4.755 B: 92.20° Lennard-Jones: -21.53
11.105 ~v: T76.77° Coulombic: 0.119

6.13.3. Discussion of Octane Results

Octane crystallizes in the space group P1, Z=1 (Fig. 6.13.1), in a configura-
tion analogous to that of hexane, with the ¢ dimension increasing from 8.57 Ain
hexane to 11.00 Ain octane. ICE9 predicted the correct space group, P1, and
the correct structure within layers as it did with hexane (Fig. 6.13.5(a)-(c), Fig.
6.13.6(a)-(c)). The only difference with the experimental structure is in how these
common layers are placed relative to each other in the solid, as in hexane. In the

predicted structure the first carbon atom in one molecule is located directly over
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the third carbon atom in the molecule in the layer below (Fig. 6.13.6(d)-(f)),
whereas in the experimental structure the first carbon atom in one molecule is di-
rectly over a hydrogen atom attached to the first carbon atom in the layer below
(Fig. 6.13.5(g)-(i)). This placement of adjacent layers in the predicted structure
creates bridged axial spacings as in the predicted hexane structures, and as op-
posed to a relatively continuous spacings from layer to layer as in the experimental
hexane and octane structures. In both types of structures, experimental and pre-
dicted, the atoms in neighboring molecules are staggered to fill space efficiently.
The arrangement of layers in the predicted structure, however, is more efficient
and has a packing index of 0.5807 compared to 0.5568 for the local minimum

corresponding to the experimental structure, as well as having a Lennard-Jones

energy almost 2 kcal/mol lower.

The next most probable space group is P2;/c, with Z=4. The structure
consists of layers identical to those in P1, but adjacent layers are angled at 63° to
produce a herringbone structure shown in Fig. 6.13.8. The packing in P2;/c for
octane is quite different from that for obtained for the lowest energy structure for

hexane in P2;/c.

Electrostatic interactions in these structures were negligible, as expected.
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6.13.4. Graphical representation of Octane Results
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Figure 6.13.1. Experimental structure of octane, space group P1. (a). Projection
along a axis. (b). Projection along b axis. (c). General view.
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Figure 6.13.2. Most probable structure of octane predicted by the program, space
group P1, Z=1. (a). Projection along b axis. (b). General view.
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(a) (b)
Figure 6.13.3. Second most probable configuration in space group P1, Z=2,
predicted by the program for octane (a). Projection along a axis. (b). General view.
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Figure 6.13.4. Second most probable space group P2y/c, predicted by the program
for octane (a). Projection along a axis. (b). PrOJectlon along b axis.
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Figure 6.13.5. (a)-(c). Nearest neighbors in the [100] direction in the experimental
structure of octane, as viewed along the principal axes of one of the molecules. (d)-(f).
Nearest neighbors in the [010] direction. (Note: the angles of the bonds to the
hydrogen atoms in this are slightly skewed. These are the estimated coordinates for the
hydrogen atoms in octane given in the literature by Norman and Mathisen. [146] The
positions of the carbon atoms were determined by X-ray diffraction, and are correct.)
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Figure 6.13.6. (a)-(c). Nearest neighbors in the [010] direction in the most probable
structure of octane, as viewed along the principal axes of one of the molecules. (d)-(f).

Nearest neighbors in the [001] direction.
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Figure 6.13.7. The two molecules in the unit cell in the second structure in P1, as

viewed along the principal axes of one of the molecules.
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Figure 6.13.8. Projections of the different symmetry positions in the second most
probable space group P21/c, Z=4, with respect to the principal axes of one reference
molecule for octane.

X
||{>_()\¢¢<>¢<>¢<P\/

(@) (b (c)

Figure 6.13.9. Second type of configuration in the second most probable space
group P2/c, Z=2, for octane, viewed along the principal axes of one molecule.
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6.14. Bicyclohexylidene
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6.14.1 Experimental Data

Experimental [146 ]:
Temperature:
Space Group: P1
Molecules per cell: 1
e 532 o« 107.2°(72.8°)
b 6.25 B: 79.1°
¢ 836 7y 105.6°(74.4°)

6.14.2 Results

Input for calculations:

Coordinates: MM2 Optimization
Multipole moments: Gaussian 90, 6-31G basis set
Van der Waals Volume: 151.599 A3
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Table 6.14 Lowest Energy Structures in Each Space Group for Bicyclo-
hexylidene

Space Total Packing
Group Z Energy Ej Ecout Index
P1 2 -27.58 -27.57 -0.008 0.6242
P1 1 -2754 -27.53 -0.01 0.6232
C2/c 4 -25.83 -25.83 -0.003 0.6031
P21/c 4 -2545 -2545 -0.007 0.5984
Peca 4 -24.81 -24.80 -0.01 0.5872
Pna 4 -24.74 -24.73 -0.003 0.5927
P2;/c 2 -24.34 -2433 -0.009 0.5864
P2; 2 -24.24 -2423 0.005 0.5857
P2:2;2; 4 -23.714 -23.73 -0.005 0.5839
Pbca 4 -20.33 -20.32 -0.005 0.5139

Predicted Structure with Lowest Energy:

Space Group: Pi
Molecules per cell: 2
Packing index: 0.6242

a: 6.86 a: 58.51° Energy: -27.58
b 11.938 B: 83.04° Lennard-Jones: -27.57
8.403 v: 57.97°  Coulombic: -0.008

Second lowest energy Structure in most probable space group:

Space Group: P1
Molecules per cell: 1
Packing index: 0.6232

a: 6.142 a: 90.0° Energy: -27.54
b 5.206 B: 66.97° Lennard-Jones: -27.53
8.738 y: T73.81° Coulombic: -0.01
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Structure with lowest energy in second most probable space group:

Space Group: C2/c
Molecules per cell: 4
Packing index: 0.6031

a: 12.030 a: 90.0° Energy: -25.83
b:  5.152 B: 61.82° Lennard-Jones: -25.83
17.927 y: 90.0° Coulombic: -0.003

6.14.3. Discussion of Bicyclohexylidene Results

Bicyclohexylidene crystallizes in space group PI, Z=1, with the structure
shown in Fig.6.14.1. ICE9 found two structures in P1, very close in energy at
-27.58 and -27.54 kcal/mol. The second of these structures corresponds to the
experimental structure (Fig. 6.14.3). The packing index for this structure is very
high, 0.6232, considering the irregular shape of the molecule. The contours of the
molecule fit efficiently into each other, with the postions of the hydrogen atoms

being staggered to allow closest packing.

The second most probable space group predicted by the program is C2/c (Fig.
6.14.4). Unlike many of the other molecules whose packing was investigated in this
study where there are many space groups very close in energy, the gap between the
first and second most probable space groups is relatively large, at 1.7 kcal/mol.
This is probably due to the irregular shape of bicyclohexylidene which severely
limits the possbile ways to achieve close-packing. The configuration within layers
in C2/cis very similar to the predicted and experimental structure (6.14.8). Unlike
the experimental strucutre, however, alternate layers are inverted, as shown in

Figure 6.14.4(a).
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6.14.4. Graphic Representations of Bicyclohexylidene Results

c c
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Figure 6.14.1. Experimental structure of bicyclohexylidene, space group P1 (a).
Projection along a axis. (b). Projection along b axis. (c). Projection along c axis. (d).
General view.
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Figure 6.14.2. Most probable structure of bicyclohexylidene predicted by the
program, space group P1 with 2 molecules per unit cell. (a). Projection along a axis.
(b). Projection along b axis. (c). Projection along c axis. (d)-(e). General views.
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Figure 6.14.3. Second most probable structure in space group P1 with 1 molecule
per unit cell, predicted by the program for bicyclohexylidene. (a). Projection along a
axis. (b). Projection along b axis. (c). Projection along ¢ axis.
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Figure 6.14.4. Third most probable space group C2/c, predicted by the program for
bicyclohexylidene. (a). Projection along a axis. (b). Projection along b axis.
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Flgure 6.14.5. (a)-(c). Two molecules in adjacent unit cells in the [100] direction,
in the experimental structure of bicyclohexylidene, as viewed along the principal axes
of one of the molecules. (d)-(f) Nearest neighbors in adjacent unit cells in the [010]
direction.
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Figure 6.14.6. (a)-(c). The two molecules in the unit cell in the most probable
structure of bicyclohexylidene, as viewed along the principal axes of one of the
molecules. (d)-(f). Nearest neighbors in the [100] direction.

-,

(b)
Figure 6.14.7. Nearest neighbors in adjacent unit cells in the most probable space
group for bicyclohexylidene, as viewed along the principal axes of one of the
molecules. This structure is equivalent to the experimental structure.
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Figure 6.14.8. (a)-(c). Two molecules in the unit cell in the third most probable
space group for bicyclohexylidene, as viewed along the principal axes of one of the
molecules. (d)-(e). Different symmetry position in the unit cell. (f)-(g). Nearest
neighbors in adjacent unit cells in the [010] direction.
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6.15. Trindan (tris-Trimethylenebenzene)

~ . /

CisHig

6.15.1 Experimental Data

Experimental [147 ]
Temperature: RT
Space Group: P2i/c
Molecules per cell: 4
a:  12.67 a:  90.0°
b:  5.87 B: 111.68°(68.32°)
¢ 16.92 v:  90.0°

6.15.2 Results

Input for calculations:

Coordinates: Carbon coordinates from experiment,
hydrogens from CHEM-X

Multipole moments: Gaussian 90, STO-3G basis set

Van der Waals Volume: 166.984 A3

Table 6.15 Lowest Energy Structures in Each Space Group for Trindan

Space Total Packing
Group Z Energy Ej; Ecout Index
P21/c 4 -2723 -27.29 0.055 0.4027
P1 2 -27.17 -27.20 0.029 0.4171
P2,2;2; 4 -2692 -26.91 -0.158 0.4231
P2;/c 4 -2648 -26.53 0.051 0.4132
Pna 4 -2629 -26.34 0.052 0.4128
P2, 2 -2593 -25.98 0.050 0.4071
Pca 4 -2499 -24.98 -0.015 0.4056
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Predicted Structure with Lowest Energy:

Space Group: P2;i/c
Molecules per cell: 4
Packing index: 0.4207

a 4.136 a: 90.0° Energy: -27.23
b: 14.655 pB: 73.80° Lennard-Jones: -27.29
19.108 y: 90.0° Coulombic: 0.056

Structure with lowest energy in second most probable space group:

Space Group: P1
Molecules per cell: 2
Packing index: 0.4171

a: 7.859 a: 84.96° Energy: -27.17
b: 8.699 B: 18.71° Lennard-Jones: -27.20
9.252 q:  64.74° Coulombic: 0.0297

Structure with lowest energy in third most probable space group:

Space Group: P2;2:12
Molecules per cell: 4
Packing index: 0.4231

a 7.722 a: 90.0° Energy: -26.92
b 15412 B: 90.0° Lennard-Jones: -26.91
9.292 v: 90.0° Coulombic: -0.158

Predicted Structure Closest to Experiment:

Space Group: P2;/c
Molecules per cell: 4
Packing index: 0.3595

a: 13.132 a: 90.0°  Energy: -20.31
b:  6.176 B: 69.29° Lennard-Jones: -20.31
¢ 17.157 v: 90.0° Coulombic: -0.004
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6.15.3. Discussion of Trindan Results

Trindan crystallizes in the space group P2;/c with Z=4, in a structure formed
from columns of slipped-stacked molecules shown in Fig. 6.15.5(j)-(1). Layers are
formed by alternating stacks related by an inversion center, perpendicular to the
¢ axis. The molecular planes of these molecules within a layer are all parallel.
Adjacent layers perpendicular to c axes are related by a screw axis, producing a

herringbone structure with angles between molecular planes close to 90°.

The most probable structure predicted by ICE9 also consists of columns of
parallel slipped-stacks of molecules, arranged at angles to other columns to form a
herringbone structure (Fig. 6.15.2). The differences between the experimental and
predicted structures is in the degree of skewness within the stacks and the angle
between stacks. In the experimental structure the aromatic rings at the center of
the molecule do not overlap (Fig. 6.15.5(j)), but in the predicted structure they

are partially eclipsed (Fig. 6.15.6(1)). The angle formed between the stacks is
33° rather than the observed 90°.

The second most probable space group predicted by the program, P1, Z=2, is
made of stacks of parallel molecules which are skewed as shown in Fig. 6.15.7(d)-
(f). Adjacent stacks are related by an inversion center and have parallel molecular

planes. The first two structures exhibit a positive, but very small, electrostatic

energy.
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The third most probable structure, in P2;2;2;, Z=4, has all molecular planes
parallel throughout the structure. The layers are built from rows on which the
'nose’ of one molecule fits into the hollow of the ‘tail’ of another. The adjacent
rows in the layer are related by a screw axis parallel to the b axis in such a way
that the lobes of trindan interlock to fill space. Parallel layers are staggered.
This structure bas a negative electrostatic energy, three to five times larger in

magnitude than the two lowest energy structures.

A local minimum was found which corresponds to the experimental struc-
ture. This structure has a considerably higher energy (-20.31 compared to -27.23
kcal/mol) and lower packing index (0.3595 compared to 0.4207) than the global

minimum.
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6.15.4. Graphical representation of Trindan Results

Tb_,a N %& % %\‘%—-“—

{c) ()
Figure 6.15.1. Experimental structure of trindan, space group P2y/c. (a). Projection
along a axis. (b). Projection along b axis. (c). Projection along c axis, layers parallel to
ab plane shown separately. (d). Projection of all layers in ab plane.
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Figure 6.15.2. Most probable structure of trindan predicted by the program, space
group P2/c. (a). Projection along a axis. (b). Projection along b axis. (c). Projection
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Figure 6.15.3. Second most probable space group P1, predicted by the program for
trindan. (a). Projection along a axis. (b). Projection along b axis. (c). Projection along

¢ axis.
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Figure 6.15.4. Third most probable space group P212121, predicted by the program
for trindan (a). Projection along a axis. (b). Projection along b axis. (c). Projection
along c axis. (d). General view.
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Figure 6.15.5. (a)-(i). A reference molecule shown with each of the three other
symmetry positions in the unit cell in the experimental structure of trindan, as viewed
along the principal axes of one of the molecules. (j)-(I) Nearest neighbors in adjacent
unit cells.
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1) (k) )

Figure 6.15.6. (a)-(i). The four symmetry positions in the unit cell in the most
probable structure of trindan, as viewed along the principal axes of one of the
molecules. (j)-(1). Nearest neighbors in adjacent unit cells in the [100] direction.
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Figure 6.15.7. The two molecules in the unit cell in the second most probable space
group for trindan, as viewed along the principal axes of one of the molecules.
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Figure 6.15.8. (a)-(i). The four symmetry positionsin the unit cell of the third most
probable space group for trindan, as viewed along the principal axes of one of the
molecules. (j)-(1). Nearest neighbors in adjacent unit cells in the [100] direction.
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6.16. Summary

The correct space group was predicted to be the most probable for nine of
the fifteen molecules studied (sixteen if dibenzanthracene is counted twice), and
second most probable for two more of them. These results are summarized in
Table 6.16.1. Groups containing mirror planes, such as Pmc and Cmc, were
found to have the lowest packing indices and the highest energy, and hence the

lowest probability of all structures in the cases where they were considered.

ICE9 found an energy minimum corresponding to the experimental structure
for ten of the fifteen molecules studied, and one very close to experiment for the
other five, indicating that the Lennard-Jones parameters used in this study were
valid. Exact comparisons to the monoclinic form of dibenzanthracene could not
be made. It should be noted that in searching for structures close to experiment,
many structures would usually be found with good lattice constants, but with
quite different energies. The data for an example of two such structures for hex-
ane are shown below in Table 6.16.2. Both of these structures are very close to the
experimental structure, but slight differences in position are sufficient to produce
an energy difference of 1.64 kcal/mol, from displacing just a few atoms towards
the high energy, repulsive portion of the Lennard-Jones potential energy curve. In
phenanthrene, dibenzanthracene B, pyrene, and trindan, in which the experimen-
tal structures were not reproduced exactly despite having lattice constants which
were close, the molecular orientations deviated by small changes in the angles of
inclination with respect to each other. This small deviation in angles would often

result in compression of the separation distances between molecules in order for
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the structure to fit within the lattice constants, thereby creating several unfavor-
able interactions and the higher energies seen in Table 6.16.1 for these structures.
The best example of this can be seen in the case of the dibenzanthracene or-
thorhombic modification (Fig. 6.9.2 and Fig. 6.9.6). It should also be noted that
the parameterization was based on structures at 78K, and the experimental data
is often taken at much higher temperatures. This variation in temperature can

account for some of the energy and structural differences in Table 6.16.1, due to

thermal expansion.

In general, the number of possible structures with energy close to the global
minimum correlated strongly with the shape of the molecule. The most unequiv-
ocal results obtained by ICE9 were for bicyclohexylidene, the correct structure
being almost 2 keal/mol lower in energy than the next best structure in C2/c. The
packing index was also dramatically higher, indicating that the predicted struc-
ture was by far the most closely packed. The irregular shape of bicyclohexylidene
severly limits the possible number of low energy, closest-packed structures, and is

undoubtedly responsible for the unambiguousness of the results.

For the saturated linear hydrocarbons hexane and octane, the number of
reasonable structures obtained was greater than for bicyclohexylidene, but much
less than for the aromatic molecules. Dovetailing of the hydrogen atoms along the
entire length of the saturated molecule maximizes the dispersion energy and fills
space efficiently, and hence was a dominant characteristic in the layers of all of
the low energy structures for hexane and octane. The structure within layers was
the same for the experimental structures and for the predicted structures in space

groups P1 and P2;/c, and other possible configurations of the molecules within
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Table 6.16.1 Summary of Results. AE indicates the difference in energy
between the structure corresponding to the experiemntal structure and
the global minimum.

Molecule Ranking of correct AE  Expt. struc.
space group  (kcal/mol) found
Benzene 10 0.52 Yes
Naphthalene 1 0.31 Yes
Anthracene 4 0.18 Yes
Tetracene 2 0.16 Close*
Pentacene 1 0.44 Close*
Phenanthrene 6 7.02 Close
Pyrene 1 1.25 Yes
Triphenylene 2 2.9 Yes
1:2:5:6-Dibenz- 1 N.A. Yes**
anthracene A
1:2:5:6-Dibenz- 7 - Close
anthracene B
Perylene 1 8.88 Close
Durene 5 1.93 Yes
Hexane 1 0.86 Yes
Octane 1 1.97 Yes
Bicyclohexylidene 1 0 Yes
Trindan 1 6.92 Close

*Predicting the exact structure is not possible for tetracene and pentacene,
as the experimental asymmetric unit consists of two half molecules, for which
ICE9 does not make previsions at this time. The AE given for the energy is
for structures which come as close as possible to the experimental structures,
including intermolecular angles and separation. See Sections 6.4 and 6.5.

**Structure with similar lattice constants were found, but experimental coor-
dinates are not known.
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Table 6.16.2. Comparison of Predicted Structures A and B Clos-
est to Experiment for Hexane

Experimental Data [1]:
Temperature: -115°C
Space Group: P1
Molecules per cell: 1
e 417 o«  96.6°(83.4°)
b: 470 B 87.2°
¢ 857 4+ 105.0°(75.0°)

Predicted Structure Closest to Experiment 1:

Space Group: P1
Molecules per cell: 1
Packing index: 0.5101

a:  4.18 a 84.9° Energy: -15.51
b: 4.77 B 90.0° Lennard-Jones: -15.57
. 8.728 ¥y 72.19° Coulombic: 0.0586

Predicted Structure Closest to Experiment 2 (Better Energy):

Space Group: P1
Molecules per cell: 1
Packing index: 0.5362

a: 4.16 a: 90.0° Energy: -17.15
b:  5.029 B: 61.94° Lennard-Jones: -17.18
8.527 v: 86.58° Coulombic: 0.03

layers were clearly eliminated. The principal difference between the experimen-
tal and predicted structures is that interlocking layers are displaced two carbon
atoms along the L axes of the molecules. Between these layers, however, weaker
interactions between molecules across the interface were not sufficient to give an
overwhelming preference to configurations where the molecules in separate layers
were parallel or rotated. Hence the difference in energies for space groups P1 and

P2, /c for both hexane and octane are small, on the order of 0.3 kcal/mol.



250

For the planar aromatic hydrocarbons, the possibilities are not as limited as
with bicyclohexylidene, hexane, and octane. The lack of protrusions, bumps, and
hollows on the aromatic molecules allows for many more degrees of freedom than
for the mostly saturated hydrocarbons, and hence many more ways to achieve
closest packing and a low Van der Waals energy. The result is a large num-
ber of structures in many different space groups with an energy near the global
minimum for the aromatic molecules. Within these varied structures, however,
many common features were observed. The smaller molecules, such as benzene,
naphthalene, anthracene and phenanthrene can achieve close packing and hence
a low energy with an edge-to-face herringbone structure, and this type of packing
was predicted. The larger molecules, such as pyrene and perylene, could not fill
space if they were arranged entirely edge-to-face and hence are observed to be
constructed of dimers or rows of parallel molecules which were then angled to

neighboring dimers or rows to take advantage of the lower electrostatic energy.

The packing indices for the lowest energy structures were found to lie within
a fairly narrow range of 0.5541 to 0.6506, with one exception. Trindan’s trifold
symmetry and protruding hydrogen atoms contributed to a very low packing index
of 0.4207. The packing indices are summarized in Table 6.16.3. The calculated
packing indices are below the range of 0.65 to 0.77 reported by Kitaigorodsky.
This difference is due to the way in which the molecular volumes are defined, and

not due to a difference in the structures.
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Table 6.16.3. Comparison of packing indices

Molecule Packing
index

Tetracene 0.6506
Pyrene 0.6465
Triphenylene 0.6396
Phenanthrene 0.6326
Anthracene  0.6309
Bicyclohexyl. 0.6242
Dibenzanth. 0.6208
Naphthalene 0.6174
Perylene 0.6098

Octane 0.5807
Benzene 0.5675
Pentacene 0.5668
Durene 0.5653
Hexane 0.5541

Trindan 0.4207




Chapter 7 Conclusion

Local minima corresponding to experimental structures were found for almost
all of the 15 molecules examined in this study, validating the accuracy of the
Lennard-Jones parameters, and justifying their utilization as the sole minimization
criterion in ICE9. For saturated, or mostly saturated hydrocarbons like the ones
investigated in this work, ICE9 appears to give good results without extensive
additional refinements in the energy calculations of the predicted lowest energy
Van der Waals structures, i.e. in solids where shape plays a strong role and
complicated electronic effects are minimal. For the planar aromatic hydrocarbons,
however, the empirical parameters and molecular multipele moments are sufficient
to give good approximations, and were able to locate minima corresponding to the
experimental structures, but are too limited to distinguish the actual structure
from a number of possibilities on the basis of energy alone. Further refinement of
the energy with more sophisticated methods would be necessary for these materials

to arrive at an unequivocal prediction.

Van der Waals interactions are often though of as being very simple to de-
scribe, and on a certain level that is true. Yet the inability to clearly distinguish
the experimental structure in all cases in this study is a limitation of empirical
pair parameters in general, and not due to inadequate parameters or electrostatic
model. We need to do more than merely add electrostatic potentials on top of
Van der Waals pair potentials to obtain results accurate enough to distinguish the
experimental structures from a number of reasonable possibilities on the basis of
energy. The assumption of independent, transferable pair potentials ignores the

possibility of multibody effects and polarization of intermediate bodies, as well
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as differences in the same type of atom from molecule to molecule. In addition,
the separation of the energy of molecular solids into dispersion, repulsion, and
electrostatic contributions is but an artificial construct for simplicity and expedi-
ency. To describe the intermolecular interactions accurately in molecular solids is

actually very complicated and requires the most advanced quantum mechanical

methods which are available today.

The use of empirical pair potentials to describe Van der Waals interactions is
widespread among today’s scientific r&seérchers, however, because this simplified
model allows us to approach problems which would otherwise be intractible. Yet,
there is a danger in putting too much credence in the answers given by empirical
pair potentials for Van der Waals interactions. They can do an excellent job of
describing molecular shape and packing characteristics, but cannot give accurate
values for the energy of molecular solids. At best they can give one a general idea
of what to expect, and provide some direction to the synthetic chemist or to the
quantum chemist performing more rigorous calculations. They are no substitute
for these more intensive calculations. Programs such as ICE9 can be used to
eliminate unreasonable starting points, as well as aid in the refinement of crystal
structure. ICE9 lets us look at all the possibilities for closest-packed structures,
thus providing a good framework in which to study improved empirical models,
as well as a way to gauge the importance of weak intermolecular interactions in

more complicated systems such as the charge-transfer materials.



Appendix A Crystal Structure
and Symmetry: Definitions

An ideal crystal is comprised of an infinite array of identical structural units,
called unit cells. These unit cells, when aligned in three dimension, fill space com-
pletely without gaps or overlap. The lattice of the crystal is a three-dimensional,
effectively infinite array of identical points in space, which may or may not co-
incide with actual atomic positions. Each lattice point has a set of one or more
atoms associated with it, which is known as the asymmetrical unit, or basis, of

the crystal structure.

Lattice points are related by simple translations which can be described in
terms of three abritrary, independent vectors &, I-;, and &, called the primitive
translation vectors. All points in the lattice can then be generated by the crystal

translation vector T as follows:
T = u1 @+ ugb + usé [Eq. A.1]

where u; is any integer. The lattice angles, i.e. the interaxial angles between
the primitive lattice vectors, are defined in the following manner: « is the angle
between b and g, B is the angle between @ and ¢, and « is the angle between @ and
5,

The location of an arbitrary point of an atom in the crystal structure can be
described in terms of a position vector with components f1d, fzg, and f3¢, or in

-
terms of coordinates z',y', and z' expressed in units of &, b, and ¢.
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For energy calculations to be performed on the crystal structure, it is essential
to express the atomic positions in terms of reference cartesian space rather than
in fractions of lattice vectors. The convention is to choose cartesian axes X, and
X3 coincident with lattice vectors b and ¢+, where ¢* is the unit cell vector in
reciprocal space space corresponding to & X is then chosen to lie in the ab plane
perpendicular to bcx. Unit cell space can then be transformed into cartesian space

by the operation X = DX' where D is the transformation matrix in Figure A.1.

asin(a) 0 c(cos(B) — cos(a)cos sin(
(acosivg b ( ) cc(os)('y) o 7)>
0 V/ab sin(y)

Figure A.l. Transformation matrix D for unit cells with nonorthogonal

axes. a, b, and c are the lattice constants; « is the angle between the b—

and c—axes, 8 between a and c, and + between a and b; V is the volume

of the unit cell and is equal to abc(l + 2cos(a)cos(B)cos(y) — cos2(a) —

cos2(B) — cos2(y)/2.

By placing symmetry restrictions on the lattice points, crystals can be di-
vided into seven distinct systems: triclinic, monoclinic, orthorhombic, tetragonal,
trigonal, hexagonal, and cubic. There are fourteen types of three-dimensional lat-

tices, called the Bravais lattices, which are distributed amoung the seven crystal

systems.

Point groups are sets of symmetry operations which are applied to a finite
body about a point, and leave the body unchanged. These symmetry operations
may be any of the following: identity, proper rotation, reflection, improper ro-
tation (rotation-reflection). Point groups are used to describe the symmetry of
individual molecules. Space groups, on the other hand, are sets of symmetry op-
erations which leave the structure of an infinite crystal unchanged. Hence, space

groups include the translation operations, i.e., glide planes and screw axes, in
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addition to the point group symmetry operations listed above. Combining these

elements with the fourteen Bravais lattices results in a total of 230 space groups.

The asymmetric unit may consist of a single atom, part of a molecule, or
possibly even several molecules. For example, in a space group containing a
mirror plane, if a molecule lies on that plane, then only half that molecule is
necessary and sufficient to generate the entire crystal structure. (Fig. A.2). For

some crystals, such as tetracene and pentacene, the asymmetric unit consists of

two separate half-molecules.

Figure A.2. Molecule located on a mirror plane. The asymmetric unit
for this structure would consist of half the molecule.

Symmetry equivalent positions within the unit cell of a space group are related
to the reference position z,y, z by algebraic expressions such as -z, -y, and -z for
an inversion center and -z, 1/2 + y, -z for a 2-fold screw axis. Within a given space
group, the molecules can be oriented such that the symmetry of the molecule is

coincident with that of the crystal lattice. These are the so-called special positions
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and are shown in Table 1.3 under the headings -1, 2, and m for inversion center, 2-
fold rotation axis, and mirror plane, respectively. Positions which are not located
on special symmetry sites are called ‘general’ positions, and are listed in the first
columnn in Table 1.3. Crystal structures can be formed in which both special and

general positions are occupied.



Appendix B Quantum Mechanical Methods
The Hamiltonian for a molecule is as follows:

—}2

2m,

H=

V2 4+ Van + Vae + Vee [Eq. B.1]

where V2 is the kinetic energy of the electron, Vyy is the internuclear repulsion
> %fg-, Ve is the nuclear-electron attraction 9;%':, and V. is the potential energy

due to the electron-electron interaction.

U cannot be calculated exactly for systems more complicated than a one-
electron atom, and hence approximations to the molecular wave function must
be used. The most convenient approach is to construct the molecular orbitals
(MO) from a linear combination of atomic orbitals (LCAQO), with the proper
symmetry, and adjust the coefficients from each AO to give the lowest energy in

a self-consistent field (SCF) calculation. The electron repulsion integrals
1
Ju = (pp|—lvv) (Eq. B.2]
ri2

consume a considerable amount of time and memory to evaluate on even the most

advanced computers.
B.1 Semi-Empirical Methods

For large molecules several semi-empirical methods have been developed to
approximate the electron repulsion by neglecting differential overlap [ 3] to varying
degrees. That is, all two-electron integrals, such as (uv|Ao) which depend on the
overlapping of different orthonormal basis orbitals, are ignored unless ¢ = v and

A=o.
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The Complete Neglect of Differential Overlap (CNDO) is the simplest ap-
proximation, in which atomic orbitals are assumed to be spherically symmetric in
calculating the one-center repulsion integrals. The electron repulsion integrals for
all atomic orbitals i on aton: A and A on atom B are assumed to have the same
constant value, i.e. (up|AX) =~4B, where y45 is a constant for atoms A and B.
CNDO was parameterized to reproduce electronic properties, such as the dipole

moment, rather than molecular geometries or heats of formation.

MINDO/3 uses parameters to approximate the energy of the one-center elec-
tron repulsion integrals, rather than evaluating them analytically. Directionality,

although included in the 1 electron resonance integrals

1
Ky = (#(l)V(2)|;;I#(2)V(1)) [Eq. B.3]
is not included in the repulsion integrals.

Directionality is considered in the repulsion integrals in MNDO, one of the
methods which neglects diatomic differential overlap (NDDO). MNDO is param-
eterized to reproduce experimental heats of formation. AMI, the most recently

developed semi-empirical method, is based on MNDO but with improved param-

eterization.
B.2 Ab initio Methods

For smaller molecules it is possible to perform a more rigorous ab initio MO
calculation. In general, the only assumptions made in these calculations are the
Born-Oppenheimer approximation and a single-determinental wave function. In

most commercial programs Gaussian-type orbitals of the form

p=¢e (Eq. B.4]
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are used to approximate the Slater-Type Orbitals (STO) because they are several

orders of magnitude faster to calculate. The unnormalized radial term for an STO

is as follows:

pr-le—Cr [Eq. B.5]

For the STO-3G basis set, 3 Gaussian-type orbials are used to approximate
each STO. The exponents are fixed for each type of atom, and are not sensitive to
the molecular environment. Some flexibility is necessary, however, to adequately
describe the molecular environment. In split-valence or double zeta basis sets, such
as 3-21G, the atomic valence orbitals are split into an inner, compact orbital, and

an outer, more diffuse one.

Inner p-function

Outer p-function

Figure B.1 Schematic representation of the effect of split-valence or-
bitals. [148]
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The nomenclature 3-21G indicates that in this basis set the core orbitals
are each conmstructed from 3 Gaussian wavefunctions, and the valence orbitals
consist of 2 and 1 Gaussian functions for the inner and outer orbitals, respectively.
Calculations using the 3-21G basis set are very fast, and the accuracy is sufficient

to make 3-21G the most commonly used basis set for initial geometry optimization.

The addition of d-orbitals provides for polarization of p-orbitals in organic
molecules, and is indicated by an asterisk, as in 6-31G*. P-orbitals can be used

to polarize the s-orbitals on hydrogen by adding a second asterisk, as in 6-31G**.

The 6-31G** basis set was required to reproduce the polarization across the
C-H bond which Williams uses in PCK83. This degree of polarization produces a

quadrupole moment much greater than the experimental value.

For molecules or anions with nonbonding electron pairs, a set of very diffuse
orbitals are available in the Gaussian programs to be used in addition to those
mentioned previously, and are indicated by a ‘+’, as in 6-314+G*. Marvin Fritsch,
of Gaussian, Inc., recommends 6-314+G* for benzene. Unfortunately, for larger
molecules such as pentacene studied in this work, the 6-314+G™ basis set requires
too much memory to be feasible, even on a Cray Y-MP 864. When comparing
results in different molecules, it is essential to use a consistent basis set with the

largest possible number of basis functions.



Appendix C Example of an Input File

Naphthalene -631G
18 104.32100

CO1 -1.24689 -1.41038 0.00000 € O -0.16086
C02 -2.43765 -0.71195 0.00000 6 O -0.19966
C03 -0.00002 -0.70890 0.00000 6 0 -0.07224
HO4 -1.25635 -2.46033 0.00000 1 0 0.20299
C05 -2.43768 0.71187 0.00000 6 O -0.19960
C06 1.24686 -1.41035 0.00000 6 O -0.16039
C07 0.00000 070910 0.00000 6 O -0.07215
HO8 -3.34877 -1.23384 0.00000 1 0 0.19348
C09 -1.24697 1.41041 0.00000 6 O -0.16099
C10 124699 1.41037 0.00000 6 O -0.16025
Cll 243765 -0.71196 0.00000 6 O -0.19986
H12 -3.34883 123369 0.00000 1 0 0.19348
H13 125631 -2.46030 0.00001 1 0 0.20301
Cl4 243771 0.71184 0.00000 6 O -0.19987
H15 -1.25655 2.46036 0.00001 1 0 0.20297
H16 125657 2.46032 -0.00001 1 0 0.20301
H17 3.34875 -1.23386 0.00000 1 0 0.19346
H18 3.34887 1.23366 0.00000 1 0 0.19346

DIPOLE MOMENTS.
X = 0.15265903E-03 Y =-0.18420876E-03 Z =-0.12464436E-05

SECOND MOMENTS.
XX =-0.51052102E+02 YY =-0.50940389E+02 ZZ =-0.64941884E+02
XY = 0.24375262E-03 XZ =-0.74695960E-05 YZ =-0.77800048E-05

THIRD MOMENTS.
XXX = 0.12556236E-02 YYY =-0.17484826E-02 ZZZ =-0.27623666E-05
XYY = 0.13567592E-02 XXY =-0.18913039E-03 XXZ = 0.32076762E-04
XZ7Z = 0.82656505E-04 YZZ =-0.24131326E-03 YYZ = 0.39717850E-04
XYZ = -0.29904309E-04

FOURTH MOMENTS.
XXXX=-0.10752017E+04 YYYY=-0.46804336E+03 ZZZZ=-0.70594194E+02
XXXY= 0.17697556E-02 XXXZ=-0.13998329E-04 YYYX= 0.13383427E-02
YYYZ=-0.99167564E-04 ZZZX= -0.87368267E-05 ZZZY=-0.15108696E-04
XXYY=-0.26172282E+03 XXZZ=-0.23883798E+03 YYZZ~ -0.10984371E+03
XXYZ= 0.12790866E-03 YYXZ=-0.78265970E-04 ZZXY= 0.52444421E-04

262



Appendix D  Example of an Output File

The calculations on each molecule are broken down into several separate runs to
minimize loss of data in case there is a problem with the execution of the program. This
is an example of the output file for one of the naphthalene runs in which the monoclinic
and orthorhobic space groups with molecules generally positioned were searched.
Included is the timing information for this run. In addition to this file below in which
the best results in each space group are presented, a list file is produced which contains
the results for each local minimum obtained.

OUTPUT FILE:
DATE: 08/09/91
TIME: 19:46

+ hpm-g 0 a.out
calling main subroutine

initializing common blocks
Interaction radius cutoff is 10.000 angstroms.

*xxxxINPUT CHECK:

Naphthalene -631G

18 104.32100

CO1 -1.24689 -1.41038 000000 6 O -0.160
C02 -2.43765 -0.71195 0.00000 6 O -0.199
C03 -0.00002 -0.70890 0.00000 6 0 -0.072
HO04 -1.25635 -2.46033 000000 1 O 0.202
C0S -2.43768 0.71187 0.00000 6 O -0.199
C06 1.24686 -1.41035 0.00000 6 0 -0.160
C07 0.00000 0.70910 0.00000 6 0 -0.072
HO8 -3.34877 -1.23384 000000 1 O 0.193
C09 -1.24697 1.41041 0.00000 6 0 -0.160
Ci0 124699 1.41037 0.00000 6 0 -0.160
Cl11 243765 -0.71196 0.00000 6 0 -0.199
H12 -3.34883 123369 0.00000 1 0 0.193
H13 1.25631 -2.46030 0.00001 1 0 0.203
Cl4 243771 0.71184 0.00000 6 0O -0.199
H15 -1.25655 246036 0.00001 1 0 0.202
H16 1.25657 2.46032 -0.00001 1 0 0.203
H17 3.34875 -1.23386 0.00000 1 0 0.193
H18 3.34887 1.23366 0.00000 1 0 0.193

DIPOLE MOMENT
1.5265903E-4, -1.8420877E-4, -1.2464436E-6
QUADRUPOLE MOMENT

263
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4.593  0.2438E-03 -0.7470E-05
0.2438E-03 4.704 -0.7780E-05
-0.7470E-05 -0.7780E-05 -9.297

OCTUPOLE TENSOR ELEMENTS

3.2076761E-5, 3.9717848E-5, -2.7623666E-6
1.3567592E-3, -1.8913038E-4, 3.2076761E-5
8.2656508E-5, -2.4131326E-4, 3.9717848E-5
-2.9904309E-5

CENTER OF MASS: 0.2887E-14 0.2344E-05 0.7813E-07
SPACE GROUP SYMMETRY FILE

IFAIL= 0

EIGENVECTORS:
1.000000  0.0000000E+00 0.0000000E-+00
0.3057692E-07 0.1517064E-06 1.000000
-0.2211929E-07 -1.000000  0.1517064E-06

XSYM: 2YSYM: 2ZSYM: 2

+*A] JGN AXIS OF HIGHEST SYMMETRY ALONG Z

axis of highest symmetry is: 3 with symmetry: 2

CENTER OF MASS: -0.4441E-14 -0.1588E-20 0.4441E-14
MOLECULE HAS AN INVERSION CENTER. MOLSYM(1)=1
MOLECULE HAS 222 SYMMETRY. MOLSYM(2)=1.
MOLECULE HAS mmm SYMMETRY. MOLSYM(3)=1
FULLY ALIGNED COORDINATES XYZ0:

6 -1.2469 0.0000 -1.4104
6 -2.4377 0.0000 -0.7120
6 0.0000 0.0000 -0.7089
1 -1.2564  0.0000 -2.4603
6 -2.4377 00000 0.7119
6 1.2469 0.0000 -1.4104
6 0.0000 0.0000 0.7091
1 -3.3488  0.0000 -1.2338
6 -1.2470  0.0000 1.4104
6 1.2470 0.0000 1.4104
6 24376 0.0000 -0.7120
1 -3.3488  0.0000 1.2337
1 1.2563 0.0000 -2.4603
6 2.4377 00000 0.7118
1 -1.2565  0.0000 2.4604
1 1.2566 0.0000 2.4603
1 3.3487 0.0000 -1.2339
1 3.3489 0.0000 1.2337
check after rotPOLES in getsym
Dipole: 0.000 0.000 0.000
QuadruPOLES:

4.593 0.000 0.000
0.000 -9.297 0.000
0.000 0.000 4.704
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MOLECULAR DIAMETER (DIAMOL): 7.138

SUBROUTINE GETJONES

EPSCC: 0.1232374 EPSHH: 0.1207778

SIGMAC: 1.694 SIGMAH: 1.272

molsym: 1 1 1

SUBROUTINE GENERAL MONOCLINIC

NROT: 1EPACK:-12.05 ELJ:-12.21 ecoul-2445 calls 552
NROT: 2EPACK:-14.17 ELJ:-14.38 ecoul-.3478 calls 643
NROT: 3 EPACK:-14.68 ELJ:-14.88 ecoul -.5987 calls 699
NROT: 4EPACK:-14.41 ELJ:-14.37 ecoul-1.005 calls 684

Total function calls for this job: 2647583
Number of starting positions: 3710

ke ok o ke b o ke 3k ke 6 ok e ok e e ek o ke o ke ek ok ok ok ok ke s ke sl o e e ke ol e sk e sk e e ok ke o ae e e ke ok ok

Aeskekdekokdedkokokdokk kTN A RESLH;YS*************************
e 3 s o o ke ke ok ok o 3k 3k 3 o e sk o e e s ok e s 2 ke o ae e e ke o ke 3k o e e o sl e e e e e e ek o de e e

P2(1) Wycka E: -17.28 P 0.613644 169

ELJ: -16.80 ECOUL: -0.4809 NAXIS: 1

A: 102548 ALPHA: 90.00 ROTX: -1.05 TRANSX: 0.25
B: 53189 BETA: 82.36 ROTY: 38.56 TRANSY: 0.24
C: 6.2805 GAMMA: 90.00 ROTZ: 52.50 TRANSZ: 0.25

P2(1) Wycka E: -17.28 PL 0.608832 128

ELJ: -16.57 ECOUL: -0.7072 NAXIS: 1

A: 6.8026 ALPHA: 9000 ROTX: 9.92 TRANSX: 0.25
B: 47357 BETA: 90.00 ROTY: 55.88 TRANSY: 0.00
C: 10.6377 GAMMA: 90.00 ROTZ: 37.50 TRANSZ: 0.25

P2(1) Wycka E: -1725 PI: 0.605816 127

ELJ: -16.51 ECOUL: -0.7427 NAXIS: 1

A: 6.8332 ALPHA: 90.00 ROTX: 7.50 TRANSX: 0.25
B: 46161 BETA: 90.00 ROTY: 5571 TRANSY: 0.25
C: 109183 GAMMA: 90.00 ROTZ: 37.50 TRANSZ: 0.25

P2(1) Wycka E: -17.05 PI 0604117 223

ELJ: -16.07 ECOUL: -09792 NAXIS: 1

A: 47683 ALPHA: 90.00 ROTX: 78.99 TRANSX: 0.24
B: 53180 BETA: 76.88 ROTY: 4540 TRANSY: 0.25
C: 139821 GAMMA: 90.00 ROTZ: 67.50 TRANSZ: 0.25
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P2(1)/c Wycke E: -1740 PI: 0.607843 177

ELJ: -16.65 ECOUL: -0.7521 NAXIS: 1

A: 13.6410 ALPHA: 90.00 ROTX: 7.50 TRANSX: 0.25
B: 46097 BETA: 60.00 ROTY: 54.02 TRANSY: 0.50
C: 12.6063 GAMMA: 90.00 ROTZ: 37.50 TRANSZ: 0.00

P2(1)/c Wycke E: -17.31 PL 0.605762 307

ELJ: -16.15 ECOUL: -1.160 NAXIS: 1

A: 6.6260 ALPHA: 90.00 ROTX: 7591 TRANSX: 0.25
B: 6.6431 BETA: 64.83 ROTY: 1292 TRANSY: 0.24
C: 172917 GAMMA: 90.00 ROTZ: 97.50 TRANSZ: 0.25

P2(1)2(1)2(1) Wa E: -17.10 PI: 0.604960 326

ELJ: -16.24 ECOUL: -0.8590 NAXIS: 1

A: 125729 ALPHA: 90.00 ROTX: 21.06 TRANSX: 0.27
B: 42192 BETA: 90.00 ROTY: 41.86 TRANSY: 0.19
C: 13.0028 GAMMA: 90.00 ROTZ: 22.50 TRANSZ: 0.13

P2(1) Wycka E: -17.04 P 0.606273 318

ELJ: -16.00 [ECOUL: -1.037 NAXIS: 1

A: 40063 ALPHA: 90.00 ROTX: 28.80 TRANSX: 0.00
B: 7.7543 BETA: 90.00 ROTY: 37.50 TRANSY: 0.24
C: 11.0774 GAMMA: 90.00 ROTZ: 92.11 TRANSZ: 0.25

P2(1) Wycka E: -17.37 PI: 0.609843 177

ELJ: -16.69 ECOUL: -0.6803 NAXIS: 1

A: 6.7431 ALPHA: 90.00 ROTX: 7.50 TRANSX: 0.25
B: 47872 BETA: 90.00 ROTY: 5598 TRANSY: 0.25
C: 10.5984 GAMMA: 90.00 ROTZ: 40.08 TRANSZ: 0.25

P2(1) Wycka E: -17.35 PI: 0.615676 176

ELJ: -1691 ECOUL: -04423 NAXIS: 1

A: 6.0933 ALPHA: 90.00 ROTX: 1.78 TRANSX: 0.25
B: 5.5944 BETA: 80.08 ROTY: 59.54 TRANSY: 0.25
C: 10.0920 GAMMA: 90.00 ROTZ: 52.50 TRANSZ: 0.25

sk ke ke ok ok o o ke 3 e o e ok o e s e ke s ke ok ok e e ol o e s sk ke ol e ol kol e o o o ke e ke o ek e e e ok

dokkokkkkkkkkTOP STRUCI‘URES IN EACH GROUP*************

sk e ke o ok e e ke ook sk sl o ke ke ok sk ok 3k ok ok o ok o ke o 2k e ok sk e ke o e e e o de e e sl e e ke o ke e sk ke ok

P2(1) Wycka E: -17.28 PI: 0.613644 169

ELJ. -16.80 [ECOUL: -0.4809 NAXIS: 1

A: 102548 ALPHA: 90.00 ROTX: -105 TRANSX: 0.25
B: 53189 BETA: 82.36 ROTY: 38.56 TRANSY: 0.24
C: 6.2895 GAMMA: 90.00 ROTZ: 52.50 TRANSZ: 0.25
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P2(1) Wycka E: -17.35 PL: 0.615676 176

ELJ: -1691 ECOUL: -0.4423 NAXIS: 1

A: 6.0933 ALPHA: 90.00 ROTX: 1.78 TRANSX: 0.25
B: 55944 BETA: 80.08 ROTY: 59.54 TRANSY: 0.25
C: 10.0920 GAMMA: 90.00 ROTZ: 52.50 TRANSZ: 0.25

P2(1) Wycka E: -17.37 PL. 0.609843 177

ELJ:. -16.69 ECOUL: -0.6803 NAXIS: 1

A: 67431 ALPHA: 90.00 ROTX: 7.50 TRANSX: 0.25
B: 47872 BETA: 90.00 ROTY: 5598 TRANSY: 0.25
C: 10.5984 GAMMA: 90.00 ROTZ: 40.08 TRANSZ: 0.25

P2(1)/c Wycke E: -17.31 P 0.605762 307

ELJ: -16.15 ECOUL: -1.160 NAXIS: 1

A: 6.6260 ALPHA: 90.00 ROTX: 7591 TRANSX: 0.25
B: 6.6431 BETA: 64.83 ROTY: 1292 TRANSY: 0.24
C: 17.2917 GAMMA: 90.00 ROTZ: 97.50 TRANSZ: 0.25

P2(1)/c Wycke E: -1740 PI: 0.607843 177

ELJ: -16.65 ECOUL: -0.7521 NAXIS: 1

A: 13.6410 ALPHA: 90.00 ROTX: 7.50 TRANSX: 0.25
B: 4.6097 BETA: 60.00 ROTY: 5402 TRANSY: 0.50
C: 12.6063 GAMMA: 90.00 ROTZ: 37.50 TRANSZ: 0.00

P2(1)/c Wycke E: -16.82 PI: 0.600164 95

ELJ): -16.08 ECOUL: -0.7462 NAXIS: 1

A: 11.8572 ALPHA: 90.00 ROTX: 37.50 TRANSX: 0.25
B: 4.6375 BETA: 81.53 ROTY: 96.35 TRANSY: 0.49
C: 12.7839 GAMMA: 90.00 ROTZ: 7.50 TRANSZ: 0.12

Pca Wycka E: -1647 PL 0584546 102
ELJ: -15.60 ECOUL: -0.8749 NAXIS: 1
A: 132858 ALPHA: 90.00 ROTX: 76.73 TRANSX: 0.15
B: 7.7598 BETA: 90.00 ROTY: 114.62 TRANSY: 0.26
C: 69242 GAMMA: 90.00 ROTZ: -7.50 TRANSZ: 0.25

Pca Wycka E: -16.86 PI. 0.600411 247

ELJ: -16.04 ECOUL: -0.8150 NAXIS: 1

A: 13.0867 ALPHA: 90.00 ROTX: 92.98 TRANSX: 0.14
B: 7.4046 BETA: 90.00 ROTY:120.53 TRANSY: 0.25

C: 7.1722 GAMMA: 90.00 ROTZ: 19.52 TRANSZ: 0.26

Pca Wycka E:-1679 PI: 0.599418 391
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ELJ: -16.01 ECOUL: -0.7771 NAXIS: 1

A: 129379 ALPHA: 90.00 ROTX: 90.79 TRANSX: 0.14
B: 7.3267 BETA: 90.00 ROTY:121.84 TRANSY: 0.25
C: 7.3440 GAMMA: 90.00 ROTZ: 2250 TRANSZ: 0.25

Pna Wycka E: -16.67 PL. 0.597730 899

ELJ: -16.00 ECOUL: -0.6710 NAXIS: 1

A: 7.8753 ALPHA: 90.00 ROTX: 157.50 TRANSX: 0.25
B: 16.6663 BETA: 90.00 ROTY: 32.383 TRANSY: 0.13
C: 53189 GAMMA: 90.00 ROTZ: 97.50 TRANSZ: 0.20

Pna Wycka E:-1652 PI: 0.602602 577

ELJ:. -16.11 [ECOUL: -0.4089 NAXIS: 1

A: 10.6377 ALPHA: 90.00 ROTX: 0.04 TRANSX: 0.37
B: 5.6187 BETA: 90.00 ROTY: -0.04 TRANSY: 0.00
C: 115854 GAMMA: 90.00 ROTZ: 5490 TRANSZ: 0.17

Pna Wycka E:-1663 PI: 0581988 1002

ELJ. -1545 ECOUL: -1.174 NAXIS: 1

A: 6.7506 ALPHA: 90.00 ROTX: 77.53 TRANSX: 0.33
B: 6.4902 BETA: 90.00 ROTY:164.31 TRANSY: 0.01
C: 163649 GAMMA: 90.00 ROTZ: 92.28 TRANSZ: 0.25

P2(1)2(1)2(1) Wa E: -16.93 PI: 0.605803 774

ELJ: -16.29 ECOUL: -0.6401 NAXIS: 1

A: 11,1624 ALPHA: 90.00 ROTX: 74.14 TRANSX: 0.27
B: 4.0034 BETA: 90.00 ROTY: 67.50 TRANSY: 0.26
C: 154139 GAMMA: 90.00 ROTZ: 78.84 TRANSZ: 0.36

P2(1)2(1)2(1) Wa E: -1693 PI: 0597010 900

ELJ: -16.16 ECOUL: -0.7638  NAXIS: 1

A: 13.0546 ALPHA: 90.00 ROTX:170.94 TRANSX: 0.13
B: 8.7197 BETA: 90.00 ROTY: 22.50 TRANSY: 0.13
C: 6.1402 GAMMA: 90.00 ROTZ: 8398 TRANSZ: 0.32

P2(1)2(1)2(1) Wa E: -17.10 PI: 0.604960 326

ELJ: -16.24 ECOUL: -0.8590 NAXIS: 1

A: 125729 ALPHA: 90.00 ROTX: 21.06 TRANSX: 0.27

B: 42192 BETA: 90.00 ROTY: 41.86 TRANSY: 0.19

C: 13.0028 GAMMA: 90.00 ROTZ: 22.50 TRANSZ: 0.13

STOP (called by ICE9 )

CP: 2974.353s, Wallclock: 3266.198s, 11.4% of 8-CPU Machine
HWM mem: 615023, HWM stack: 167396, Stack overflows: 0

Group 0: CPUseconds : 2974.35 CPexecuting : 495725628918
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Million inst/sec (MIPS): 17.34 Instructions : 51577017377
Avg. clock periodsfinst:  9.61

% CP holdingissue : 84.36 CP holding issue: 418172475945
Inst.buffer fetches/sec:  0.05M  Inst.buf. fetches: 138037461
Floating adds/sec  : 66.35M F.P.adds 1 197340694434

Floating multiplies/sec:  90.78M  F.P. multiplies : 269998011803
Floating reciprocal/sec :  7.27M  F.P.reciprocals : 21629444532

I/O mem. references/sec:  0.39M I/Oreferences : 1160793580
CPU mem. references/sec : 62.96M CPU references : 187261918977

Floating ops/CPU second :  164.39M

Job Accounting - Command Report

ja  19:46:51 0.0115 0.0031 0.0076 0.0007 0.0000 0.0525 0.0865
cft77 19:46:51 03795 0.2864 0.0472 0.0091 0.0231 0.7128 0.4752
19:46:52 00104 0.0030 0.0071 0.0002 0.0000 0.0291 0.0713
pwd 19:46:52 00131 0.0029 0.0087 0.0000 0.0000 0.0265 0.0000
sh  19:46:52 00255 0.0053 0.0066 0.0000 0.0000 0.0507 0.0000
ferch 19:46:52  2.6395 0.0041 0.0211 0.0004 0.0000 0.0425 0.0594
m  19:46:55 0.0080 0.0030 0.0047 0.0000 0.0002 0.0295 0.0000
segldr 19:46:55  3.1090 09991 1.2865 0.0363 0.7378 0.2670 0.1848
date 19:46:58 0.0072 0.0032 0.0037 0.0002 0.0000 0.0296 0.0715
aout 19:46:58 3266.2220 2974.3991 41.9970 0.0009 14.8636 0.5903
hpm  19:46:58 3266.3226 0.0054 0.0193 0.0002 0.0000 0.0315
pwd 20:41:224 00183 0.0030 0.0137 0.0000 0.0000 0.0264 0.0000
sh  20:41:24 00355 0.0053 0.0114 0.0000 0.0000 0.0509 0.0000
dispose 20:41:24 112.0257 0.0041 0.0303 0.0004 0.0000 0.0426




(1]
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