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About me

• Enterprise content systems architect

• 40th year in intelligent (structured) content

• Mentored by the inventor of structured markup language 

• Cross-trained at IBM as an information developer and software engineer

• Designed and built multiple generations of intelligent content supply chains 

• Multiple invention disclosures and patents in the content ML/AI space

• AI experience dating back to the early 90s with Expert Systems and LISP

• Formed the team at IBM that invented DITA in the late 90s

Asheville, NC



Artificial Intelligence and machine 
learning is simple and obvious. 

Don’t you?

Everyone gets it…



Agenda

Deliver the right content, to the 

right person, at the right time, 

and in the right experience.



We need to advance from providing 
reactive, failure-mode content to 
hyper-personalized, pro-active and 
assistive content

“As an industry, we’ve mastered creating content 

for everyone, but for no one in particular. “ 

mji

…and from more than just task-oriented, to scenario-oriented user assistance



The challenge

• Lots of talk about AI/ML-enabled content, but a 

paucity of information about how to get there

• The focus has been on making content intelligent,

but most discussions and efforts stop at reuse

• Too much focus on creating content intelligence, 

virtually none on applying that intelligence

• Too much focus on AI/ML bots, not on holistic 

cognitive content applications

• Virtually no discussion about the last mile: How to 

enabled cognitive content retrieval, organization, and 

delivery – treated as if it will somehow magically 

materialize



We can enable all these goals with a single intelligent content 
architecture and supply chain across the enterprise

Intelligent content AI (non-ML) content Cognitive ML content



Unified enterprise content 
experience and false 
prophets 

Much has been tried - and failed over the decades:

• Templates 

• Paragraph style standardization

• The “golden DTD”

• One CMS to rule them all!

• The canonical web portal

• Mashup portals 



AI/ML

Knowledge 
Graph

Ontology

Taxonomy

Terminology

Intelligent content object 
containers 

The semantic content maturity model (SCMM)

Self-describing objects and 

micro-objects

Source of linguistic truth

Classification and labeling

Concept relationship models

Concrete relationship models

Training and learning 

Applications

Cognitive Content

Semantic 

content 

assets

Intelligent 

content

Cognitive

content



AI/ML

Knowledge 
Graph

Ontology

Taxonomy

Terminology

Intelligent content object 
containers 

The semantic content maturity model (SCMM)
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What is a cognitive 
content supply chain?

A cognitive content supply chain is a strategy, an 

architecture, and an operational model that enables  

dynamic, machine-based retrieval, assembly, and delivery of 

non-linear content objects to provide humans or machines 

with knowledge that is based on predictive relationships 

between content objects and inbound signals.  

mji



Content object containers

• We need to advance beyond the component 

content model – to object-oriented 

• Ideally a document object model such as 

DITA or JSON,  but not exclusively

• Ideally inheritance-based (DITA) for 

maximum intelligence and flexibility

• Semantically descriptive wrappers

• Preferably typed content objects

• Portable metadata – intelligence travels 

with the content objects

• Microcontent / microdocuments

Collection 
object

DITA Map

Microcontent
object

Multi-element container

Microcontent
object

Multi-element container

Microcontent
object
Multi-element contained

Element 
object
Individual element

Element 
object
Individual element

Subcollection 
object

DITA Map

Subcollection 
object

DITA Map



Content 
type

Alias Alias Alias

Content 
type

Alias Alias Alias

Content 
Type

Alias Alias Alias

Enterprise harmonization 
of content types

• Collect all the names of content types 

from across the enterprise

• Include all content domains - from 

pre-sales through post-sales

• Define and manage it as one of your key 

enterprise content taxonomies This

becomes an important semantic asset we 

can use later.

• Define each content type in detail

• Assign content type classification labels 

to your content objects

• A DITA concept, task, reference and others are 

not content types, they are information types



Define and map content 
journey and experience

• Define the macro customer content journey

• Becomes another content taxonomy

• Apply it as temporal intelligence to content objects 

via taxonomy labels

• It enables the  “…at the right time”  

element of our content strategy 

• Map all your content types against the phases –

include pre-sales through post-sales content types

•

Discover Learn Try Buy Use Advocate

• Do it for every product or service offering

• It is also useful for planning content and identifying 

overlaps and gaps across the enterprise

• Workflow patterns and micro-workflows (micro-

journeys) are also needed.  Workflow patterns are 

multi-task sequences for a specific goal.

Explore Evaluate Embrace Extend Expand

Journey

Stages

Experience



Terminology governance
words matter, and they really matter with NLP and NLU

• Active terminology management

• Foundational, not optional

• Critical to align and harmonize 

content with:

• Taxonomies

• Ontologies

• Knowledge Graphs

• Consistent terminology improves organic 

SEO and accelerates taxonomy 

autoclassification

• Use with computational linguistic services

(term mining and in-editor author assist) Formal terminology database 
(TMB)

aka: controlled language, including thesauri and synonym rings



Computational linguistics services

Active content governance

• Content quality and consistency isn’t optional

• Real-time, assistive AI editorial authoring assist 
• Accurate and consistent product and feature names 

• Consistent use of business terminology

• Consistent tone of voice

• Simplified and consumable

• Accurate grammar and consistent writing style

• It’s also essential to harmonize content before translation 

memories are generated to minimize translation and re-

translation costs

• Helpful for non-professional content contributors

Findable

Clear

Consistent

Accurate

Engaging

Credible

Measurable

Effective

Efficient

Ensure Avalara “speaks” with one 

consistent voice 



Build and manage 
enterprise content 
taxonomies

• Taxonomy is a classification of things

• If you’ve navigated eBay, you’ve used one

• Is a grouped or hierarchical controlled vocabulary

• Apply taxonomy labels to our object containers 

• A few key taxonomies for AI discovery and retrieval:

Product 
line

Product 
family

Product 
group

Product 
subgroup

Product

Product

feature

Subject 

Taxonomy

Purpose/Task 

Taxonomy

Journey 

Phase

Taxonomy

Experience  

Phase

Taxonomy

Content Type

Taxonomy

Audience / 

Persona

Taxonomy

Products and 

Features

Termbase



Taxonomy creation and 
management

Tools such as PoolParty Thesaurus ServerTM

simplify taxonomy creation and management 



A taxonomy 

of viruses



• AI-driven personalization and retrieval 

depends upon machine learning

• It’s a conversation – not limited 

to chatbots

• Uses natural language processing 

(NLP) to parse input signals

• Returns answers or search results 

based on probability

• Learns and improves with use

Core concept:
Machine learning

•Conversational 
interface

Utterance

•Noun
(subject)

Entity

•Verb 
(predicate)

Intent

•Probability

Response

•Confirm

•Reject

Learn

Confirmation, false positives and additional signal requests



Core concept:
Object container metadata

• Assign taxonomy labels to objects

• Collection (such as a DITAMap)

• Whole topic

• Element (microcontent)

• Spanned elements using <DIV>

wrappers (microcontent)

• Injects explicit intent for AI 

discovery and retrieval

• Creates precision objects

• Harmonize these taxonomy labels 

with content terminology 



Core concept:
Object container metadata

• Assign taxonomy labels to objects

• Collections (such as a DITAMap)

• Whole topics

• Elements (microcontent)

• Spanned elements using <DIV>

wrappers (microcontent)

• Injects explicit intent for AI 

discovery and retrieval

• Creates precision objects

• Harmonize these taxonomy labels 

with content terminology 

<topic id=“someunique" xml:lang="en-us“>

<title>Some title</title>

<shortdesc>Some short description</shortdesc>

<prolog> <metadata>Metadata

<DATA subjecttaxo=“subject label”/>

<purpose purposetaxo=“purpose label”/>

<journey journeytaxo=“journey phase label”/>

<experience phasetaxo=“experience phase label”/>

… Plus, other taxonomy labels as appropriate (product, 

feature, audience, etc.

</prolog>

<body>

<p>This is generic filler text.</p>

</body>

</topic>



Core concept:
Autoclassification

• Automatically assign metadata to content 

objects by training an ML-based autoclassifier 

or use a rules-based service

• Ideal for classifying large volumes of 

existing content

• Far higher precision and lower cost 

than human classification

Set-up an 
autoclassification 

service with 
selected 

taxonomy

Trainers supply 
representative 
content to the 
autoclassifier 

(ML) or a rules-
based service

Trainers select 
the best labels 

(ML) 

Iterate until 
precision 

exceeds 90%  or 
higher precision

Use the 
autoclassifier to 

batch assign 
labels

• Available autoclassification services include Watson 

Natural Language classifier, TopBraid EDG, and 

PoolParty Semantic Classifier

• Maybe we can convince the computational linguistic 

providers to integrate with an autoclassifier? 

It would accelerate training (crowd-sourcing). 
Acrolinx, Congree, HyperSTE – are you listening?

https://www.google.com/books/edition/Building_Cognitive_Applications_with_IBM/ESuFDwAAQBAJ?hl=en&gbpv=1&printsec=frontcover
https://www.topquadrant.com/products/topbraid-tagger-autoclassifier/
https://www.poolparty.biz/semantic-classifier/


Core concept:
The triple

• A triple is the core element of  structured knowledge bases -

ontologies and knowledge graphs. Both ontologies and knowledge 

graphs are based on “nodes”

• Consists of three basic elements:  Subject + Predicate + Object

• A triplestore stores these models as a network of objects with 

materialized links between them

The triple  — it is easy to build out massive 

networks of connected information. This 

structure then allows sophisticated exploration 

across this network and offers new insights into 

the organization's information.  [cool video link]

Ian Piper
TELLURA INFORMATION SERVICES

From THE KNOWLEDGE GRAPH 

COOKBOOK RECIPES THAT WORK
Michael

Has 

employer

Avalara

Subject Object

Predicate 

(verb)

RDF 

Triplestore
Graph 

database

The triple

URI URI

URI

SPARQL
Graph query language

Content lake

https://www.youtube.com/watch?v=dGxmgA8mWQc


Create an ontology

• An ontology identifies relationships between concepts. It tells the 

machine what those relationships are for machine retrieval. It is 

encoded in Ontology Web Language (OWL) which is an XML 

schema.

• Consists of triples (Subject + Predicate + Object) and stored in a 

database called a triplestore (also called an RDF store) for the 

retrieval of triples through semantic queries. 

• Acts like a schema. The DITA DTDs  are a schema. It can be 

represented as an ontology.

• Enables terabytes of data to be reduced to only a few gigabytes of 

relevant data allowing more precise and effective semantic search.

• An ontology sets the foundation for a knowledge graph to capture 

data; it serves as the backbone for a knowledge graph (next).

“Think of an ontology as a

taxonomy of taxonomies.”

Val Swisher
The Personalization Paradox



The DITA content model represented as an ontology



The DITA concept topic type 



Create knowledge graphs

• A knowledge graph is a structured representation of facts, 
consisting of entities, relationships, and semantic 
descriptions captured as a semantic graph.

• Where an ontology provides a concrete representation of 
real-world objects and their relationships, a knowledge 
graph extends and modeled on an ontology. The graph 
makes extended inferences and predictions; it expands, and 
continually improves over time.

• The knowledge graph provides context and additional edge 
knowledge from it draws those inferences. 

• Whereas an ontology specifies the formal semantics of the 
data, a knowledge graph captures additional intelligence 
over the stored data for intelligent content retrieval, 
organization, and delivery.

An example of knowledge base and knowledge graph

A Survey on Knowledge Graphs: Representation, Acquisition and 

Applications

https://arxiv.org/pdf/2002.00388.pdf


Taxonomy vs. Ontology 
vs. Knowledge Graph

Ontology Knowledge Graph
• Describes conceptual relationships in the 

context of a specific domain (e.g. tax compliance)

• Ontologies only model general types of things 

that share certain properties, but doesn’t 

include information about specific entities

• Essential to select the right combination 

or taxonomy and ontology for AI/ML 

successfully extract content for delivery

• Defines concepts and the properties that 

describe them

• Serves as the foundational data model for a 

knowledge graph.  You can use an existing

ontologies or develop a custom one for a 

specific domain.

• An additional (virtual) data layer – for a 

specific instance versus a general ontology

• Extends an existing ontology; represents 

real-world objects and their relationships 

(such as content topics)

• Grows and improves over time with 

additional intelligence

• Links all your data together, at scale,

whether structured or unstructured

• Adds extended data about individual 

entities (called edge data)

• Used by AI/ML to recognize patterns 

(cognitive intelligence) and predict new 

relationships

Taxonomy  
• Static

• Classification of things

• Lists or hierarchical 

relationships

• Multi-domain

• The problem with 

taxonomies alone :  They 

don’t describe relationships 

outside of the list or across 

different branches of a tree



Knowledge Graphs

Building relationships for ontology and graphs

Triples



Off-the-shelf  
solutions 

• A few headless (cCMS) systems can ingest and use 

structured knowledge assets to create personalized 

experiences.

• Some can be used as a type of content middleware

to aggregate content from multiple silos and 

provide an integrated enterprise content experience.

• They may use AI or business rules rather than deep 

learning, but they are well-positioned advanced 

semantic technologies.

Content lake

Federate content from any silo, any format

Omnichannel

Delivery

Portal Bot
Portal

Portal
Bot

Bot
Embedded
Embedded
Embedded



Content is functionally siloed in most organizations

Product Help

Developer

Messaging

Support 

Partner

Marketing

Learning

• Customers forced to use multiple portals

• Disparate source formats

• Siloed production in different CMSs

• Output in multiple formats

• Siloed in isolated delivery channels

• Content cannot be integrated

• Portal mash-ups don’t solve it

• Improved search doesn’t solve it

• Common authoring tools don’t solve it

• They don’t want to forage for content

• They don’t think about content silos

• They don’t want search multiple sites

• They want an integrated content experience

Customers want a one-stop shop for content



The three-tier enterprise  
AI /ML content supply 
chain architecture

Any repository, any authoring 

tool, any content format or type

content middleware (headless cCMS)

AI Semantic 

Knowledge  

Assets

Content lake

Omni-Source

Omni-channel



Other Content 

Production

Content Lake
Developer

Content 

Production

Sales Enablement

Content

Production

Support 

Content

Production

Partner

Content 

production 

Marketing

Content 

Production

Support portal

Learning

Content 

Production

OMNISOURCE / OMNICHANNEL 

CONTENT 

AI

Knowledge 
Graph

Ontology

Taxonomy

Terminology

Product Help 

Content 

Production

Deliver any combination 

of content to any 

channel
Learning portal

Help Portal

Marketing portal

Developer portal

Sales portal

Other content portal

Partner portal

Contextual 

in-app UX

Chat bot

Connectors Connectors

Any authoring tool, any 

format, any repository.

No changes needed.



Workflow patterns and 
micro-workflows 
(scenarios)

• Businesses need to solve complex scenarios, 

not just one-off tasks. Most are sequenced,

multi-task workflows.

• We’re used to constructing prescriptive collections and 

navigation that support everyone, but no one in particular.

• We can model and encode prescribed product use patterns to 

do dynamic construction of navigation for machine retrieval of 

multiple objects to support multi-task scenarios?

• Workflow patterns and micro-workflows can be captured in

machine-readable format and used as initial patterns for 

dynamic content organization with a knowledge graph.

• He also become the basis for machine-learning based on what 

the user does with the resulting dynamic collections. 



Moonshot
Weaving it all together

• Generate multiple graphs from multiple sources, including

• Domain graph from content corpus or corpora from 

semantically self-describing and enriched (taxonomy) 

objects.

• Graphs from user personalization metadata

• Graphs from patterns for automatic content organization 

• Workflow patterns and micro-workflows

• TOCs (can be derived from DITAMaps)

• …even relationship tables!

• Use linked or stacked graphs to mine one another

• Mine the graphs for insights not previously feasible or possible

• Generate a result graph (or map) – then feed it to a cCMS for 

dynamic search, retrieval,  organization, and delivery Achieving proactive, dynamic, non-prescriptive 
search, retrieval, organization, and delivery



A whole new genre of graph-
powered  content applications

• Discovery and insights

• Precision answers (chatbots)

• Smart recommenders

• Dynamic assistance

• Autonomic content

• Mine a graph of your content corpus to discover 

duplicate, overlapping, or conflicting information

• Discover the effectiveness of content, not only what content is used, and 

which content is unused or underused, but why and what content do they 

use instead, or what alternate actions do the users take

• Answers to previously elusive questions such as what role post-sales content 

plays into revenue generation, conversions, upsell and cross-sell.

• A dynamic collection and its sequence can be altered based on the path a 

user takes in real-time. 

• Models can self-adjust based on what the user does with the dynamic 

content, such as save and reconfigure personalized content collections.

• Progressive content can be truly dynamic and interactive. As users request 

more information the content becomes elastic; it can expand or contract on 

the fly. Moreover, the system can learn from the inbound user signals, 

reconfigure, and heal itself.

Some graph-driven application classes:



Dynamic content and 
dynamic content for 
scenarios

Graph query + 

workflow pattern

Automatic machine-

sequenced table of 

contents to assist with 

complex scenarios

Dynamic content using only taxonomy



Autonomic content

• Responsive content – automatically 

change, expand, contract, or repair 

content.

• Use the constantly changing signals to 

adjust the content scope and 

configuration as the cognitive system 

learns – even make automatic 

corrections.

• Natural language generation (NLG)1

• Robotic content generation, such as 

Videate™

• Intelligent (interactive) highlighting 

• During content creation:  AI training for 

defining micro documents (elements and 

spanned <DIV> content elements)

• End-user highlighting: Crowdsource 

adjustment of content object scope

• AI/ML learning based on custom collection 

assemblies  

1 Wordsmith,  Automated Insights 

https://automatedinsights.com/white-papers/


Our roadmap

Objects (DOM)

Create intelligent objects

Content types

Define and harmonize 

content types

Content models

Align content models

Content journeys

Define and map macro and
micro content Journeys

Terminology

Active terminology governance

Taxonomy

Create key taxonomies

Autoclassify

Assign labels to 
content objects

Ontology

Create relational schema

Knowledge Graphs

Enrich with intelligence, 
then mine them

Deploy

Ingest and use with 
semantic application(s)



A glimpse of the future

What else might we imagine…
(BHAGs – Big, Hairy, Audacious Goals)



Hyper-personalization

• User signals (utterances) are not static!  Yet that is 

often the default assumption (that is, wait for the next 

query).  We cannot not communicate!  We can enable 

our systems for continuous signal acquisition.

• Utterances can be captured as structured content 

rather than queries and mapped against KGs?

• What if we could virtually watch over the user’s 

shoulder (with permission of course)? “Help 
needed on aisle 6!”

• Including emotive and other signals.

• Blockchain just might provide that ability…
Geroni, D. “Hybrid Blockchain: The Best of Both Worlds”, 

101 Blockchains, January 28, 2021

https://101blockchains.com/hybrid-blockchain/


Blockchain for 
responsive and adaptive 
user assistance

• Blockchain isn’t just for Bitcoin or financial transactions, 

It’s an immutable ledger of transactions, which to us 

equate to utterances

• Each user assigned their own wallet – continuous 

record of transactions over time

• Public-private model – anyone can participate, 

but impossible to hack 

• Improves signal-to-noise ratio

• Microcredits: Content objects as NFT’s  to integrate 
and deliver 3rd-party content by merging content 
knowledge graphs!

Content portal

Application

Private 

Database

User 1

Wallet
User2

Wallet

Semantic 

search

cCMS

Transactions 

Utterances

User 1
User 2



Summary
Download full paper: ThinkingDocumentation.com

Summary

https://thinkingdocumentation.com/downloads
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