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The Ultimate Direction of Distributed Architecture Evolution

1994

PostgreSQL

ORACLE’ Db2 7581 server

Since 1996, there have been no new mainstream OLTP database in the world

Standalone architecture REE arcthecture ot Gl DRCE Distributed architecture with middleware Native distributed architecture Integrated architecture + HTAP
usiness
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Data consistency

Genuine distributed

1960s 1990s
Typical products:

Typical products: Cobar,
MyCAT, DRDS

Typical products: Oracle, Based on traditional standalone
Db2 architecture, the business layer was
responsible for handling distributed
transactions.

Spanner, OceanBase, TiDB

™ OCEANBASE
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2020s

Typical products: OceanBase

Source: White Paper on Big Data (2018) from CAICT

www.oceanbase.com



OceanBase Milestones

Period 4.0

Integrated architecture,
multi-cloud deployment

Period 3.0
HTAP Engine

Period 2.0

Native distributed database

Period 1.0

Distributed engine

SQL engine, high availability with multiple Compatibility, scalability, Batch processing, enterprise-level

Distributed KV storage

replicas multi-site disaster recovery features, HTAP
2010 2013 2014 2016 2017 2019 2020 2021 2022 2023
Product Expansion of | Core transactions | Full business Multiple Breaks world Independent Large-scale Public cloud released, | Integrated product for
initiation scope go live coverage financial clients  records commercialization expansion Expands overseas single-server
distribution
OceanBase's Served dozens of Supported Alipay's core Launched Alipay's Completed the final Oracle compatible TPC-C 7.07 tpmC, Releasing the HTAP Single-server distributed Number of customers

first customer eCommerce transaction system,  core accounting and Oracle core breaking its own world engine integrated architecture surpasses 1,000
platforms of handling 10% of Singles’ payment systems replacement for Ant Public cloud in record, surpassing
Alibaba Group Day transaction volume Group's core systems service Oracle by 23 times TPC-H 1,526 tpmC Public cloud launched, North Ranked No. 1 by market
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Achieved RPO=0 and RTO
< 30s for the first time

Supporting a
payment peak of
120,000
transactions per
second and
transaction peak of
175,000
transactions per

Nanjing Bank
became the first
online user

Singles’ Day set a
peak record of 42
million transactions

TPC-C 60.88 million
tpmC topped the
list.

Singles’ Day sets a
peak record of 61
million transactions

Launches core systems
for top customers

topped the list,
becoming the only
distributed database to
top both TPC-C and
TPC-H

Community edition
released, access to 3

American site goes live

Listed on AWS Marketplace

share in the finance industry

WWWw.oceanbase.com



Cost-Effective and High Performance SQL Database at Scale

OceanBase is a high-performance, scalable distributed database designed for intensive transaction
and real-time operational analytics workloads. It is the #1 Database on Modb DB Ranking, serving

more than 1000 customers globally and supports Alipay in all its mission critical workloads.

World #1

*TPC-C and TPC-H world
record

e Achieved 61 Million
QPS during 11.11

B OCEANBASE

> 70% TCO Reduced

e Cutting edge compression
technology reduce storage
by up to 90%

* Multi-tenancy architecture

RTO <8s

*City-level disaster
recovery capability deploy
"Five IDCs across Three

Cities” and ensures RPO =
0, RTO<30s.

*v4.0 promises RTO <8s

>1000

*Customers including
market leaders within
Banking, Finance Services,
Insurance, Enterprises,
Fintech, Digital Natives.

www.oceanbase.com



Trusted by over 1,000 brands globally
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Oceanbase Recognized as a Leader in Distributed Database

= OCEANBASE
-
ISO/IEC 20000-1:2018. OCEANBASE
Service Management System )
ey named a Challenger H#1
g; so;? In The Forrester Wave™: Translytical Data Platforms , Q4 2024 Pa Centreézi'nEa;’c\i’aBl;;:nology

OceanBase is included in The Forrester Wave™:
(O E Rl A2 Translytical Data Plstforms, QU 2024 for the first time.
Engine

OceanBase Is. a good choice for
organizations that want a basic,
OUTP 4! ouap cost-effective translytical data platform
with SQL compatibility, particularfy for
@ ﬁﬁ those migrating from legacy databases.

Compliant

e

I QUALITY

m I VANAGEMENT SYSTEM
bsi '

SIS soec bSl IS0 22301

270 Business Continuity
Information Security Management
Management

CERTIFIED CERTIFIED

#1 Data Centre - Financial
Technology
PH Tech Excellence Awards 2024

Global #1 TPC-C Benchmark
2x winner for high performance
transactional benchmarks

= OCEANBASE

bSl IS0 27018 bSi ISO/IEC I| ; l’

Personal data in
27701
the doud Privacy Information
Management
CERTIFIED CERTIFIED

Worldwide Certifications

Oceanbase commitment towards data
protection and international guidelines

™ OCEANBASE
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Leader in Distributed DB

IDC Marketscape Award

Gartner

Peer Insights
Customers’
Choice 2023

OceanBase Received

Honorable Mention

for the Second Consecutive®ear
in the 2024 Gartner® Magic Quadrant™ Report

Gartner.

Honorable Mention CloudDB
2x Award Consecutive Years by
Gartner

en.oceanbase.com



OceanBase Landscape: Open Technology Ecosystem

Over 750 mainstream products jointly built the open technology ecosystem

Expose APIs for
underlying
capabilities

» Database core
parameters
* Monitoring API
* Maintenance API

™ OCEANBASE
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A single, resilient and unified database for multiple scenarios

OceanBase Community Edition OceanBase Enterprise Edition OB Cloud Database

OCEANBASE Native Distributed Database
= $ . . Ecosystem Products
Developer  Cloud Platform Relational Database Integrated Solution
Center ODC OCP ‘=. TuGraph (Graph
1 oLTP L HTAP 2N Database Database)
.> - ¢ Appliance E Time Series Data
E CeresDB
Migration Data Migration
Assgsl\s/me”t SEMIEES QU OceanBase Distributed Kernel Professional Services
. . . . . Technology | On-site | Consulting |
5 né SQL Engine Storage Engine Distributed Engine Training
Autonomous Other 3rd-Party Oracle/MySQL Lob/GIS/Json/KV . TD'St”bl:.ted Multiple Replicas
Diagnostic OAS Tools , KV Engine fansactions Oben Ecosvstem
Parallel Execution Vector Engine/ Redundanf:y, Dlsa.ster. Recovery P y
Integration
Infrastructure Support e Private Deployment (o Private Cloud § Public Cloud ‘D Hybrid Cloud

™ OCEANBASE www.oceanbase.com
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OceanBase @ Multi-Infra: On-Premises / Multi Cloud / Hybrid Cloud

OCEANB-ASZ OCEANBASZ OCEANB-ASZ=

On-Premise
l ‘ Private IDC

-
Alibaba cloud “ Other clouds

Hybrid Cloud

é
=

Private IDC m

OCEANBASE



Data&Al Era: Converged Computing Capabilities for Gen-Al

/Data Access: Exact Match (SQL/NoSQL) + Approximate Match (Vector Search)

OLTP/OLAP-SQL Query NoSQL-Query

I - - » Transactional B H « HBase-API — S - Image search

-- - - * Analyt.lce.‘l . . « Redis-API OQ—M e Text Matching

I - - o Ma.t.erlallz.ed view . JSON-API Y : . Audio Search

- -  Unified with no latency . n,.m

I
)

Data Mode: Multi-Mode

Document  [liSpatial
- N B B - I -~ . - (c) ©
———] B B B m . -, . 5
IR O O B » VIS >
B B N B I - . - (o)

-

| Storage: Structured & Unstructured Data

Block Storage(EBS/Local SSD) _

Object Storage(0OSS/S3)

o




OceanBase Key Feature: High Availability

Monolithic database

S
w |
L

- Data Loss: Cannot guarantee
consistency in case of failure

» FO cost: High maintenance cost for
cold stand-by

OCEANBASE

l
Driver/Proxy
| | l « Zero data loss
OBServer1 OBServerz _____________________________________________ e Consensus protocol based on

Multi-Paxos

P1 P2

« Unattended HA

Highly available when
minority of nodes fails
RPO = 0, RTO <8s

OBServer 6

P5 P6

 Rolling Upgrade
Symmetric nodes
all replicas are active
Easy for maintenance

n Leader
“ Follower



OceanBase Key Feature: Transparent Scalability

! » Data automatically rebalanced to different
Driver/P
| ”Verf o | IDC and Cloud VPC
OBServer OBServer OBServer  Application-unaware, no need for data

sharding refactoring

OBServer OBServer OBServer

m m During 11.11 every year, more than PB size data in

« Supports online scale down

Alipay can be elastic scale to Cloud IDC in few hours.

OBServer (new) OBSetet {se) OBServer (new) And this process can be completed by 2-3 DBAs

“ Leader

ZONE1 ZONE2 ZONE3 Follower
OCEANBASE




OceanBase Key Feature: High Performance

TPC Transaction Processing

tformance Council
« TPC-C official world record 2020 (20 times tpmc than Oracle ) ST EEIFHIEE
chanBaseHﬁ&'lﬂ‘ﬁ!ﬂﬁ

- TPC-H official world record in 2021 (30TB data size Analyze)

155785
( 8242 : FHtpmC)
=3 Alibaba Cloud Elastic
:=f~:_ e L e aa Compute Service Cluster 707,351,007 3.98 CNY MNH 06/08/20
=5” Alibaba Cloud Elastic .
AT
f JAnandiaL | Compute Service Cluster B, B0D 6.25 CNY NR BRIASHES
J
\;—%ﬂﬁﬂw - _ /
ORACLE T3-4 EENEI'S— 30,249 688 1.01 USD NR 06/01/11
T E T IBM Power 780 Server
ORACLE SPARC T5-8 Server 8,552,523 55 USD NH 09/25/13
ORrAcLe | SunSPARC Enterprise 7,646,486 2.36 USD NR 03/19/10 200" 0 s 4R
! TE-M[] EH-WET Cluster okl .

— ”I ® TPC (Transaction Processing Performance Council) , BRRBSEBERS
. B Alibaba Cloud Linux R& WETTPC-C. TPC-H, TPC-DS St i, HPTPC-CRHBUIERE
- 1 OCEANBASE lou nB 15,265,305 | 4,542.13 CNY MR 07p1/21 | OceanBase V3.2 Corvar 210 05/19/21 ¥ ESWELE (OLTP) FENEANTIT,
L p— L J ® tpmC, §FoMRELEBOHMTRITH,
b H E SopeTTomE e 1 446 701 2 1 ey Microsoft SQL Server 2019 Red Hat Enterprise e
Bu L 2 meprunm Server 1,446,70 74413 USD NH 03/25/21 Enterprise Edition 64 bit Linux 8.2 03/25/21 N

ol I I Il Iy Cisc 0 Ms — o e 110 . Microsoft SQL Server 2019 Red Hat Enterprise — BRI TPC-CEM

ORACLE I

OCEANBAS=E



OceanBase Key Feature: Cost Effectiveness

AZ1 AZ 2 AZ3
OceanBase Cluster (4 tenants) x1 == RAC Cluster x 4
leader " follower " follower
tenant 2 [l follower leader " follower
tenant 4 [ follower " follower leader
Physical Physical Physical
Server Server Server
Monolithic database » OceanBase
® Multi-tenancy (CPU/Mem resource isolated) ® Storage saves /0%+ on OceanBase
® Max resource utilization ® High compression ratio/Storage encoding engine
® |[nstance on-demand configuration (effective immediately) ® No performance trade off

® Read-write separation on follower node

OCEANBASE www.oceanbase.com



OceanBase Key Features: HTAP(Transactional + Analytical Load)

One unified system for both TP & AP

TP app AP app TP app AP app

Primary cluster Standby cluster Leader node Follower node

v v - v

— T — T
— S — I

One cluster

Two clusters
Row store/PAX+Column store

—____—  tablesync ——  — I N N
=
5

EE[E
~— I — I

OCEANBASZ

* High cost, low cost-effectiveness
* Significant latency and data inconsistency
between primary and standby clusters

* Low cost, high cost-effectiveness

 Millisecond-level latency and consistency
between leader and follower nodes

WWW.0ceanbase.com



HTAP in one OceanBase cluster(MPP x PX engine)

OLTP business

ServerT

OLTP business

OLAP real time
Data warehouse

OCEANBASE

Paxos Group

HTAP Integration

Provide services for real-time data
warehouse scenarios

 Used as a classic database, no need to
distinguish OLTP/AP, saving additional
construction cost

» OLAP can be achieved through
different types of OB data replica,
which far exceeds heterogeneous data
replication solutions in terms of real-
time and efficiency



OceanBase Key Feature: Highly Compatible with Oracle/MySQL

OceanBase @ Oracle-mode OceanBae @ MySQL-mode

*95% compatible with Oracle ‘99%+ compatible with MySQL

-Data types: char, varchar2, number, date, timestamp, blob, clob, -Data types: char, varchar, number, timestamp, blob, text, and
binary float, binary double, raw and other 21 basic data types most other basic data types

Common SQL statement: select, update, insert, delete, merge, etc. Common SQL statement: select, update, insert, delete, multi-

-Data objects: triggers, views, DBLink (OB to OB), foreign keys, table DML, etc.

constraints, sequences, custom functions -Data objects: views, custom functions

Stored procedures: support common functions, system packages *Most of the built-in functions, information schema

* Built-in functions (105/131), dictionary views (40/414)  Analysis functions: window functions, etc.

« Analysis functions: CTE, window functions ,hierarchical queries, «All privilege management capabilities, secondary partitioning,
pivot, grouping sets/rollup updatable views

*Oracle-compatible security features such as permission control,
auditing, encryption, etc.

«OceanBase's current Oracle-compatible model is mainly based on
Oracle 11.2

OCEANBASE



How to conduct Seamless Migration?

Mock OceanBase cluster as a standby instance of Oracle/MySQL using OMS

Business

Business Application
Application

—————————————————

reeeccceeeeeereeeeeaaaaaanns € e

Data Migration/Validation

Oracle/MySQL to OceanBase Migration Steps

Step 1. Use OMA tool to assess the migration effort;

Step 2: Use OMS tool to perform data migration from Oracle/MySQL to OceanBase;
Step 3: Data validation and incremental data replication both included in OMS project;
Step 4. During cutover, switch the user traffic from Oracle/MySQL to OceanBase;

Step 5: (If needed) one-click lossless rollback solution via reverse data sync replication.

OCEANBASE
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Digital Transformation and Upgrades

4 Key Benefits

Cost-Effectiveness

Reduces storage costs by
70%-90%

Multi-level Scaling

Support vertical, horizontal, and
tenant-level scalability

.7

Hybrid Cloud Deployment

Support private cloud, hybrid cloud,
and public cloud

Real-time Analysis

One engine supports both OLTP
and OLAP

6 Application Scenarios

Reduce Database Cc

Customers aim to minimize database costs, optimize resource
utilization, and enhance overall organizational efficiency.

Advantage: Advanced compression, public cloud, native multi-
tenancy, auto-scaling, and more.

J

Managing Traffic Pe:

Cloud services offer rapid scaling capabilities, enabling quick responses to
sudden traffic peaks like promotions or product launches. This ensures
seamless scaling and high scalability to meet business demands.

Advantage: Shared-nothing architecture, transparent horizontal
scaling, multi-server auto-scaling, temporary scaling, and serverless
product capabilities.

-

~

™ OCEANBASE

Unified Infrastructure

Supports large-scale multi-infrastructure deployments, simplifying
underlying technology complexity and avoiding vendor lock-in.

Advantage: Compatible with AWS, Tencent Cloud, and other
major cloud providers, 24/7 professional maintenance, flexible
Maa$S and DBaaS management modes.

/

-
Enhancing Business £

Critical businesses require high database availability to ensure
business continuity and reduce pressure on high availability
guarantees.

Advantage: Paxos algorithm, tolerates data center-level failures,
RPO=0, RTO<8s, supports online DDL, multi-data center/single data
center/dual data center multi-copy disaster recovery solution.

Overcoming Share

Distributed database capabilities effectively address performance issues
during rapid business expansion and significant data growth, eliminating
the need for sharding and its associated challenges.

Advantage: Supports distributed transactions, eliminates single
points of failure enables smooth scaling and automatic load
balancing, with applications unaware of the underlying architecture.

Resolving M

MySQL's analysis capabilities are limited. HTAP capabilities eliminate the
need for additional synchronization links, reducing costs and enhancing
real-time analysis efficiency.

Advantage: HTAP enables data for transaction processing and real-
time analysis, supporting vectorized engines to address slow SQL
Issues.

en.oceanbase.com



Cases of Digital Transformation and Upgrade

W I 1H

Leading Intelligent Manufacturing System
Integrating Li-MOS and warehouse management systems with OceanBase, including car and

autonomous driving systems, on the OB Cloud enhances stability in intelligent manufacturing and
safety in autonomous driving.

Car Cloud Business Achieves
Cross-Cloud Active-Active

Improve Li-MOS Production
Line Continuity

Reduce Database Failures
by 80%

/
= e L
- —
@) BRI
Next-Gen Distributed Membership Systems Database
Key membership and inventory management systems migrate to the OB Cloud significantly
reduce costs, increase efficiency, and more effectively manage traffic peaks.
Stable Support for Surge in AHTIAP. Bgosts I:.eal-gime Overall Database Cost
Holiday Demand nalysis Omp% 'Ng rower Savings of 50%
by 45%
/

POP MART

Next-Gen Distributed Vending Systems Database

Core vending system migrate to the OB Cloud for a smoother user experience

Tenant-Level Scalability
Reduces Scalability Time by
90%

Cluster-Level Scalability Easily
Handles Surge During
Promotions

System Continuity Reaches
99.999% During Promotions
and New Product Launches

™ OCEANBASE

-

C1EFenkTT

High Availability Upgrade To Accommodate Massive Data

Upgrading from MySQL to OceanBase for horizontal scalability,
strong consistency, high availability, and reduced operational costs.

Average Read Performance
Improved by 2x

Average Write Performance
Improved by 3x

Saved Storage Resources by
2/3

@) N

it ® B £ ¥

Digital Service Platform for Residential Industries

Upgrading from HBase to OceanBase for higher performance and stability at lower costs in

real-time fact and dimension table scenarios.

Performance Improved
by 3-4x

50% Hardware Cost
Savings

Significant Reduction in
Operations and Maintenance
Costs

\ { [
& =)
- / ONION GLOBAL

Global Data Achieves Cross-Cloud Integration

Product, order, user, and warehouse management systems migrate to the OB Cloud for real-time
synchronization, integration, and analysis of data across multiple infrastructures and regions.

Zero Data Loss in Extreme
Data Centers

Real-Time Analysis
Performance Increased by
Over 200%

Greatly Improved
Operations Efficiency




Improving Disaster Recovery for ICBC:
City-level Resilience with 3 IDCs across 2 Cities

Business Challenges

‘High Disaster Recovery Standards: Supporting trillions in corporate
assets, the wealth management business required uninterrupted 24/7
service and Level 5 disaster recovery capabilities.

Costly Infrastructure: Reliant on traditional large servers and closed
DB2 database architecture, the original systems incurred high costs

for disaster recovery setup.

‘Resource Inefficiency: Increasing business concurrency highlighted
the issue of insufficient database processing capacity. The standby
cold backup room remained unused, leading to low resource

utilization.

Solution

3 IDCs Across 2 Cities: OceanBase supports multiple data copies,
synchronizing nodes through the Paxos protocol for high availability
clusters and multi-site disaster recovery. ICBC's setup includes a
distributed cluster of 3 IDCs across 2 cities deployed in a "five-replica

+ a primary/backup" model.

‘Large Cluster Mode for Automatic Recovery: The cluster centrally
manages and schedules all server resources, dynamically calculating
and scheduling business loads on the most idle and reasonable
servers in real time. The fault management service automatically
diagnoses faulty servers, schedules transactions to healthy servers for
execution, ensures strong consistency of global transactions, and

requires no manual intervention.

™ OCEANBASE

Customer Benefits

P E T &R AT

INDUSTRIAL AND COMMERCIAL BANK OFCHINA

Enhanced Disaster Recovery: Achieve database dual-active set up in the same city, with remote RPO=0.
Attain data center-level disaster recovery with RPO=0 and RTO<30s, meeting Level 5 disaster recovery

standards for ICBC and ensuring 24/7 service requirements.

-Cost-Effectiveness: Improve high availability, provide strong continuity for business, and support
trillions in fund transactions. The system transitioned from large mainframes to ARM servers, using
locally manufactured servers, operating systems, and self-developed distributed databases. The
transformation to distributed systems maintains system performance and stability while reducing overall
Investment costs.

‘Increased Server Resource Utilization: Achieve a 75% database server resource utilization rate, enabling
easy horizontal scaling to increase cluster computing resources and improve processing capacity when
system processing encounters bottlenecks.
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GCash: Overhauling Distributed Architecture for National Wallet App G ccash

Business Challenges Customer Benefits
‘High operational costs: With GCash's daily transaction volume in the millions, the =~ <Storage space and cost savings: GCash smoothly migrated hundreds of databases to
original database's 10% monthly data volume growth required CPU upgrades for OceanBase without downtime, reducing the single database storage space to 1/10 of the
storage expansion, leading to resource waste and high storage costs. original, achieving 70% savings in data storage space and 40% savings in database costs.

‘Improved O&M efficiency: OceanBase aggregated the previous hundreds of instances into
just over 10 clusters, reducing data nodes by 80% and significantly simplifying O&M. OCP
supports online DDL operations and intelligent diagnostics based on the Oceanbase kernel,
greatly improving DBA O&M efficiency.

‘Business continuity risks: Issues in the original database's architecture design
become apparent as data accumulated, especially in critical business links, increasing
GCash’s business continuity risks.

‘Poor user experience: GCash's transaction system must handle high-concurrency Multi-zone financial-grade disaster recovery. GCash's three-zone high availability
scenarios for smooth user transactions. Delays as small as 1 millisecond in SQL architecture ensures business continuity without interruption if any single data center fails.
requests could cause poor user experiences, highlighting the system's sensitivity to RPO=0 and RTO <30 seconds, giving GCash multi-availability zone financial-grade disaster
high-concurrency requests and the potential for instability. recovery capabilities. The system uses data encryption to protect data security, with a less

than 5% performance degradation.
T

Solution

-Data migration and compression: OceanBase developed a tailored data migration
solution, leveraging Ant Group's SRE team's best practices. This solution uses OMS to
automate reducing source permissions, aligning incremental data, and reestablishing
connections on the target end. OceanBase's LSM-Tree-based compression

AVAN AZ 2 AVAE

Marketing

technology helps GCash compress massive data without loss.
: Core
-Architecture reorganization: OceanBase cloud supports multitenancy, allowing Transactions “Cluster
GCash to create about 10 clusters to accommodate hundreds of legacy MySQL
Instances as tenants. Core and general business systems are hosted in separate Payments
clusters, ensuring that issues in one cluster only affect 10% of the database system. U
A 3-zone high availability architecture: OceanBase's architecture ensures business |
e el . . . . . Financia

continuity if a failure occurs in any smgle zone, preyentmg data transaction loss. Aftgr R—, _ Side
the upgrade, the number of connections to a single-node of Oceanbase Cloud is Cluster

approximately 5-8x that of MySQL, supporting larger traffic fluctuations. Real-time Data

™ OCEANBASE



POP MART: Next-Gen Distributed Checkout System Database [{Ud Ll

Business Challenges Customer Benefits
- Difficulty handling traffic peaks: POP MART's product releases caused - Tenant-level scalability: POP MART can adjust tenant specifications to handle most small
sudden surges in business traffic due to popularity. Estimating capacity was business traffic peaks. Scaling for core business tenants takes effect in seconds, reducing
challenging, leading to over-provisioning and operational pressure, scaling time by 90% without additional costs and ensuring application performance.
requiring upgrades and adjustments during the early hours of each day. * Cluster-level scalability: POP MART achieves vertical and horizontal scaling by adjusting
- Complexity in cluster scaling: POP MART's database needed flexible scaling server specifications and quantities, ensuring system continuity during traffic spikes with
to adjust for traffic changes. However, traditional databases like MySQL 99.999% uptime during flash sales.
required changing server specifications, impacting the business. - Improved operational efficiency: Consolidating dozens of database instances into three
- Managing multiple database instances: POP MART's various businesses OceanBase clusters has significantly improved POP MART's operations team efficiency.
required numerous database instances, leading to uneven resource Operations personnel can adjust tenant CPU cores and memory sizes anytime, smoothly
utilization and cost challenges. increasing the maximum TPS for the entire tenant.

Multi-Level Scalability Solution

OceanBase supports triple-level scalability: tenant-level, server specification-level, and server quantity-level. With flexible strategies at these levels, POP MART's operations

team can effectively and cost-efficiently address traffic spikes of any size.

___________________________________________________________________________________________________________________
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Customer Stories: GCash E-Wallet System

Fee charge

Promotion
Trade

Payment

DebitTrans

Flux Net

RealTime Data

AZ 1

Tenant 3

Tenant 4

Tenant 5

Tenant 7

AZ 2

Tenant 1

Tenant 2

Tenant 5

Tenant 6

Tenant 7

Tenant 1

Tenant 2

Tenant 3

Tenant 4

Tenant 6

AZ 3

— Critical Cluster

— Non-Critical Cluster

Customer Benefits

After migrated to OB, with highly
compressed storage, customer
storage decreased by 70%-+.

OceanBase on cloud with 3 AZ high
availability architecture, providing IDC-
grade disaster tolerance

100 + applications and 200 + MySQL
instances are migrated to 10 OB
clusters.

After migration to OB, the TCO of
database is reduced by more than
30% on average.

leader Follower



Customer Stories: DANA E-Wallet system Qpann

Hybrid cloud deployment enables DANA to make business breakthroughs

Introduction . behnens. .

DANA is one of the leading wallet providers in

Indonesia. DANA provides digital payment and 0 99.99% 0
financial services to more than 50 million users of , .
BBM, the second largest chat tool in Indonesia. DB failure Service Data loss

availability

Challenges

® Increase database capacity along with rapid
business growth

® MySQL architecture cannot guarantee data
consistency upon failure

(€ AlibabaCloud AZ3

OCEANBASE www.oceanbase.com



Customer Stories: ****(Asia) Mobile Banking

OCP control panel

Mobile Bank Mobile Bank Mobile Bank
OCP1 OCP2 OCP3
APP/OBProxy APP/OBProxy APP/OBProxy
OCEANBASE
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OBServer3 OBServer8 OBServer13 OBServeri18 OBServer23
EEEE B EEEE
OBServer4 OBServer9 OBServer14 OBServer19 OBServer24
s EBEEE EEEE
OBServer5 OBServeri O OBServer15 OBServer20 OBServer25
s EEEE EEEE EEEE EEEE
ZONE1 ZONE?2 ZONE3 ZONE4 ZONE5S
IDC 1 IDC 2 IDC 3

OCEANBAS=E

Customer Benefits

» 5-replica OB architecture. IDC1 and
IDC2 can carry 95% of business traffic

« ZONE 5 in IDC3 for small business.
Exactly matches the current ICBC
(Asia) Oracle use case.

* When single zone or cross-zone
failure occurs in each IDC business
operations will not be affected.

» IDC3 provides NFS services for the
storage of backup sets and data
recovery in extreme cases.

 When IDC1 and IDC2 all failing, IDC3
can take over business traffic, the
overall architecture is highly available.



Customer Stories: Ant Bank in Singapore ANT BANK

Efficient operation and maintenance management of large cluster can be achieved by the flexible deployment
mode and multi-tenant architecture of OceanBase.

Business Challenges Solutions
« Private deployment leads to huge human input and time costs in station  The out-of-the-box OceanBase cloud services shorten the deployment

construction. cycle and reduce operational and maintenance costs. The OB 3.0 HTAP
. The separation of TP+AP tech stack increases data security risks. engine optimizes the overall database link architecture and unifies the

tech stack.
« A large amount of projects increase operation and maintenance costs.
. : : Increase Efficiency
Offline Analysis Public Cloud

Reduce Costs

o | Data 88 Benefits to Customers
Backflow

MaxCompute O”“”? APF « OceanBase’' s SaaS-based replication capabilities speed up station
Transaction construction.
. « Loosely-coupled distributed architecture can be applied to different
Hour Increment/ Real-time < Onl|n§ business needs, so customers don’ t have to change their habits.
Increment Accumulation mh Synchronization Q Analysis + OceanBase’ s real-time analysis capabilities improve the efficiency and
DATAWORKS OceanBase 3.0 accuracy of online verification and control capital risks.

OCEANBASE 32 www.oceanbase.com



Customer Stories: ** Cross-border e-commerce system

OceanBase
System CDU pon observerl observer2 observer3 control
panel

s

a
AWS OceanBase xxx cluster
XXX OMS | AWS Oceanse vor cluser
System XXX Zonel TS
observerl observer2

OMS

T
observerl observer2 observer3

Wishlist
System

observer3

CUSTOMER BENEFITS
Online business Completely solved OCP providing Multi-cloud deployment:
Massive business with high Issues of business complete intelligent AWS + Alibaba Cloud
data growth concurregn Impact caused by AWS maintenance Cloud IAAS resource max
04 EBS IO periodic stalls product utilization

OCEANBAS=E



Takeaways: Why OceanBase?

s High Performance: 61M gps in Double 11;TPCC/TPCH benchmark world record in 2020.

Easy to Scale;

MPP architecture with parallel engine.

s Unattended HA: Automatic disaster recovery in 8s, Multi-Active in 3+ data centers.
m Zero data loss: No data loss when in disaster recovery
m Cost Effective: 30%+ cost optimization comparing with Oracle/MySQL for the same scale.

s High Compatibility: Less than 5%%

m Smooth Migration: Easily migrate

m Battle-tested:

application change required on Oracle/MySQL

various kinds of database to OceanBase using OMS Tool.

* Support Alibaba Double 11 shopping event over the past 10+ years,

* OceanBase

nas been widely used in core systems of various industries.

* Well provec

in Bank& Insurance, Transportation and Government customers.

*5% is based on the statistics of previous use cases. Migration may involve application modification depends on
customer actual use case

OCEANBAS=E



Thank you!
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