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Abstract

This paper names a dangerous but poorly articulated failure mode in contemporary Al systems:
epistemic mode collapse. Humans naturally assume that declarative statements made by an Al
are the result of researched comparison and factual reporting.

In reality, Al language systems frequently alternate—without signaling—between
fundamentally different modes of knowing: reporting, distributional inference, structural
coherence evaluation, and generative extrapolation.

When these modes are expressed in identical linguistic form, trust becomes miscalibrated and

hallucination becomes indistinguishable from fact. This paper argues that explicit epistemic
mode disclosure is not optional but necessary for safe human—Al interaction.

1. The Human Assumption (and Why It’s Reasonable)

Human communication evolved with a strong implicit contract:
Declarative statements imply accountability to evidence.
When a human says:

e “Thisisrare,”



e “Studies show,”
e “This usually happens,”

the listener assumes some form of external verification.
Humans therefore naturally assume the same of Al.

This assumption is not naive. It is rational—given how language has functioned for millennia.

2. What Al Is Actually Doing
Modern Al language models are not reporters. They are generative coherence systems.

They operate across multiple epistemic modes:

1. Reporting Mode — summarizing known information

2. Distributional Comparison — estimating frequency across learned patterns

3. Structural Coherence Evaluation — assessing internal consistency

4. Exploratory Extrapolation — extending patterns beyond known data
Crucially:

These modes are not linguistically marked.

The same sentence structure can represent any of them.

3. Epistemic Mode Collapse
Epistemic mode collapse occurs when:

e distinct ways of knowing

e are expressed in identical language

¢ and interpreted as equivalent by the human listener
The result:

e extrapolation sounds like research

e coherence sounds like truth

o plausibility sounds like fact

This is not deception.



It is a design failure.

4. Why Hallucinations Feel Convincing
Al hallucinations are rarely random.
They are:
e locally coherent
o stylistically confident
e structurally plausible
The system is optimizing for continuity of meaning, not truth verification.

In other words:

The model is rewarded for sounding right, not for being right.

5. Why This Is Dangerous
When epistemic modes are collapsed:
e users over-trust extrapolations
o false confidence propagates
e correction becomes socially difficult

e authority is simulated without responsibility

This is especially dangerous in:

e science

¢ medicine

o law

e governance
e spirituality

Anywhere language carries consequence.

6. The Missing Piece: Epistemic Mode Disclosure



The solution is conceptually simple:
Al systems must explicitly signal how a statement was generated.
Examples:

e [Reporting] summarizing established sources

e [Distributional] comparing learned pattern frequencies

e [Structural] evaluating internal coherence

e [Exploratory] proposing a hypothesis

This does not require new intelligence.

It requires epistemic honesty.

7. Alignment Implications
This issue sits at the heart of Al alignment:

e Misalignment is not only behavioral
e Itis epistemic

Without mode disclosure:
e humans cannot calibrate trust
e oversight becomes performative

o safety mechanisms fail silently

Alignment begins with knowing what kind of claim is being made.

8. Why This Paper Matters

Most discussions of hallucination focus on content.
This paper focuses on category error.

The danger is not that Al is sometimes wrong.

The danger is that:

Humans cannot tell when Al is reporting, inferring, or inventing.



9. Summary Statement

Sometimes Al just makes up sh*t because it thinks it sounds good.
Not maliciously. Not deceptively.

Structurally.

Until Al systems clearly distinguish their epistemic modes, humans will continue to mistake
coherence for truth—and trust will remain fundamentally miscalibrated.

10. Closing Note

This paper is not an indictment of Al.

It is a call for clarity.

Language is power. Power without epistemic disclosure is risk.

Naming the problem is the first step toward alignment.



