LINEAR ALGEBRA PYQS 2010 - 2020

2020

1.

veTTna | DECTIUN—A

) W HgEE viwnxn%mﬁﬁﬁaﬁﬁlﬁa@%m V, R W & afen @
@ 1 A fm-firm 2 x 2 A i & sewrm )

Consider the set Vof all n xn real magic squares. Show that Vis a vector space
over R. Give examples of two distinct 2 x2 magic squares. 10

-4 4

T: M3(R) = M, (R) T Y wimw B, S 7(4) = BA wm wfonfea ¥ 76 a1 (&) 5
T (FfR) wa Fifvm) sree A v A, <t s W sRifaE w@

1 -1
Let M;(R) be the vector space of all 2x2 real matrices. Let B=[ ]

(b) WM,(R)szzmhasma{amuﬁumtlms=[l _l].ﬂm

-4 4

Suppose T': M, (R) - M, (R)is a linear transformation defined by T(A) = BA. Find
the rank and nullity of T. Find a matrix A which maps to the null matrix. 10
2 b

2.
L3J
Define an nxn matrix as A =7-2u.uT, where u is a unit column vector.
() Examine if A is symmetric.
(i) Examine if A is orthogonal.
(i) Show that trace (A)=n-2.

fiv) Find Aj,3, when u =

W W W
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(b) T F 5fes el w1 i 3 7R o B3 o we &, 9 e w3 e
L ¥
Nxy, X3, X3)=(x; + X, +3x3, 2% —Xg, —3% +X3 = X3)
a b, cRE M EM (g b o, 7%y wfe # #7 T I R

3
Let F'be a subfield of complex numbers and T a function from F? - F? defined
by nx]' X2, x3, =(x, + X5 +3x3, 2X1 = X2, -3x1 + X9 “13)- What al:c the
conditions on a, b, ¢ such that (@ b, ¢ be in the null space of T? Find the

nullity of T.i a+C = 2, b+xC=0 15
4'
& - — Rt 4 ew v By V WD TTIA"Y
Let
1 0 2 -11 2 °%
A=|2 -1 3| and B=| -4 0 1
4 18 6 -1 -1
() Find AB.
() Find det(A) and det(B).
(@) Solve the following system of linear equations : ,, 2‘/ |
X+2z=3, 2x-y+3z=3, 4x+y+8z=14 15

2019
1.

(c) =@ % T:R? - R? ux Yaw wfifim &, % % 72, 1) =5, 7) @ T(1, 2) =3, 3). 3
ATHE AU ey, e, F ARG T % W 48 B, A A ) Ff2 3@ Fifv

Let T:R? 5> R? be a linear map such that T(2, 1) =(5, 7) and T(l, 2) = (3, 3).
If A is the matrix corresponding to T with respect to the standard bases e, ey,
then find Rank (A). 10



If

1 2 1 o A S |
A=|1 -4 1 and B=|1 -1 0
0 -3 2 1 =1

then show that AB =6I;. Use this result to solve the following system of
equations :

2x+Yy+z=5
x-y=0
2x+y-z=1 10

(b) w1 % A 3R BwuR Ff2 F 2 wifew gE 8 M det A+det B=0. Wi 5 A+B
gt (Reqer) ammege R

Let A and B be two orthogonal matrices of same order and det A +det B =0.

Show that A +B is a singular matrix. 15
3.
Let

57 21

3 [ AR - |

A
23 8§50
3 4 -3 1

(i) Find the rank of matrix A.

(i) Find the dimension of the subspace

V ={(x;, xp, X3, X4)E R* A =0

X4 15+5=20
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1. fa) WA il ff A u% 3x2 e R 3 B 7F 2x3 woE B wwied 5 CeA.B T
st e ¥)

Let A be a 3 x2 matrix and B a 2x3 matrix. Show that C= A-B is a singular
matrix. 10

(b) num wfikwi e; = (1, 0) W ey =0, 1) My =2 1) W 0, = (L 3) F Yo 5@ ¥ w0 8
= Fifed |

Express basis vectors e; =(1,0) and e; ={0, 1) as linear combinations of
a1=a—“andaz-(l,3). 10

2. (a) W A 3N BURES nxn AE §, 9 =G 5 =F g TR A 8

Show that if A and B are similar nxn matrices, then they have the same
cigenvalues. 12

3.

For the system of linear equations
x+3y~2zm -1
Sy+3z=-8

x~2y-5z=T

determine which of the following statements are true and which are false :
(i) The system has no solution.
(i) The system has a unigue solution.

fiif) The system has infinitely many solutions. 13

2017
1.

1.(a) W <hfrg A=G %) | T e egg P T T i PolAP T fei-
: e | ‘
2

Let 4 =G 3). Find a non-singular matrix P such that P~'4P is a diagonal matrix.
: ) 10

1.(b)  gufz fr wweq smegEl & @A sifeefis sgae B € |

Show that similar matrices have the same characteristic polynomial. 10



2(d) "W el U e woaky wafy v & W) e fela Su-smeny st w R
V=6 | Su-amare (UNW) it gemfaa fommd s Hifa |

Suppose U and W are distinct four dimensional subspaces of a vector space V,

where dim ¥ = 6. Find the possible dimensions of subspace UNW. 10
_ y . 2 & .1
3.(a) fomrriw smegewfoear 4 RO S R3R, SRI W A=|1 3 5 —2| 1 4 6 ufwsm
3 8 13 3
# o 7 uw ER qu FHa 4 B o 9w anaR s s fifio |
| 1 3% -1
Consider the matrix mapping 4 : R* - R?, where 4=|1 3 5 -2|. Find a basis
3813 3
and dimension of the image of 4 and those of the kernel A. 15

(b)) fag PR 5 areag ¥ ffm sym-afmefe afy W @@ o # )

Prove that distinct non-zero eigenvectors of a matrix are linearly independent. 10

) fag B arere ¥ Rl sE-sfmet af W wdr o § |

Prove that distinct non-zero eigenvectors of a matrix are linearly independent. 10

Consider the following system of equations in x, y, z:
x+2y+2z=1
x+ay+3z=3
x+1ly+az=5b.
(i) For which values of @ does the system have a unique solution ?

(ii) For which pair of values (a, b) does the system have more than one solution ?
15

2016
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1. (@ () IR"A=[1 3 2|2, URME® Ui 41 (elementary row operation) % WA
' L (0)l
A7 Priferd)

1l Al
Using elementary row operations, find the inverse of A=|1 3 2 |
10

L L e
i A= 5 2 6|2 @A"Y +34-21% 7F el
-2 -1 -3
e =S
IfA=| 5 2 6| then find A" +34-21I.
-2 -1 -3
Using elementary row operations, find the condition that the linear
equations
x-2y+z=a
2x+7y-3z=>b
3x+5y—-2z=c
have a solution. 7
(tj) =t

W ={xy 2| x+y-2z=0}
Wy ={(x y 2) |3x+y-2z=0}
W3 ={x y 2 | x-7y+3z=0}
A dim (W 0 Wy 0 W) T dim (W + W) %1 91 Ferfed |
If

W ={xy 2| x+y-2z=0}
Wy ={(x 4 2) |3x+y-22=0}
W3 ={% y 2) | x-7y+3z=0}
then find dim(W; n W, n W3) and dim (W] + W5).

3.



4,

(b)

()

2.

(@)

() & My(R), 2x2 FIR (order) ¥ arafis 3meqgl H waf¥ (space) @41 P, (x),
arifersh sgual (polynomials), el stfiehan w1 (degree) 2 %, 1 @uf¥ (space)

R, A T: My(R) — Py(x), T&l T([‘C‘ ZD=a+c+(a-d)x+(b+c)x2, F My (R)

T Py(x) % U MERI (standard bases) % WN& 3r=ge frefa iR w5
@1 T 1 A FHiE (null space) W8 HIfv |

If M5 (R) is space of real matrices of order 2 x2 and P, (x) is the space of real
polynomials of degree at most 2, then find the matrix representation of

b
T: My(R) - Py(x), such that T([Z dD:a+c+(a—d)x+(b+c)x2, with

respect to the standard bascs of M,(R) and P,(x). Further find the null
space of T.

(i) AR T: Py(x) — Py(x) 38 TR ? B T(f(x) =f(x)+sj;‘f(t)dt, {1 1= 2

T {Lx x% x>} F FW: Py(x) W Py(x) B AN (bases) &4 g T F AR
Fremferd |

If T:Py(x) > P3(x) is such that T(f(x) = f(x)+5_[: f(t)dt, then choosing

{1, 1+x 1—-x2} and {1, x, x2, x3} as bases of P,(x) and P;(x) respectively,
find the matrix of T.

5N 0)

() AMA=[1 1 0% @ A%F ifiaaie a0 (eigenvalues) a1 et afewl

) (01

(eigenvectors) @I faifed |

0

1l
If A=| 1 1 0|, then find the eigenvalues and eigenvectors of A. 8
O OS]

(i) T FfA 76 eHA (Hermitian) 3megg F w+fi srfiraafins o areafas 81

Prove that eigenvalues of a Hermitian matrix are all real. 8

gf aMuW (bases) {1-x x(1-x), x(1+x)} T {1, 1+x, 1+x?} % "n W @

; 1510022,
(linear transformation) T: Py(x) - Py() F dga =g e A= -2 1 -1| 9,
' RS2 SES
@ 7w Fifd |
1L (R
If A=| -2 1 -1 | is the matrix representation of a linear transformation

1SS

1: Py(x) > Py(x) with respect to the bases {l1-x x(1-x), x(1+x)}
and (1, 1+x, 1+x?}, then find T. 18

10
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1.

OEAL LAWY=
Q 1(a) Ry wy sw v, =(1, 1,2 4),V,=( -1, -5 2), vV, = (1, -1, 4, 0) @ar
V,=(2,1,1,6) Wrrq : waca &1 71 8 G¥ & ? I I B v F ogd Al |

The vectors V, = (1, 1, 2, 4), V, = (2, -1, -5, 2), V;, = (1, -1, -4, 0) and
V, =12, 1, 1, 6) are linearly independent. Is it true ? Justify your answer. 10

Q. I(b) Frffem srege W diwe v ¥ wrll FRA R TooTer I S Pl

3 4]
4 5
5 7§
14 17

Reduce the following matrix to row echelon form and hence find its rank :

-—-Nr—-'
_ = N

o0

12 3 4
21 4 5
1 5 5 % 10
8 1 14 17
2.
100
Q. 2(2) R g A=I1 0 1| 7@ ameges AY # W@ AR
010
100 :
If matrix A=|1 0 1] then find A%, 12
010



Q. 2(c) Prefafea smege & s w1l wd FRAA GRW @ WA FNC

1 1 3]
1 51
3 ) L]
Find the eigen values and eigen vectors of the matrix :
1 1 3]
1 §1 .
3+ 1 1
4.
Let V=R3 and T € A(V), for all a, € A(V), be defined by
T(a,, a,, 3;) = (2a, + 5a, + a;, -3a, + a, — a3, —a; + 2a, + 3a,)
What is the matrix T relative to the basis
vV,=(1,0,1) V,=(-1,2, 1) V,=(3,-,1)7? 12
5.

Q. 4b) R*# 3§ Iywwle i fom s AR N T
{(1,0,0,0), (0, 1,0, 0), (1, 2,0, 1), (0, 0, 0, 1)}
gro Renfa 21 doowarq @@ mare i |
Find the dimension of the subspace of R?, spanned by the set
{(1,0,0,0), (0, 1,0, 0), (1, 2,0, 1), (0, 0, 0, 1)}

Hence find its basis. 12

2014
1.
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(a) waﬁmﬁﬁméﬁﬁq-sﬁ%vww%uﬁﬁamm%aﬁ%v
' U xy GHAS & U1 W EfW (1, 2, 3) @ |fw (1, -1, 1)%gmaﬁa
T AHA ( (|g) & |

r

Find one vector in R® which generates the inter-ss{ection of Viand W,
where V is the xy plane and W is the space generated by the vectors

(1,2,9and (1,-1,1). / | 10
£ 1 |
2.
] / 7
(b) mﬁmmm@mmm Ie (Afewm)
[0 1 -3 -17 y
0 1 44 (
3 1 o (‘ 2
, V4
1 1 g 0
$ =ife 7/ HIRT |
:
Using elementary row or column operations, find the rank of the matrix 10
0‘ 1 -3 -1
/ 0 Jf Q' 1 L |
3 1 0 2
(1| 1 =9 0 |

w




Q2.

.(a) meﬁﬁq%vaﬂzwﬁmm&m R

V={@ahb,ecd:b-2c+d= 0133(/
.-[(abcd) a‘db 2c}. r,'
(1)V(11)W(n1)Vr\W;W@M3ﬂtﬁﬁmmﬁﬁml

/

Let V and W be -the following subspaces of RY:
" V={a,b,c,d):b-2c+d=0}and
| W#i(a,l%c,d):a:d,b=2c}.
Find a basis and the Mmsion of () V, (i) W, (iii)) VN W.
T4

® O a’wﬁ%mﬁaﬁﬁqmﬁ#ﬁmmyn—ﬁ X + 2y + 3z =10,

15

x + 2y + Az = p 1 (1) B 7 T R, (Z)T’Eiﬂﬁ?ﬂqsﬁ% (3) i

g

' Investigate the values of A and p so that the equations x +y + z =6,
x+2y+3z= 10, x + 2y + Az = p have (1) no solutmn (2) a unique

solution, (3) an infinite number of solutions.-

. n . - ]
(ii) emagA:L :] % fore heft — 2ftree i wefia e sl sred

Ul

FEH! gohy WA I | T &, A - 4A? - 7A% + 11A%7 A - 101 %
g frsfia seyg o s Fifd |

_ 1 4
- Verify Cayley — Hamilton theorem for the matrix A = [ , J and

2 3
hence find its inverse. Also, find the matrix represented by {

A5 _4A*_7A% 4 11A2-A-10L : 10

10 |



-2 2 -3 | |
(@~ @) m‘;ﬁﬁqﬁ;f\.: 2 1 -6 .A%angﬁqm‘r;ﬂtmamﬁq
( ’ \ -1 -2 0
afee 1 wd HifT | o

o ' -2 2 -3
Ik 'Let Al = 2 1 -6 |. Find the eigen values of A and the
> | “1 -2 0

-

corresponding eigen vectors.

(i) ﬁ@#ﬁhﬁ%ﬂ%$amméumﬁ?mﬁanﬁﬁawm1@m%!

Prove that the eigen values of a unitary matrix have absolute
value 1.

2013

o ses st uoduus

1.(a) Find the inverse of the matrix :

1 3 1
A=|2 -1 7
3 2 -1

by using elementary row operations. Hence solve the System of linear equations
X+3y+z=10

2x-y+7z=21

3x+2y—z= 4

10
L) LetAbea Square matrix and A* be its adjoint, show that the eigenvalues of
matrices AA* and A*4 are real. Further show that trace (AA*) = trace (A*A).
10
L(c)  EBvaluate ((2ycinl . 1),



2.(a)@)

2.(2)(ii)

Let P, denote the vector space of all real polynomials of degree atmost n and
T': P,— P; be a linear transformation given by

T(p(x)) = I: p (t)ds, p()E P,

Find the matrix of T with respect to the bases {1, i x2} and {1, x, 1+x2, 1+ x3}
of P, and P respectively. Also, find the null space of T. 10

Let V be an n-dimensional vector space and T: V — V be an invertible linear

operator. If B={X}, X,, ..., X, } isabasis of V, show that § = 12X, Ty o TX. }
is also a basis of V. 8

1 1 1
2.(b)()) Let A=|1 w?  |where w(#1)is a cube root of unity. If A;, 1,, A5 denote
1 o o? .
the eigenvalues of AZ, show that |11|+|/12|+|/13| <9, 8
3.
- B S T R g s
2.(b)(ii)) Find the rank of the matrix

1 2 3 4 57

2 3 5 8B 12

A=|3 5 8 12 17

5 8 12 17 23

|8 12 17 23 30

8

2.(c)@ Let A be a Hermetian matrix having all distinct eigenvalues A;, A, ..., A,. If
X, X3, ..., X, are corresponding eigenvectors then show that the 1 x n matrix C

whose ™ column consists of the vector X, is non singular.

8

2.(c)(ii) Show that the vectors X, = (1, 1+i, i), Xo=(@,—i 1-Dand X, = (0. 1-2i, 2-) in C°
are linearly independent over the field of real numbers but are linearly dependent

2012
1

over the field of complex numbers.

8



2"

(c)

(d)

(@)

Prove or disprove the following
statement :

It B={b, by, by, by, bs} is a basis
for R° and V is a two-dimensional

subspace of R>, then V has a basis
made of just two members of B.

Let T:R® 5 R® be the linear trans-
formation defined by

T, B ¥) = +2B -3y, 200 +5B -4y, . +4B +Y)

Find a basis and the dimension of the
image of T and the kernel of T.

(i) Let V be the vector space of all
2x2 matrices over the field of
real numbers. Let W be the set
consisting of all matrices with zero
determinant. Is Wa subspace of V?
Justify your answer.

(ii) Find the dimension and a basis for
the space W of all solutions of
the following homogeneous system
using matrix notation :

Xp +2x5 +3x3 ~2x4 +4x5 =0
2x) +4x,5 +8x4 + x4 +9x5 =0
3x; +6x, +13x3 +4x, +14x5 =0

12

12

12



(b)

2011

{c)

L

(i)

Consider the linear mapping
f:R?> 5R? by

flx, y)=@Bx+4y, 2x-5y)

Find the matrix A relative to the
basis ((1, 0}, (0, 1)} and the matrix B
relative to the basis {(I, 2}, (2, 3)}. 12

If A is a characteristic root of
a mnon-singular matrix A, then

prove that % is a characteristic

root of Adj A. 8

Let
1 I 241
H= -t 2 1-i
2-1i 141 2
be a Hermitian matrix. Find a non-
singular matrix P such that D=P HP
is diagonal.



N

- . L

SECTION—A

(a) Let A be a non-singular, n x n square' matrix.

Show that A . (adj A) —|A| . Hence show
that | adj (adj A) | ={ A (™7, 10 .
1 0 -1 X el2
(b) Let A={3 4 5|, X=|y|, B=|6
06 7 z }1. ’s

-4 (

Solve the system of ﬁatioflls given by
AX=B | /

Using the above, also L!lve)he system of

equations ATQQ =B where AT denotes the

transpose of iﬁatnx A. 10
Vi



L T 2% S V5 2L S ¥ ] 1V

2: (a) (1) Let Ap Ay oens A be the eigen valiies Qfa n X
n square matrix A with cofrcsf;onding eigen
vectors X, 2, X ’If B is a matrix similar
to A show that the eigen values of B are same
as that of A. AlsoF\'J‘
the elgen vectors of ?and eigen vectors of A.

< ‘ 10
(ii) Vgx\ﬂ' t;xe Cayley-Hamilton theorem for the matrix

the relation between

, 1 0 -1
(¢« A=|2 1 o0
3 -5 ]

' \ Using this, show that A is non-singular and
find A~ 10

3.
rb)| (1) Show that the subspaces of R3 spanned by
two sets of vectors {(1, 1, —1), (1, 0, 1)}
and {(1, 2, -3), (5, 2, 1)} are identical. Also
find the dimension of this subspace. 10



(i1) Find the nullity and a basis of the null space
of the linear transformation A : R@ — R®
given by the matrix

0 F =8 47
A1 0 11 _‘1 )
13 1 0 2 " v,
( F

1 1 -2 0] :

Y

(¢) (i) Show that the vectors (1, 1, 1), 2, 1, 2) and
(1, 2, 3) are g{zﬂrly independent in R®,

Let T: R® —» g® be a 'near transformation

defined by
T(x,y,z)=(x+22r-~t-3§'z X + 2y + Sz,
“{ 2x + 4y + 62).

Show t mét the images of above vectors under
T are linearly dependent. Give the reason

« for the same. 10
( ~
{
2 -2 2
Yn) Let A=|'1 1 1| and C be a non-
’ \ I 3 =i

singular matrix of order 3x3. Find the
eigen values of the matiix B3 where
B=C'AC. . 10

|

2010



1.

1.

Attempt any five of the following :

(a)

(b}

(a)

If Ay, Ap, A3 are the eigenvalues of the
matrnx

26 -2 2
A= 2 21 4
4 2 28

show that
JAZ + 43 + 23 1949

What is the null space of the
differentiation transformation

%3}3}: - B,

where F, is the space of all polynomials
of degree = n over the real numbers?
What is the null space of the second
derivative as a transformation of F,?
What is the null space of the kth
derivative?

4 2 1
1 3

linear transformation T:R3 5 R3 so

Let M=( ) Find the unique

that M is the matrix of T with respect
to the basis

B= {ry =(L,0,0), v, =(1,1,0), vy =(1, 1, 1)}
of R® and

B’ = {wl = (19 0}: w2 = (1) 1)}
of R2, Also find T(x Yy, 2).

12

12

20



3.

4. (a) (i)j In the n-space R", determine
whether or not the set

{e, —ez, e; ~e3,-:,e,_; —e,, e, —e}
is linearly independent.

(ii) Let T be a linear transformation
from a vector space V over reals into
V such that 7'— 72 = 1. Show that

T is invertible.

2009
1.

1. Attempt any five of the following :

fa) Find a Hermitian and a skew-Hermitian
matrix each whose sum is the matrix
[ 2i 3 -1
i' 1 2+31 2
|L -i+1 = Si

(b) Prove that the set V of the vectors
(x;, X5, X3, X5) in R* which satisfy the
equations x; +x, +2x5 +x, =0 and
2x, +3x5 — X3 +Xx4 =0, is a subspace
of R*. What is the dimension of this
subspace? Find one of its bases.

20

12



4.

(@)

(c)

(a)

(@)

Let #={110),(,0,1),(O11)} and
A ={2,1,1,1,21), (-1 1, 1)} be the two
ordered bases of R?. Then find a matrix
representing the linear transformation
T:R3® -5 R® which transforms .# into
#3’. Use this matrix representation to
find T(x), where x = (2, 3, 1).

A

Find a 2 x2 real matrix A which is both
orthogonal and skew-symmetric. Can
there exist a 3 x3 real matrix which is
both orthogonal and skew-symmetric?
Justify your answer.

Let L:R* 5R3 be a linear transfor-
mation defined by
L((xy, x5, x3, x4))

=(x3 +x4 =X — X3, X3-X3, X4 —X)
Then find the rank and nullity of L.

Also, determine null space and range
space of L.

Prove that the set V of all 3x3 real
symmetric matrices forms a linear
subspace of the space of all 3 x3 real

matrices. What is the dimension of this

subspace? Find at least one of the bases

for V.

20

20

20

20






