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Abstract 

Since the COVID-19 virus emerged in late 2019, the resulting pandemic has caused global 

economic disruption and taken millions of lives. The rampant spread of the disease, even among 

developed countries with advanced healthcare infrastructure, highlights the need to understand the 

dynamics of the COVID-19 pandemic on the community level, not just at the level of the individual 

patient. As the pandemic highlighted structural inequalities in our disease-prevention systems, it is of 

particular interest how the demographic features of communities affect their vulnerability to COVID-19. 

Machine learning offers a new approach to analyze patterns in publicly-available COVID-19 data, and in 

doing so, provides opportunities to improve prediction models and improve the equity of pandemic 

response. 

While existing research has applied machine learning to diagnosing COVID or predicting the 

likelihood of an individual’s mortality, the purpose of this project is to use machine learning to determine 

the link from socioeconomic and demographic factors to the rate of transmission and mortality of COVID 

in US communities. 

This project used a dataset containing COVID-19 and demographic data (sourced from the New 

York Times COVID-19 database and the US Census Bureau, respectively) indexed at the county level. 

This data was used to train neural networks of varying complexity. Each model was optimized to predict 

either a county’s transmission rate (cases as a portion of the total population) or mortality rat (deaths as a 

portion of the total population) when given a certain combination of demographic information about a 

county. 

The simplest class of model with one hidden layer and plain inputs consistently outperformed 

both linear regression and more complex neural networks at predicting COVID-19 transmi 

This research has broader implications that machine learning is a powerful tool in predicting the 

spread of infectious diseases in our communities, and yielded important information on the impact of 

demographic and socioeconomic factors on the COVID-19 pandemic. 

Key Words: neural network, county-level, transmission rate, mortality rate, input layer, hidden 

layers, demographic inputs, training set, validation set, overfitting 
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Introduction 

Rationale 

In late 2019, an obscure strain of coronavirus emerged from a wet-seafood market in Southern 

China. Though the local flare-up initially went unnoticed by the world, the virus spread rapidly to all 

corners of the inhabited world, infecting hundreds of millions, deluging our overburdened health systems, 

inflicting a worldwide economic recession, and most tragically, taking the lives of five million human 

beings. In short, the COVID-19 pandemic dealt humanity the greatest—and most unexpected—global 

health challenge of the 21st century. It exposed significant flaws in our disease-control networks and 

persistent inequities in our society at large. Alarmingly, even developed countries like the United States 

largely failed to contain the spread of the disease. Moreover, the United States witnessed wide disparities 

in terms of COVID-19 transmission and mortality between communities of different socioeconomic 

statuses. The highly transmissive nature of COVID-19 necessitates an analysis of not just an individual 

patient’s response to the disease but the characteristics of transmission and mortality within a community 

at large. The goal of this project is to use Machine Learning to understand the deeper relationship between 

communities’ demographic factors and their vulnerability to COVID-19. By training supervised machine-

learning models using publicly available demographic US Census data to predict the rate of COVID-19 

transmission and the overall death rate from the disease, this project aimed to shed light on the relative 

importance of these demographic factors in determining a county’s predicted COVID-19 case and death 

counts. 

Literature Review 

One group of researchers in Hungary attempted to use time-sequenced data to predict the course 

of future outbreaks. (Pinter et al., 2020) The goal of their research was to use advanced machine learning 

algorithms, including the Hybrid Multi-Layered Perceptron-Imperialist Competitive Algorithm and the 

Adaptive neuro-fuzzy inference system, to improve upon pre-existing Susceptible-Infected-Recovered 

models for predicting rates of COVID-19 transmission in Hungary. Their models, however, did not take 

demographic information of individuals or regions into account when predicting future case counts. One 

meta-analysis of Machine Learning applied to the COVID-19 pandemic highlighted the use of machine 

learning models to process x-ray images and CT-scans to diagnose individual patients (Bachtiger et al., 
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2020, p. 1). Another meta-analysis cited the use of machine learning to process medical imaging, to 

identify clusters of symptoms as indicative of the disease, and to give personalized treatment plans based 

on demographic factors of the patients. (Kushwaha et al., 2020) However, little existing research has been 

done on applying Machine Learning to study the effect of demographic factors on the cumulative spread 

of COVID-19 in distinct geographic communities, particularly US counties. 

Supervised Machine Learning 

The type of Machine Learning used in this project is Supervised Machine Learning, in which 

models are trained on datasets to make predictions from a certain input. The training data for a Supervised 

Learning model must include input data (also known as labels) and output data. The model takes in a 

given set of inputs and returns an output value. Through repeated iterations of measuring its performance 

on the known data and tweaking its algorithm slightly to better match the known data, the model 

gradually improves its performance, so that it can then make predictions for data that it was not trained. 

For this project, the data comprised of the demographic data for each county (inputs) and the COVID-19 

case and death counts as a portion of the population (outputs).  

The simplest form a Supervised Machine Learning model is the linear regression. A linear 

regression model will multiply each of the inputs by a fixed value, then add these terms to a fixed 

constant to give its final result. When a linear regression model is trained to predict the case percentage of 

a certain county given only the portion of the county which is college educated and the portion of the 

county which has health insurance, it produces an equation of the form: 

(Transmission Rate) =  

w1*(portion college educated)  

w2*(portion with health insurance)  

+b 

To find the estimated transmission rate for a certain county, it receives the known values, multiplies each 

by a certain weight (or coefficient), and adds to the bias (or intercept) of the output node (Fig. 1). 
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Figure 1: In this representation of a linear model, the output node adds weighted inputs to a predefined 

bias to produce a prediction. 

The linear model, however, can only predict based off simple linear patterns in the data. Its simple 

structure can be extended to have multiple layers of nodes (Fig. 2), each taking weighted inputs from 

previous layers, and adding on to their own biases in the same manner. This way, the hidden layers may 

process deeper patterns in the data which defy a simple linear or even polynomial regression to produce a 

more accurate prediction, 
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Figure 2: Diagram of a multi-layer model with three hidden layers 

The weights and biases of this multi-layer neural network are initialized randomly, and through 

many iterations of testing, are gradually adjusted using an optimization algorithm known as gradient 

descent to minimize the deviation of the predictions from the actual values. In this project, multiple sizes 

of models trained with different combinations of demographic predictors are used to predict both case and 

death rates from COVID-19. 

Methods 

 Data collection 

For this project, a dataset was compiled from multiple US Census Bureau sources and the New 

York Times COVID database. The Census Bureau collects data on the total population of each county, the 

portion of each county’s population which is non-Hispanic white, the portion of each county’s population 

below the poverty rate, the portion of each county’s population with a college degree, the portion of each 

county’s population over 65, the portion of each county’s population which has health insurance, and each 

county’s land area (from which population density may be calculated. Each of these demographic factors 

was incorporated as a possible predictor in the overall dataset. Each row of data, representing one of over 

3000 counties in the US, was indexed according to the Federal Information Processing Standard (FIPS) 

assigned county-level index number.  
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The cumulative COVID-19 case and death counts up to July 8th for every county (also indexed by 

the FIPS standard) were sourced from the New York Times COVID-19 database, which compiled 

information from state and local government health websites. The two values, divided by the overall 

population, gave the total transmission rate and mortality rate from COVID-19 in each county. These two 

values, ranging from 0 to 1, were the values which the models were trained to predict given only selected 

demographic data from a certain county. 

Models Trained: 

 Each model is a neural network composed of one input layer with a node for each input, zero to 

four “hidden” layers with ten nodes each, and a single output node giving the predicted value. Each model 

may take in the unmodified input values (power one) or quadratic combinations of input values (power 

two), that is the plain values along with every input raised to the power two and every pairwise product of 

input values The models are created from the MultiLayerModel class (developed for this project), which 

makes use of the Sequential class from tensorflow.keras: 

Each instance of this class has the attributes “layers,” ranging from two to five, and the attribute 

“power,” ranging from one to two. (Note: the number of layers only includes the number of hidden layers 

plus the one output layer, but not the input layer. For example, a two-layer model, has one hidden layer 

and one output layer.) In total, for this project, eight total neural network designs were tested. 

Training and Validation: 

 Multiple neural networks with the same structure were each trained to predict a certain output 

from a certain combination of demographic inputs. Each individual model with one of the ten neural 

network designs were trained to predict either the transmission rate (total cases/population) or the 

mortality rate (total deaths/population), given either… 

o All six demographic factors (portion college educated, poverty rate, 

portion white, portion over 65, population density, and 

portion with health insurance) 

o All but one of the six demographic factors (six possible combinations) 

o Every pair of demographic factors (twenty-one total combinations) 
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 Additionally, for each of the combinations of inputs and outputs, a linear model was created 

(using the LinearModel class of the sklearn library) to serve as a control. 

 To test the accuracy of the models, they are given the demographic information of counties 

outside the dataset on which they were trained. At the beginning of each program, the county dataset is 

split randomly into a “training set,” comprising 75% of the data, and a “validation set,” comprising 25% 

of the data. The models are all trained on the counties in the training set, and then produce their predicted 

values (transmission or mortality rate) from the demographic information in the validation set. These 

values are compared against the true COVID-19 values for the counties in the validation set and the 

average error of every model is measured by the mean absolute error (the mean of the absolute 

differences between the predicted and actual values). Thus, if a complex model becomes “overfitted” to 

its training set—that is, too perceptive of random noise in the training set, rather than the general pattern

—this will be reflected by a lower mean absolute error from the validation set. 
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Results: 

(Raw Data in Appendices)  

 The measure of loss for this project was standardized mean absolute error, the mean absolute 

error of each model divided by the standard deviation of true values in the validation set. 

 All demographic factors 

 The simplest neural network, the two-layer one-power model, had the lowest standardized mean 

absolute error for predicting both COVID-19 transmission and mortality of US counties when given all 

six demographic factors (fig. 3). The two-layer one-power model outperformed both the linear regression 

model and the more complex models which had more hidden layers or higher powers of inputs.  
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Figure 3: The error of different neural network structures in predicting either COVID-19 transmission or 

COVID-19 mortality in US counties. The x-axis indicates the structures of the models, ordered from left to 

right in increasing complexity and the y-axis indicates the resulting prediction error, in standardized 

mean absolute error. 

All but One Factor 

 After determining that the two-layer one-power model was most accurate in predicting the 

COVID-19 data from all six demographic factors of US counties, one may examine how selectively 

removing factors from the model’s training data affects the model’s performance. If the error of the model 

in output increases significantly after a certain factor is removed, one may conclude that the factor played 

an important role in determining the output in question. For predicting COVID-19 transmission, removing 

the portion of the counties’ populations over 65 years old from the model’s training data caused the largest 

relative increase in the model’s prediction error (Fig.4). This suggests that the portion of a county’s 

population which is over 65 plays the most major role in determining the county’s COVID-19 

transmission level. On the other hand, removing the portion of the counties’ population which is college 

educated from the model’s training data caused the largest relative increase in the model’s prediction 

error. This suggests that the portion of a county’s population which is college educated plays the most 

major role in determining the county’s COVID-19 mortality rate. 
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Figure 4: The error of the one-power two-layer model in predicting either COVID-19 transmission or 

COVID-19 mortality in US counties. The x-axis indicates the labels being excluded from the training data 

and the y-axis indicates the resulting prediction error, in standardized mean absolute error. 

Pairwise Predictors 

 Averaged over all tests of pairwise predictors, the simple two-layer one-power model again 

performed best for predicting both mortality and transmission rates. The linear regression and the five-

layer two-power models (the least and most complex models, respectively) performed the worst in both 

cases. On average, the best performing model, the two-layer one-power network, will predict, on average, 

0.671 standard deviations from the true COVID-19 death count, and 0.729 standard deviations from the 

true COVID-19 case count, given two demographic factors of a given county. 
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Figure 5: Error of models in predicting COVID-19 transmission or mortality averaged over all possible 

pairs of demographic predictors. The x-axis indicates the structures of the models, ordered from left to 

right in increasing complexity and the y-axis indicates the resulting prediction error, in standardized 

mean absolute error. 

Analyzing these predictive factors just using the one-power two-layer model (Fig. 6) shows that 

the strongest pair of factors for predicting transmission rate of US counties consisted of the portion of the 

population with a college degree and the poverty rate. The strongest pair of factors for predicting 

transmission rate of US counties consisted of the portion of the population college educated and the 
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portion of the population over 65. 

 

Figure 6: Error of the two-layer one-power models in predicting COVID-19 Transmission and Mortality . 

The x-axis contains all fifteen possible pairs of demographic predictors and the y-axis displays the 

resulting prediction error 

 Discussions and Conclusions 

 One of the most surprising results of the research is that the simplest neural network, which had 

only two layers and which received plain inputs, performed the best at predicting both COVID-19 

transmission and mortality knowing all inputs and averaged over all pairwise combinations of inputs. The 

most likely reason why more complex models with more hidden layers and quadratic combinations of 

inputs did not perform better at detecting patterns in the data is overfitting of random noise. This occurs 

when the more complex models become attuned to random patterns in the training data, but these patterns 

are not reflective of general trends in the data. Thus, while these models may achieve higher accuracy on 

the training set, they have greater prediction errors on the validation set. 
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 Visual evidence of overfitting is apparent when plotting the real values and predicted values 

different models on a scatterplot. On the following figures (Figs. 7-9), the portion white is plotted on the 

x-axis and the COVID-19 mortality rate is plotted on the y-axis. The black points represent the true values 

of all the counties in the validation set, while the red points have y-axis values predicted by a certain 

model, which was trained knowing all demographic factors. The three graphs are sorted by the increasing 

complexity of model, starting from the linear model. The predicted values of the linear model follow a 

constricted linear cluster. The predicted values of the simple two-layer one-power model are more spread 

out, indicating that the neural network is more capable of predicting the full range of true values. 

However, in the complex five-layer two-power model shows clustering along parallel sinews which do 

not reflect any trends in the real data, suggesting that the model has overfitted to random noise in the 

training set. This suggest a reason why the simplest neural network was able to outperform the linear 

regression and the more complex neural networks in terms of prediction accuracy. 

 

 Figure 7: real and predicted values from a simple linear regression model 
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 Figure 8: real and predicted values from the two-layer one-power model 

 

 Figure 9: real and predicted values from the five layer-layer two-power model 

The neural networks trained on the demographics and COVID-19 data yielded important insights 

into how demographic factors affect the vulnerability of communities to COVID-19. The results showed 

that the portion of the population over 65 had the most significant impact in determining the rate of 

COVID-19 transmission, and that the portion of the population with a college education had the most 

significant impact in determining the rate of COVID-19 mortality.  

Notably, there is a negative correlation between the portion of the population over 65 and the 

transmission rate, suggesting that, although (or perhaps, because) senior citizens are at greater risk if they 

catch COVID-19, having a large portion of senior citizens in the population actually had a significant 

impact of reducing the disease’s spread in the first place.  Additionally, the portion of the counties’ 

populations which were college educated had the most significant impact on the rate of COVID-19 

mortality. This suggests that highly educated communities either had greater insulation from the disease 

(through remote work) or had habits and attitudes broadly conducive to limiting the rate at which people 

died of COVID-19.  

These facts on their own may yield powerful information to scientists and policymakers on how 

to distribute medical resources to combat COVID-19. Additionally, the models themselves could also be 

used to estimate the relative vulnerability of communities as demographics change over time, or estimate 
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how a future pandemic would affect different communities unequally. There are limitations to this project, 

particularly how even the most powerful models would guess on average more than half a standard 

deviation from the true value. Moreover, the error values of the linear regression and neural networks 

were very close to one another, with judgements being made on miniscule differences in accuracy of the 

models. Yet, the varied trials offered self-consistent results, and with more advanced machine learning 

techniques, including regularization and adversarial neural networks, this research could yield a highly 

effective tool for predicting the impact of COVID-19 and other similar diseases. 
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Appendices 

Pairwise Factors-Predicting Cases as a portion of Population-Standardized Mean Absolute Error
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Pairwise Factors-Predicting Deaths as a portion of Population-Standardized Mean Absolute Error 

 

All Factors and Excluding one at a time-Predicting Cases as a portion of Population-Standardized Mean 

Absolute Error 

 

All Factors and Excluding one at a time-Predicting Deaths as a portion of Population-Standardized Mean 

Absolute Error 

 

Code and training data: 

https://drive.google.com/drive/folders/1_Q2FljoBMWTF21pSacdcojxlrJfhI4Kk?usp=sharing
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