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Abstract 

 

Artificial intelligence (AI) integration into the militaries and intelligence collections 

systems of the world’s major powers is escalating. Every technologically advanced developed 

nation is accelerating development of digital technologies, especially AI, for economic and 

national security purposes and to remain competitive within the international order. AI 

integration is also increasing the likelihood of a new form of highly complex security dilemma 

and a technology driven arms race occurring. This type of security dilemma is different from 

those analyzed in the past due to the enabling characteristics associated with AI and digital 

technologies, their highly integrative capacity, and their transformative capabilities to existing 

platforms, all of which makes it exceedingly difficult for each nation’s leadership to comprehend 

its vast complexities and what widescale integration will entail. The result has been a negative 

feedback loop of growing leadership suspicions and uncertainty concerning their counterparts’ 

motives and intentions regarding and further enactment of S&T and AI specific strategies, 

policies, and investments. 

 

 

 

 

 

 

 

 

 



Introduction 

The purpose of this report is to assess the integration of digital technologies, especially 

artificial intelligence (AI), into the militaries and intelligence collections systems of the major 

economically developed and technologically advanced nations of the world and to ascertain the 

possibility of an ensuing new form of highly complex security dilemma and technology driven 

arms race occurring. Evidence of such an occurrence resides in the accelerating development of 

digital technologies, its large-scale integration potentials into military and intelligence collection 

systems, and the growing distrust among each nation’s senior leadership over their counterparts’ 

intentions and motives (Gates 2021; Meserole, 2018a).  

I argue that the integration of a dual use enabling digital technologies, specifically AI, 

throughout the militaries and intelligence collection systems among the economically developed 

countries creates uncertainty and tension among their senior leadership. This in turn, results in 

national strategies and science and technology (S&T) policies designed to escalate digital 

technology R&D and implementation. This type of security dilemma and arms race is different 

from those analyzed in the past due to the enabling characteristics associated with digital 

technologies, their highly integrative capacity, and their transformative capabilities to existing 

platforms, all of which makes it exceedingly difficult for each nation’s leadership to comprehend 

its vast complexities and what widescale integration will entail. It also creates negative feedback 

loops indicative of all security dilemmas as leadership suspicions and uncertainty concerning 

their counterparts’ motives and intentions all but guarantees the enactment of further S&T 

strategies, policies, and investments in favor of digital technology investment and integration 

(Meserole, 2018b).  



Since assessing all digital technologies (AI, cloud networks and computing, blockchains, 

advanced internet communication technologies (ICT), 5G, internet of things (IOT), etc.) and the 

approximate 43 economically developed countries would be beyond the scope of this research, 

AI will be the principle digital technology analyzed and the primary countries of emphasis will 

be the US and China. Defensive realism was selected as the overarching international relations 

theory to evaluate whether this highly complex security dilemma and subsequent high-tech arms 

race is occurring. The reasoning for using defensive realism is that despite the appearance of 

aggressive actions and/or motives on the part of technologically advanced developed nations, in 

this case the US and China, nations are actually more concerned with maximizing their security 

and position in the international order rather than aggressively seeking dominance which could 

compromise their standing and result in countervailing measures. For the US, it means retaining 

economic and technology hegemony, and in the case of China it involves becoming a high 

technology manufacturer, avoiding or mitigating the middle-class trap, and modernizing its 

country into first world status. Becoming or remaining a leader in digital technologies helps meet 

both nations objectives by providing each the potential for unprecedented technological advances 

and economic wealth.  

The findings of this research indicates that at minimum AI’s dual use enabling 

capabilities and its large-scale integration capacity in military and intelligence collection do have 

a significant impact on the perceptions each nation’s senior leadership regarding their 

counterparts’ intentions and motives for escalating AI R&D and integration, which each side 

perceives as hostile. The enabling and integrative nature of emerging digital technologies, 

especially AI, are also so complex and interconnected that they convolute senior leaderships 

perceptions further increasing uncertainties and distrust, not only of their counterparts’ intentions 



but uncertainties associated with the AI technologies itself, its multiples use, leapfrogging 

capabilities, and how the AI technologies could be used against countries in unforeseen ways. 

These reasons (and others) create an action – reaction spiral that results in a series of reactive 

policies, lack of cooperation, and fear that AI must be increasingly explored and developed lest 

they fall behind the other nation. This spiraling effect and rush to develop AI is steering both 

nations straight into a highly complex security dilemma.  

In evaluating my hypothesis, four qualitative case analysis were used: two historical, and 

two explanatory case studies. The two historical analyses concentrated on the linear progression 

of the US (first historical case) and China’s (second case) S&T strategies and their policy 

making ecosystems; how each nation’s senior leadership perceived the value of S&T R&D, 

especially digital technologies; and which strategies, plans, and policies received the greatest 

level of government support and funding. The third and fourth case analyses were explanatory 

case studies. The third focused on a growing S&T rivalry between China and its growing 

technological and economic power, and the US, the established hegemon. This case assessed 

both sides’ senior leaderships perception regarding counterparts’ motives and intentions over 

S&T R&D and implementation. The study looked at the evolution of S&T strategies and policies 

and whether those policies resulted in upsurges in government S&T R&D investments, academic 

research assistance, P3 collaborations, and private sector high-tech industry growth. The fourth 

case analysis concentrated specifically on AI, its dual use enabling capabilities, and its military 

integration capacity. Once again, the case evaluated senior leadership perceptions regarding their 

counterparts’ motives for developing AI’s technologies. The case looked for whether an increase 

in AI national strategies, plans, and policies resulted in increases in government funding for AI 

R&D, P3 and university collaborations, and private sector and industry AI development and led 



to uncertainties and distrust among each nations leadership and contributed to a highly complex 

security dilemma and possible high-tech AI arms race. 

The US and China were the nations selected for the case analyses due to their strong 

government support, immense technological and economic resources, and large well-established 

militaries. This places them in the best position to thoroughly research and develop dual use AI 

technologies for both the commercial sector and for military / intelligence collection 

applications, and to be able to afford the high costs of widescale AI implementation. Data 

collection sources included government reports, documents, and policies; defense and national 

security reports; S&T agencies, ministries, and Bureau reports; academic, think tank, and 

nonprofit publications, white papers, and reports; industry consulting reports; technical journals; 

and a variety of recent magazine articles, newspaper articles, and press releases. Units of 

observation varied depending on the case but generally included: US and China policy making 

ecosystems; S&T and AI specific national strategies, plans, and policies; government 

investments and incentives; P3 and university collaborations; AI military integration programs / 

projects, and senior leadership perceptions regarding their counterpart’s intentions and motives 

for S&T R&D and AI integration.  

The validity and verifiability of document analysis did present a problem. Information 

coming out of Chinese government, private sector, and university sources were suspect due to an 

inclination to propagandize documents. When possible, international sources were used to verify 

data. Magazine/website articles, research reports, government press releases were often used to 

provide the timeliest documents possible. Unfortunately, these sources can be subject to clear 

biases and/or inconsistencies.  

US Science & Technology in the Modern Era 



The first historical case analysis uncovered that US S&T development’s principal 

function is to ensure its economic and national security and maintain its technological and 

economic hegemony. The US has a large, cumbersome bureaucratic policy making environment 

that is difficult to coordinate and manage (Lubell, 2019). The US federal government supports 

STI by helping develop infrastructure, establishing a supportive regulatory environment and 

legal framework, and providing funding assistance for basic and applied government and 

university research through numerous executive agencies, more than half of which is provided by 

the DOD (Hummel, Cheatham & Rossi, 2012). However, the greatest percentage of US 

government funding goes to the commercial sector and its research institutes S&T R&D 

programs (AIP, 2016).  

Each US Administration’s senior leadership perceptions regarding the value of S&T were 

critical to the enactment of US S&T policy and political affiliations and were one of the key 

driver of those perceptions (Schmitz & Murray, 2017). The major convoluting factor influencing 

leadership perceptions was the rapid evolution of new technologies (especially digital 

technologies) pitted against interlinked and often slow S&T bureaucratic systems which made 

policy enactment or strategic course changes difficult to implement in a timely manner and 

subject to partisan in-fighting (Clark, 2013). In addition to leadership perceptions, geopolitical 

and /or domestic pressures influenced policymaking. For example, evidence of China’s unfair 

trade practices, intellectual property theft, illicit acquisition strategies, and clandestine cyber 

warfare against the US caused the Trump administration to implement safeguard tariffs on 

billions of dollars of Chinese products (Bulloch, 2018; The White House, 2018b; Noonan, 2019). 

Many of these policies remained in the Biden Administration (Bade, 2022; Labosco, 2022).  



There have been many studies indicating the value of long term US S&T R&D. 

Lederman and Maloney uncovered that “a one percentage point increase in the ratio of total 

R&D expenditures to GDP increases the growth rate of GDP by 0.78 percentage points” 

(Lederman & Mahoney, 2003: 3, 32; Chen & Dahlman, 2005). While Edwin Mansfield 

discovered that more than 10% of all new products and services were brought about by academic 

research and that the combined research efforts of the private sector and academia were 

responsible for a 28 - 40% (depending on industry sector) return on investment (ROI) for 

businesses and a similar social rate of return on investment for a nations society (Mansfield, 

1992: 180-181; Lubell, 2019). These studies and other indicate a clear correlation of value from 

US S&T R&D policy creation and investment.  

China’s Science and Technology Transformation 

The second historic case analysis found that China’s primary S&T objectives revolve 

around implementing long to medium-term strategies, plans, and policies to ensure its regime 

and national security, incrementally improve its position in the international order, and avoid any 

appearances of engaging in expansionist strategies involving high tech that could induce US 

counterbalancing measures (Johnston, 2003; Tang, 2003).  

China senior leadership perceives US motives and intentions regarding China’s rapid 

technological advancements as troubling. Beijing believes that the Trump administration’s goals 

are to contain China’s technological and economic growth and long overdue military 

modernization efforts (Jalil, 2019). There was considerable disappointment when the Biden 

Administration refused to reverse the new policies (Chalfant, 2021; Labosco, 2022). China’s 

senior leadership have become convinced that they must become a global technological and 

economic power, reduce their reliance on foreign technologies and direct investment, and 



advance their own indigenous high-tech manufacturing if they intend to maintain the economic 

growth levels their population has grown accustomed to. The key to this endeavor is the pursuit 

of cutting-edge dual use leapfrog technologies which reduces the need to compete against the 

US’s well-established technology dominance (Veugelers, 2017; Bey, 2018; Kaplan, 2019).  

Beijing also fears that any attempt to develop key emerging technologies will be met with 

additional US suspicions and distrust as to the motives of China’s senior leadership and 

accompanied by additional rounds of counterbalancing measures (Motohiro, 2019, Edelman & 

Roughead, 2018). Beijing is deeply concerned about the action-reaction spiral and growing 

security dilemma forming between the US and China (Johnston, 2003). Finally, China’s senior 

leadership is confronted with the same problem facing the US, the rapid advancements, dynamic 

nature of S&T development, and pace that emerging technologies are being integrated makes it 

difficult for Beijing’s senior leadership to comprehend these complex advanced technologies and 

how to integrate them without stoking further distrust and tensions among Western nations 

(Clark, 2013; Kluz & Firlej, 2015).  

China’s S&T ecosystem and policymaking process is also large, bureaucratic, and 

cumbersome involving numerous interconnected leading groups, commissions, ministries, and 

agencies with overlapping responsibilities (Dolla, 2015). The ultimate policymaking authority 

resides in the hands of the CPC; no major strategic initiative, plan or policy is implemented 

without the direct approval of the Politburo Standing Committee (PSC) or its proxies, and all 

major commissions, ministries, and office leadership positions are held by CPC members 

(Anderson, 2013).  

China’s “Vision of Victory” laid out three strategic initiatives designed to assist China to 

become a global leader in S&T R&D and high-tech manufacturing and reduce the threat of 



future US counterbalancing measures. These strategies included “Made in China 2025”, a plan to 

upgrade China to a global high-tech manufacturer in 10 strategic sectors by 2025, the Belt and 

Road Initiative (BRI) designed to offer billions of dollars’ worth of infrastructure development 

projects for developing countries in an attempt to create a continental superstructure of satellite 

nations with China as the hub; and China’s civil-military integration (CMI) military 

modernization program designed to update China’s aging military with cutting edge high tech 

military weapons systems by 2035 (Almond, 2018; Cavanna, 2018; McBride & Chatzky, 2019; 

Panda, 2019). These strategic S&T plans have raised global suspicion and mistrust among world 

leaders and condemnation from the both the Trump and Biden administration’s that they will 

subject nations to ongoing intellectual property theft and cyber espionage; electronic 

surveillance, debt, and contractual obligations providing China access to natural resources (BRI); 

and provide China time to develop its CMI programs to create advance leapfrog technologies at 

the expense of the “US innovation economy” (Almond, 2018; Oh, 2018; Cavanna, 2018; USCC, 

2018a, Chafant, 2021).  

To help achieve China’s greater ambitions and support its long-term strategic initiatives 

the CPC engaged in a series of ambitious S&T plans and policies. The most significant of these 

included the 2006 15-year ‘Medium to Long Term Plans’ (MLP) (2006 – 2020) established to 

oversee China’s policy agenda and prioritizes national interests and set the foundations for 

China’s rise into an “Innovation Oriented Society” by 2020 and a global leader in STI by 2050 

(Springnut, Schlaikjer & Chen, 2011). To meet these objectives, China would need to become an 

“indigenous innovator” in the emerging technologies fields that are comprised of 11 key industry 

sectors, with an emphasis in developing dual use leapfrog technologies (State Council, 2006: 9-

10; Springnut, Schlaikjer & Chen, 2011). The policy targeted seven emerging industrial sectors 



that CPC senior leadership believed dual use cutting-edge breakthroughs were most likely, and 

provided a variety of incentive to China’s growing high-tech private sector companies to pursue 

those(Springnut, Schlaikjer & Chen, 2011). In addition to the 2006 MLP, the most recent five-

year plan (2016 FYP) addressed many rapidly evolving high tech concerns such as the need for 

S&T progress in emerging fields and the necessity for major policy revisions. Both of these plans 

would be the cornerstone for China’s ambitions to become a global leader in international high-

tech STI and a recognized “innovation nation” by 2020 and beyond (Cao, Suttmeier & Simon, 

2006; State Council, 2010: 5; Springnut, Schlaikjer & Chen, 2011; Ou, 2016). They called for 

further increases in S&T funding, provided additional incentives for industrial innovation and 

entrepreneurship, and further targeted the emerging digital technologies for additional research 

and industry funding (Xinhua, 2017).  

These strategic plans and policies demonstrated unwavering senior leadership support 

and China’s centralized method of policy making which provided several advantages: 

policymaking is not subject to internal bipartisan fighting, and less affected by special interests 

or internal ministry squabbling. The Politburo, whose members are heads of the major ministries, 

drive policies forward and the PLA can demand, research lines with dual use capabilities be 

provided to its own CMI research institutes (Zhu, 2011; Sirkin, 2017).  

As was the case with the US there are no reliable processes or established methods 

available to measure Chinese innovation or policy success. However, since China instituted its 

major S&T policy reforms, its rate of increase in R&D investments, technological progress, and 

contributions towards economic growth have outperformed every other technologically advanced 

developed nation (Veugelers, 2017). These reforms accelerated during the economic slowdown 

attributed to the Covid 19 global pandemic where China continued to increased S&T R&D 



investment, patents, and publications moving their Global Innovation Index (GII) up from 14th in 

2020 to 11th place on 2022 (Xinhua, 2022). This acceleration in innovation was even more 

prominent in AI and other digital technologies where leapfrogging strategies and “catch up 

cycles” were implemented that established China as a leader in AI – empowered businesses 

(Daitian, Tong, Xiao, 2021; Xinhua, 2023) 

US – China Science & Technology Rivalry 

The third case analysis uncovered how the US – China S&T rivalry was both the product 

of and catalyst for a growing shift in the global balance of power incurred when a rising 

challenger with a different political ideology and strategic objectives confronts an established 

hegemon (Kegley & Wittkopf, 2005; Kennedy & Lim, 2018). The rivalry is largely based on the 

perception of both nation’s senior leadership and determined by their mutual need to preserve 

their national security interests and maintain economic growth (Eloot, Huang & Lenich, 2019).  

China’s leadership earnestly believes that to maintain its regime and national security it 

must become a dominant global high-tech manufacturer and exporter. It can no longer rely on 

being the world’s dominant producer of low-value goods (Eloot, Huang & Lenich, 2019). To 

accelerate its technological progress, China “acquires” existing technological advances by 

requiring foreign companies to share technology through technology transfers in exchange for 

market access; or through illicit acquisition strategies such as intellectual property theft. It then 

uses these technologies to develop their own product/service lines, while at the same time it 

engaging in their own indigenous S&T R&D (Kennedy & Lim, 2018). The CPC Central 

Committee can require that any state-owned enterprise SOE or private sector large to medium 

size enterprise (LME) shift its R&D or product development to suit “The Party” needs. Refusal 



by a foreign national company to comply with technology requests could result in expulsion or a 

denial to market access (Veugelers, 2017).  

These practices combined with Beijing’s aforementioned S&T strategies, plans, and 

policies have enabled China to become equal to or surpass most of the world’s technologically 

advanced developed nations, especially in emerging technologies with dual use capabilities 

(Nouwens, 2018). In a reversal from prior administrations, the Trump administration perceived 

China as engaging in coercive gradualism to incrementally achieve a S&T leadership position at 

the expense of US innovation. Equally troublesome for US senior leaders is how many of the 

dual use technologies under Chinese development have direct applications for China’s military 

modernization efforts, despite Beijing’s claims otherwise (Bhatia, 2018, 25; Freeman, 2017). In 

essence, the US distrusts China’s leadership’s motives and their claims that it is merely trying to 

maximize its security, citing years of intellectual property theft, espionage, cyber-attacks, 

denials, and outright lies (Bennet & Bender, 2018; ISDP, 2018).  

China on the other hand, perceives the Trump and now Biden’s administration’s 

intentions and actions as being equally hostile. China’s leaders believe that US counterbalancing 

measures were not solely aimed at stopping unfair trade practices or intellectual property theft 

(which had been occurring for decades) and preserving national security, but was directed at 

stymieing China’s technological progress and economic growth deemed vital to CPC regime 

legitimacy and China’s economic survival (Borzykowski,, 2018; Tayal, 2019; Bateman, 2022).  

Both nations realize that the future of economic growth resides in technological progress 

and if a nation does not keep abreast of STI they can easily be left behind by the other 

technologically advanced developed nations, especially in the development of state-of-the-art 

digital technologies with leapfrog capabilities (Schaaper, 2012: 7-8). This has caused each 



nation’s senior leadership to exaggerate potential threats (contrived or factual) and has led to 

unpredictable and irregular policy behaviors which further intimidates their counterparts 

(Wohlforth 1993; Christensen 1996; Schweller, 2006: 37, 47-48).  

Circumstances have spiraled to the point where the US views China’s technological and 

economic rise as an “unprecedented threat” to its industrial base and national security interests 

(Gavekal, 2018). Even China’s ambitions to become a high-value, high-tech producer are 

considered a threat and challenge to US STI, because those are also the foundation of US 

technological and economic hegemony (McBride and Chatzky, 2019; Motohiro, 2019). The 

Trump administration also considers China’s foray into emerging dual use leapfrog technologies 

as an underhanded attempt to render US military power inert in the Indo Pacific, challenge US 

military hegemony, and modify the international order to its benefit (McBride & Chatzky, 2019; 

Farley, 2018a). After mounting criticism that the Biden administration had loosened some patent 

restrictions and intellectual property protections that would aid China in leapfrogging US digital 

technologies the current administration engaged in significant policy shift aimed at expanding 

export controls and curtail China’s advanced semiconductor production (Bedard, 2022, Feng 

2022) 

China’s senior leadership has an equal distrust for US motives. They know that they must 

develop their own high-tech research, advance their commercial sector and industrial capacity, 

and reduce reliance on Western technologies should additional rounds of counterbalancing 

measures occur, as appears to be the case in the recent targeted decoupling aimed at 

semiconductors and controls placed on global supply chain chokepoints (McBride & Chatzky, 

2019; Feng, 2022). Should such activities continue and affect Beijing’s long-term ambitions to 

become a dominant high-tech producer it could incur the potential hostilities of their own 



population, something the CPC will not tolerate. CPC leadership realizes that to avoid potential 

civil unrest it must be able to support the growth of its emerging middle class, meet their rising 

income levels, and provide high value high quality products they are growing accustomed to. 

The key to this lies in becoming the world’s predominant high-tech manufacturer and exporter 

(McBride & Chatzky, 2019; Kania, 2019a).   

Each round of Chinese technological developments has been countered by US 

counterbalancing measures and subsequently followed up by some type of Chinese economic 

retaliations. This exacerbates the S&T rivalry and spirals each nation into new rounds of distrust 

and tension (Tang 2009: 620-621; Kennedy & Lim, 2018). Further complicating matters, both 

nations exist at the polar ends of political ideologies. US founding principles reside within the 

concept of freedom, limited government, private property rights, and the US Constitution. To the 

Trump administration’s National Security Strategy (NSS), “economic security is national 

security” and the threat to one is a threat to the other (Kania, 2019a). The Biden administration 

also supports this initiative identifying “strategic competition with China as the most 

consequential long-term threat the United States faces”. The current administration’s strategy is 

to rely strongly on cooperation with its allies and call for democratic governments to assume a 

more robust role in their economies to counter China’s rising dominance (Fontaine et al, 2022). 

To the CPC, ensuring regime survival, promoting state security, protecting state sovereignty, and 

defending regional territorial interests, are its core interests. Beijing’s strategy is to develop its 

technological power and expand its economic growth. This in turn is used as the central means of 

achieving its core interests (Kania, 2019a; Zhou, 2019).  

Aggravating the political and ideological deference’s are US’ expectation that China 

would one day become a modern democratic society. The CPC considers this a direct threat to its 



regime survival, and the survival of the communist party is of primary national security 

importance. Simply put, the US and China’s senior leadership view national security 

maximization in fundamentally different ways (Kania, 2019a).  

Another problem contributing to the S&T rivalry is the lack of understanding as to what 

each nation believes is important. China’s senior leadership considers its standing and status in 

the international order of vital importance and a matter of national pride. The development of 

emerging dual-use technologies has as much to do with China’s status on the world stage and 

keeping up with the other nations as it does in international competitiveness and providing for 

domestic needs (Xuejie, Zhao & Yuanyuan, 2015; Wolf, 2017; Ma, 2018).  

The US considers China’s recent national strategies such as the CPC’s “Vision of 

Victory,” and other major strategic initiatives to be of major concern to Western nations and a 

clear indicator as to China’s true intentions. US leadership believes these strategies are a long-

term challenge to US global hegemony, and a potential threat to the overall international order 

(Allison, 2017; Panda, 2019). The Trump administration’s national security apparatus declared 

that if China succeeds at these strategic initiatives, it will be largely through “acquiring” Western 

technology, not by its own indigenous efforts, and will came at a major cost to Western STI. 

Western nations are reaching a consensus that if China does gradually become the dominant 

high-tech, high-value producer and exporter as it did with the manufacturing of low value 

products/services, the developed world could wake up one day faced by a China that has already 

overwhelmed high-tech markets, restricted supply chains, and rendered Western MNCs 

internationally less competitive (Daniels, 2017; Panda, 2019). Western nations are conducting 

critical reviews of China’s unfair trade practices and are  placing an increasing number of 

restrictions on China’s foreign investments and strategic initiatives (McBride & Chatzky, 2019).  



Another factor contributing to the US-China S&T rivalry was the emergence of the 2018 

trade war and what looked to be the start of a potential decoupling between the world’s two 

largest economies representing 40% of global GDP (Pei, 2019a; Pei, 2019b). US leaders 

understood that a trade war and possible decoupling would be economically and politically 

damaging, but continuing to feed China’s economic growth, at the expense of US trade deficits 

and loss of intellectual property would be more devastating in the long run to the US and its 

Western allies (Pei, 2019a). China’s leadership took the trade war to be a clear indication that it 

had become overly dependent on US investment, technologies, and market access (Motohiro, 

2019; Pei, 2019a). Beijing has tried to reassure the both the Trump and Biden administrations 

that concerns over China’s rise are misguided and it is not China’s intention to threaten or unduly 

take advantage of the US, rather an attempt to make China a robust international competitor.  

Beijing also holds fast to notion that China’s success is not to be attributed to trade infractions or 

corporate espionage, but accomplished through decades of successful pro-growth policies 

(Manning & Engelke, 2018; Cheng, 2019b; Monier, 2019, Chen, 2022). However, these efforts 

of reassurance, in certain circles of the CPC, are considered a display of vulnerability and have 

not pursued in earnest (Glasser, 1998: 181; Cheng, 2019b).  

Exacerbating the trade war is the growing technology war (Lynch, 2019). The impetus 

for this tech war was China’s accelerating development in leapfrog digital technologies with dual 

use capabilities. These technologies are deemed vital for any nation that wants to take a 

leadership position in the fourth industrial revolution (Mourdoukoutas, 2019). If US 

counterbalancing measures are successful at hindering China’s technological progress, China’s 

opportunity to become internationally competitive could be significantly diminished and the 

country itself overwhelmed by the middle-income trap and aging demographics. Such events 



would limit high-tech research investments and industry development and lock Beijing into a 

long-term declining economic spiral (McBride & Chatzky, 2019; Motohiro, 2019).  

The US has focused on containing China’s technological development through 

legislation, policies, and regulations. This was done by restricting Chinese companies access to 

certain US technologies and supply chains and limiting commercial contract opportunities 

between US and Chinese Internet communication technology (ICT) companies accused of 

spying and installing eavesdropping backdoors in their products (Lynch, 2019).  

The evolving tech war and US – China S&T rivalry is ultimately about a competition 

over which countries will be able to dominate the new emerging digital technologies. China’s 

senior leadership realize they must be an early adopter or fast follower and quickly become a 

dominant player in at least some of these technologies, especially those with leapfrogging dual 

use opportunities (Nouwens & Legarda, 2018, 3). There is simply too large of a gap between 

China and the US in conventional S&T R&D and in high-tech product/service development for 

China to close the gap at a rapid enough pace. China has too many obstacles to overcome 

conventionally before US counterbalancing measures take their toll. Other nations are also 

growing tired of China’s elicit trade behaviors and have begun their own decoupling efforts 

(Holland, 2018).  

The final factor contributing to the S&T rivalry is China’s plan for the PLA to become a 

modern military by 2035, and world-class military by 2050. To meet this objective, emerging 

dual use and digital leapfrog technologies with military applications are being developed to 

exploit US military weaknesses, and offset superior US firepower (Roblin, 2018; USCC, 2018b: 

220). 



However, much of the dialog coming out of China regarding China’s need to prepare for 

an inevitable military confrontation while intimidating, has been largely rhetoric. Both the US 

and China know that developing advanced military weapons and modernizing China’s military to 

be the equal of other developed countries is much different than actually being on par with the 

US military capabilities. Even with China’s capability to “acquire” US weapons technology and 

its large-scale manufacturing capacity, it can take years to develop, test, and work out all the 

bugs needed for advanced weaponry, much more for fully combat ready weapons platform 

(Cheung, 2013).  

Both the Trump and Biden administrations have taken China’s ambitions to become a 

dominant player in the emerging digital leapfrog technologies seriously. The National Defense 

Strategy (NDS) guides the administration to both increase its investments in dual use digital 

technologies and to protect its high-tech commercial ecosystems from China’s “acquisition 

tactics”. The administration has responded by placing a number of Chinese companies under 

investigation or outright denying them access to work with or purchase US companies working 

in “sensitive” fields (Majumbar, 2018; Tayal, 2019; DOD, 2022). The DOD has also taken the 

initiative to expand DARPA projects and DIUx partnerships (DIU, 2019).  

Despite the restrictions imposed by the Trump administration and their continued 

reinforcement into the Biden administration, China is resolute regarding the development of dual 

use digital technologies. China’s senior leaders believe that dominating some of these fields will 

provide the needed economic wealth for modernizing its military and ensuring national security 

(Laskai, 2018; Jacob & Flatley, 2022; Lobosco, 2022). The US is determined to protect US 

technological innovation from China and it fully intends to remain the military hegemony 

(Triolo, 2019).  



Complicating the overall S&T rivalry is the enormous complexity and highly integrative 

capacity of emerging technologies, especially dual use digital technologies. This complexity 

obscures leadership perceptions and makes S&T policy difficult. It requires new approaches to 

overcome integration problems and deal with highly complex systems, something both nations 

leaders are reluctant to do (Cetindamar. Lammers & Sick, 2020). The S&T rivalry and tech war 

has locked both nations into an action - reaction cycle that has culminated in increasing levels of 

high-tech decoupling. If left unchecked this could split the world into two separate global 

commerce camps (Trilio, 2019). All of the factors discussed that are contributing to a S&T 

rivalry are driving each nation towards a complex, multivariant, and new form of security 

dilemma.  

Artificial Intelligence Military Integration 

The fourth case analysis assessed whether increases in AI national strategies, plans, and 

policies resulted in an increase in government funding for AI R&D, P3 and university 

collaborations, and private sector companies. It also evaluated whether these increases in AI 

related policies contributed to distrust and uncertainties from each nations senior leadership thus 

increasing the likelihood of a highly complex security dilemma and potential AI arms race. 

.  The case analysis revealed a number of supporting findings. The first of which dealt 

with the international order and its influence on national strategies. The CPC values its position 

within the international order and recognizes how beneficial it has been to China’s technological 

and economic ememrggence. China’s senior leaders realize that any overt demonstrations of 

power maximization or an aggressive pursuit of power will be met with severe counterbalancing 

measures by the US (Elman & Jensen, 2012: 21, 28; Mearsheimer, 2015). Therefore, China’s 

leadership have concluded that it is best to exhibit self-restraint and a gradual pursuit of its goals. 



These activities have thus far proven advantageous at ensuring its primary objective, regime 

survival and national security (Tang, 2003; Mearsheimer, 2015).  

China’s leadership also understands that any serious attempt to rapidly maximize its 

security could be considered threatening to other nations, causing them to react in a similar 

manner (Jervis, 1978: 186; Lobell, 2010: 12). China’s rapid development of emerging digital 

technologies, specifically AI, have already raised deep suspicions within many circles of the US 

government and among China’s regional neighbors as to what Beijing’s true motives are for 

rapidly developing dual use technologies with such vast integrative possibilities (CRS, 2019a: 9, 

21; Hass & Balin, 2019). Because of China’s actions, the US has escalated its own investments 

in AI research, establish new P3 collaborations and contracts domestically, and is assisting other 

develop nations financially and technologically to develop their high-tech industries (Meserole, 

2018; Hass & Balin, 2019).  

Due to these events, The US and China are already mired in a S&T rivalry and tech war 

and other nations are following suit. To intensify the problem, The US and China appear 

determined to rush headlong in developing the most revolutionary, enabling, dual-use digital 

technologies since the advent of the computer, with AI receiving the greatest emphasis. Both 

nations are also convinced that AI integration throughout the world’s societies is all but 

inevitable and that becoming a first mover in AI technologies is, and will continue to be, 

essential to the economic and national security interests (Kania, 2017a: 14,18; Pawlyk, 2018). 

AI’s revolutionary capabilities are alluring to each nation, but to China AI represents access into 

the world of high-tech manufacturing something its leadership believes is a necessity for the 

China’s continued growth. This alone stands to complicate and aggravate the already complex 

nature of the US – China security dilemma (Kania, 2018; McBride & Chatzky. 2019).  



Shifting into the investment environment. China’s commercial sector ecosystem receives 

considerably more support than that of the US. This is important since the majority of AI 

algorithm development is coming out of the private sector. The Chinese government has 

significantly increased its support for venture capital and private equity firms which in turn 

provide seed financing for China’s innovative startups and small businesses. This is occurring at 

a greater pace than that of the US and its Western allies (Allen, 2019: 10, 20). China also enjoys 

greater access to big data, arguably the most important component for AI machine learning 

algorithms. China’s senior leadership accomplished this by removing access restrictions and 

privacy rights to more than 800 million of its citizens. This allows China’s private sector 

companies and government ministries unfettered access to almost 20% of the world’s data (CRS, 

2019a: 22; Kewalramani, 2018).  

Beijing enjoys others advantages as well. The CPC’s Central Committee can coordinate 

and direct AI strategies, plans, and policies in a far more rapid and efficient manner than the US. 

This has allowed China to not only enact AI policy in a swift manner but ensures those policies 

are carried out according to the direct wishes of the Politburo Standing Committee (PSC) 

(Zhiyue, 2007: 300; Shirk, 2012; J.M., 2013). However, good policy is not simply about 

implementation, speed and efficiency, but which AI research lines and projects will be selected 

for integration and how companies and projects will be coordinated and funded, which is 

something China has yet to prove being superior at in this arena (Horowitz & Mahoney, 2018).  

The US AI ecosystem has a well-established military-industrial academic complex with 

decades worth of well-established networks and an unmatched commercial sector. Over the past 

decade, the largest concentration of worldwide S&T breakthroughs has been being generated at 

US high-tech companies and research universities (NSTC, 2016: 7, 12; NSTC, 2019: 2, 7). US 



commercial sector investments in research has grown dramatically during this period with the 

greatest percentage of funding increases being allocated to emerging digital technologies 

(Mckinsey, 2017: 14, 40; Priceconomics, 2018). In addition to final investments, Silicon Valley 

is able to attract the world’s top software engineers and computer scientist talent (Davenport, 

2019).  

In comparing the US and Chinese AI ecosystems, six categories were selected. These 

categories were considered instrumental to AI dual-use development and included: access to top-

tier talent, basic and applied R&D, speed of product/service, and computer hardware and 

microprocessor development. While the US retained the number one position, China finished 

first in two of the categories, AI adoption into commercial sectors, and the military and access to 

big data. What alarmed US analysts more, was how quickly China had been closing the gap in 

almost every category in the past few years (Castro, McLaughlin & Chivot, 2019).  

The two nations AI ecosystems, and their overall R&D programs, differ from one other in 

a highly crucial manner; US researchers and entrepreneurs excel at innovation, conceptualizing 

new ideas and turning it into an innovative new product or service. China’s researchers and 

entrepreneurs are outstanding implementers, and are able to take an existing technology, product, 

process, or service and improve it, produce it faster, and provide it at a lower cost (Lee & 

Sheehan, 2018). China has also been working diligently to improve its innovative capabilities, 

but with only marginal levels of success throughout its large state-owned enterprises (SOEs) and 

government research institutes. To account for this the CPC has shifted its ambitions for 

indigenous innovation to its rapidly growing private sector (Webster, et al., 2017a).  

Another critical factor that has led success in AI development within both nations are 

how their national S&T strategies, initiatives, plans, and policies are implemented. China’s AI 



specific strategic initiatives have followed the same course of action as their overall S&T 

strategies. AI was first introduced as an emerging technology of interest back in the 2006 MLP 

(He, 2017). In 2011, the release of the 12th FYP increased AI’s importance to that of a “primary 

objective” and assigned to the growing field of smart manufacturing. By the 13th FYP, AI’s 

relevance had increased and become a critical component of their new S&T development 

paradigm. The 13th FYP also contributed to an escalation in AI-specific strategic initiatives, 

policies, and documents (He, 2017). The two most significant of these are the Made in China 

(MIC) 2015 and the “Internet Plus” action plan, both of which further demonstrated AI’s 

growing importance to CPC senior leadership (He, 2017; Triolo & Goodrich, 2018). In 2017, 

China introduced the Artificial Intelligence Development Plan (AIDP), the first plan exclusively 

dedicated to AI. The AIDP would become known as China’s national AI strategy and outlined a 

three-phase agenda that addressed and fixed problems in China’s R&D ecosystem, called for the 

expansion of AI products and applications, and created China’s AI industry (Kania, 2017a).  

The US’ AI strategies and policies appeared to be more of a reaction to China’s AIDP 

and CMI initiative than a well-thought-out standalone process. The US’ initial AI policies 

appeared more concerned with implementing counterbalancing measures designed to limit access 

to the growing number of Chinese digital technology companies to US dual use technologies. 

(Borzykowski, 2018; Tayal, 2019). It was not until 2019, almost 2 years after the AIDP, that the 

Trump administration launched the American AI Initiative, a comprehensive national AI strategy 

with the full backing of the federal government to develop an earnest AI’s dual-use capabilities 

and explore its highly integrative capacity (Hansen, 2017: 3). One day later, the DOD announced 

their own artificial intelligence strategy to fully develop the military applications of AI’s dual use 

nature, and the Joint Artificial Intelligence Command (JAIC) was also created to coordinate and 



operationalize AI technologies (Cronk, 2019). The Biden Administration expanded on these 

initiatives establishing through the Office of Science and Technology Policy (OSTP) and the 

National Science Foundation (NSF) the National Artificial Intelligence (AI) Research Resource. 

This task force would be responsible for creating the blueprint for the National AI Research 

Resource (NAIRR) a joint research infrastructure designed to spur AI R&D and innovation 

throughout multiple government and commercial sectors (White House, 2021) 

When assessing AI strategies and policies dealing specifically with military and 

intelligence collection applications and R&D programs, these policies are recognized by the 

senior leadership of both nations as crucial to the future of their national security. However, AI 

military integration has not been not proceeding at the same pace or with the levels of success as 

AI integration into the commercial sector. There have been some significant advancements in 

autonomous hardware systems and military drones but the overall integration has been slow and 

problematic due to a variety of reason (Allen & Chan, 2017: 2, 13-14; Allen, 2019: 6, 8). This is 

projected to change, with the increase in ML and DL functional capabilities and the declining 

costs of embedding AI into weapons platforms, AI-embedded weapon systems will see a 

dramatic increase in proliferation over the upcoming years; and this pace will continue to 

escalate for decades to come (Allen & Chan, 2017: 20-21).  

When considering current levels of AI military integration, AI’s autonomous decision-

making capacity and growing availability of data sets and sensor arrays are beginning to 

outperform many of the old human – computer system paradigm (Allen & Chan, 2017: 20-21). 

In the immediate future, and with AI military integration in only its introduction stage, AI-

embedded military weapons systems and command-and-control functions are expected to 

redefine military power projections. With each new generation of ML algorithms developed for 



military applications, AI-embedded weapon systems will increase in proficiency and discover 

new ways to ingeniously outperform existing systems at a significant reduction in costs (NSTC, 

2016: 37-38). The main advantages to AI military integration thus far are AI’s ability to adapt, 

learn, and evolve in battlefield scenarios in near real-time, providing the algorithms have access 

to reliable data (Button, 2017). As more prototypes and functional systems are developed and 

tested, what is becoming evident is that AI-embedded weapons platforms will be integrated and 

networked across multiple levels, use battlefield information for ongoing situation analysis and 

contingency assessment, and be able adapt to hostile scenarios in a fraction of the time of their 

human counterparts (Cole, 2018).  

There are still significant problems and bugs that need to be worked out. Decision-

making is only as good as the data that is analyzed. Some tasks are still difficult for ML 

algorithms to solve like deciphering through numerous layers of contextual information in a 

dynamic environment. Perhaps the biggest problem is a lack of trust or fear of using the AI’s 

capabilities by senior officers and government leaders (Azati, 2019).  

China’s strategies and plans for AI military integration are based off its strength in 

applied, and development research. What this means is that China will continue to use its ability 

to “acquire” AI technologies from external sources, then use its competitive advantage in 

implementing to rapidly develop prototypes and fully functioning weapons and intelligence 

collection systems (Allison, 2019). The Central Military Commission (CMC) of the CPC 

foresees AI is a key component to its military modernization efforts. The CMC intends to take 

advantage of China’s already well-developed AI research programs and ecosystems (Horowitz, 

2018: 41-42). Beijing also intends to take advantage of AI’s eventual ability to replace tactical 



commanders and to “intelligenticize” decision-making by taking humans ‘out of the loop’ where 

applicable (NSITeam, 2019: 141-142).  

The US AI policies and plans intend to take full advantage of AI military integration as 

well. The DOD believes that integrating AI and other emerging digital technologies into military 

systems will be a necessity in preparing to fight and win the wars of the future (DOD, 2018: 3-4). 

DOD analysts agree that AI technologies will provide US defense forces a strategic advantage 

and competitive edge that could last for decades, providing that the US can keep up with China 

(Lye, 2019; CRS, 2019a: 34, 36).  

Despite the benefits that US and Chinese senior leaders attribute to AI commercial sector 

and military integration, one concern still stands out. Each new strategy, plan, and policy 

involving the development of AI for military and intelligence collection purposes also increases 

apprehensions of counterparts’ motives. In addition, despite clear and impending evidence of 

AI’s contribution to a growing security dilemma, both nations seem to be unconcerned and 

instead are rushing ahead to increase AI development in all possible sectors (Kania, 2017a). This 

places the US and China in a quandary; the more each nation develops AI’s dual use capacity 

and military applications, the more distrust and suspicion each nation’s senior leadership 

experience, the more unlikely they will be able to escape from this new form of highly complex 

security dilemma (Gavekal, 2018; Hass & Balin, 2019).  

Complicating matters further, both nations’ senior leaders are convinced that should a 

conflict breakout, AI embedded military weapons systems will undoubtedly be used. US analysts 

are growing increasingly troubled that should China decide to remove humans decision making 

from critical nodes in the decision-making loop, scenarios that could have been de-escalated with 

human intervention, could instead result in confrontation if managed solely by AI, Such 



scenarios could happen very quickly, have potentially devastating effects, increase the risk of an 

inadvertent conflict, or result in war. (Allen & Hussain, 2017; Kania, 2017a: 37).  

AI strategies and policies geared at rapid escalation of AI applications also contributed to 

the growing distrust among leadership perceptions as to their counterparts’ intentions and this is 

only projected to increase over time. Intensifying this problem, is that there are currently no 

planned protocols or regulatory restrictions barring AI military integration. Because of these 

factors and other unknowns associated with AI military integration, the chance of each nation 

misinterpreting their counterparts’ intent will continue to rise, which increases the probability of 

overreactions or unintentional responses (Jervis, 1978: 175; NSITeam, 2018: 133-134). As AI 

technologies continue to advance, development speeds increase, and AI algorithms shift from 

ML to DL, the capabilities of AI military integration will exceed the comprehension levels of 

battlefield commanders and each nation’s senior leadership. This will make good policymaking 

extremely difficult. It could also compel each nation to want to develop AI at the fastest pace 

possible in fear of falling behind their potential adversary, further exacerbating mutual tensions 

and distrust (Jervis, 1978: 175; Meserole, 2019).  

Leadership perceptions, and in many cases their misperceptions, are not the only issue of 

concern, the sheer complexity and vast integrative capacity is also problematic. AI technological 

advancements are becoming so sophisticated, that it is expected to revolutionize existing military 

systems. This will occur so rapidly that each nation’s senior leadership will not be able to keep 

pace or comprehend the magnitude of changes, how the systems work in combination, or how 

decisions are reached (Bey, 2018a; Sharikov, 2018). This could lead to a distrust of AI itself, 

especially if the leaders have no way of understanding how or why AI algorithms are making 

their decisions, or if a problem develops, what or where the cause is (Marr, 2017).  



The final finding this case analysis uncovered, and one that was also mirrored in the third 

case analysis, was that this new form of AI driven security dilemma is much different than any 

security dilemma the two nations (or any nation) have faced in the past. This highly complex 

security dilemma is multifaceted, interrelated, continuously evolving, and filled with unknowns 

that each nation’s senior leadership is ill prepared to deal with. It is comprised of AI’s enabling 

dual-use nature, AI’s vast integrative capacities, and massive synergetic potentials. Where this 

security dilemma truly differentiates itself is that it operates in regions where there are no 

borders or boundaries, occurring in the cyber environment, where even the most gifted 

programmers will have difficulty navigating in a time sensitive manner, and where a thousand 

battlefield scenarios can be determined in milliseconds. This could render battlefield 

commanders in a perpetual state of slow reactionary responses, and each nation’s senior 

leadership are regulated to only broad strategic decision-making moves.  

Theoretical & Empirical Analysis 

Empirical evidence presented in case analysis three and four confirmed the hypothesis 

which argued that widescale AI integration into the militaries of the US and China did 

significantly contribute to a new form of complex security dilemma occurring within the theory 

of defensive realism. The rate progress for this security dilemma did not accelerate as fast as 

originally expected. The reason being that despite the appearance of aggressive actions, the 

evidence indicated that both countries have been more concerned with maximizing their security 

and positions within the international order, which provides each with unprecedented 

technological advances and economic wealth, rather than engaging in outright conflict. However, 

with the increasing pace of advances in AI, the benefits attributed to AI integration in military 



and intelligence collection, and the growth of an economic and high-tech rivalry, the threat of a 

security dilemma is escalating. 

Case analysis three did not directly address an AI driven security dilemma but did discuss 

the emergence of a S&T driven security dilemma of which digital technologies, and by default 

AI, resides within, and is a primary catalyst of. The case laid out how the S&T rivalry and tech 

war is occurring between the US and China and the complexities involved in developing dual use 

technologies and integrating those technologies throughout a nation’s commercial, military, and 

intelligence collection sectors. The case also described how the S&T rivalry and tech war 

between the two nations was actually about a competition to dominate the new emerging digital 

technologies, including AI, and how these digital technologies also have extensive dual use and 

enabling capabilities, and in China’s case leapfrogging potentials. Finally, the case went over the 

integration of these digital technologies into the military weapon systems of China and the US 

and how both nation’s S&T ecosystems, strategic initiatives, plans, and policies were devised to 

support the development of these new advanced emerging technologies.  

The third case analysis also explained how the ongoing introduction of these technologies 

affected each nation’s leadership perceptions regarding the intent and motive of their 

counterparts in developing technologies with such a wide range and vastly integrative dual use 

capacity. It also explained how the increasing complexity of dual use and enabling digital 

technologies convolutes leadership perceptions. This intensifies uncertainty and distrust among 

each nation’s leaders which in turn contributes to a downward spiral of negative action - reaction 

response culminating in a security dilemma. The third case also provided the broader context and 

set the foundation for the fourth case.  



The fourth case study analysis delineated the emergence of a complex new form of 

security dilemma, one specifically attributed to the development and integration of AI 

throughout each nation’s military and intelligence collection systems. AI’s ability to enable 

existing electronic technologies and improve its performance both complicates and aggravates 

the growing US China security dilemma. The onset of this security dilemma originated in 2006 

with China’s 13th FYP which initiated the US – China S&T rivalry and the start of a high-tech 

trade war over emerging technologies and has since progressively grown as China and the US 

continued to develop highly efficient AI ecosystems, AI national strategies, and a series of AI 

related plans and policies. The case describes how AI embedded military systems are projected 

to revolutionize each nation’s fighting capabilities and command-and-control systems, and how 

the senior leadership from both countries felt compelled to escalate AI development or run the 

risk of falling behind potential adversaries.  

The fourth case also goes into detail on how AI’s rapidly evolving, large scale capacity, 

and complex integrative nature ignites apprehension and fears among each nation’s senior 

leadership regarding the potential of AI embedded weapons systems, how these advanced 

weapons systems could be used against their countries, and how lethal and effective they could 

be. The case goes further describing the overall quandary each country finds itself in as they rush 

to develop and integrate AI throughout their commercial sectors, militaries, and intelligence 

collection apparatus to maximize their economic and national security. As time progresses each 

nation’s leadership is becoming more consumed with distrust and suspicion over their 

counterpart’s motives and ambitions. In essence, they do not feel more secure but less. They are 

finding themselves trapped within a complex new form of security dilemma with no apparent 

way out. Adding to the complexity, they believe that if they attempt to engage in cooperation, 



transparency, or establish a mutually agreed upon regulatory framework for slowing down or 

limiting AI military integration, thus reducing the security dilemma’s impact, it would be 

construed as weakness and forfeit any competitive advantages acquired thus far.  Succumbing to 

an international regulatory council would also require a loss of strategic control over AI 

development and integration. Control over AI development is something China senior leadership 

believes is vital to their continuing economic growth and long-term goals of becoming a high 

value high-tech exporter. The US also wants to retain its control over how it develops and 

integrates AI, since it believes that AI is an essential factor for retaining its technological and 

economic hegemony. Seeking cooperative solutions with a country, they have already lost trust 

in, or following the mandates of an international council which could allow other counties the 

opportunity to catch up or leapfrog US dominance is equally unacceptable.  

Case four demonstrates that with each new generation of AI algorithms embedded into 

military and intelligence collection applications, the US and China’s senior leadership is not only 

becoming more distrustful of one another’s motives and intentions but are more likely to 

misinterpret their counterparts’ actions as a direct threat. In addition, the growing complexity of 

AI’s dual use and enabling capabilities, its multiplier effect, and its rapid expansion throughout 

military and commercial sectors makes it next to impossible for those senior leaders to 

adequately comprehend what they have gotten themselves involved with. They only know that 

they must proceed forward as fast as possible, or their competitors will move ahead of them. The 

lack of comprehension and neglect of long-term risks associated with rapid AI development and 

integration creates a pattern of reactionary policy decisions which is never a good foundation for 

good sustainable policy making.  



The final component the fourth case analysis presents, is how this security dilemma is 

unlike any prior security dilemma a nation has had to face. AI can be literally be integrated into 

almost any digital product the technologically advanced developed societies can make. Every 

application possesses dual use characteristics which can be exploited not only by the 

governments but also nonstate actors, including dissident groups within their own populations. 

This is a major concern of China’s CPC which has already used fear and intimidation tactics, 

widescale invasive surveillance, “re-education” internment camps on a number of different 

groups within its 1.3 billion population. The size and scope of the security dilemma is also 

problematic due to the aforementioned action - reaction cycle which no longer solely subjected 

to the physical plane, but now occurs in cyberspace. In this environment AI can operate in such a 

wide array of channels, and at such a fast speed (milliseconds), that even the best programmers 

developing the cyber warfare or cybersecurity applications cannot keep pace. Each nation’s 

senior leadership has no idea what is occurring in real time or whether the AI will make a 

decision that leads to a potential conflict, or why that particular decision was reached. Very soon 

military decisions, at least at the tactical level, could be removed from both military commanders 

and each nation’s senior leadership in order to maintain a competitive battlefield advantage. The 

bottom line, with AI algorithms at the decision-making helm, the senior leadership of the US and 

China may never know how their orders were carried out, whether they were accomplished as 

intended, or if their perceptions regarding what represents a successful operation are even 

remotely accurate.  

US and China Strategic Policies and Implications of AI integration  

The practical applications of AI integration and its implications are straightforward, AI is 

being integrated throughout society at a rapidly expanding rate. Its dual-use nature makes every 



potential algorithm useful for a variety of purposes including enabling existing commercial 

technologies to become more functional and efficient or to enhance military and intelligence 

collection systems. For reasons already provided, the US and China will continue to research, 

develop, and integrate AI into their commercial and military sectors at an accelerating rate. The 

benefits and future opportunities simply outweigh any potential costs to both nation’s senior 

leadership. China’s leaders feel compelled because China must retain its economic strength and 

become a high-tech manufacturer in order to validated CPC legitimacy and regime security. The 

emerging digital technologies, especially AI, are the primary means to accomplish this. US 

leaders realize they must retain US technological hegemony at almost any cost since they have 

exported much of the manufacturing base and STI is one of the few remaining sectors 

guaranteeing US economic power and military prowess. Under these circumstances, the two 

nations are at an impasse, and the inevitable entrapment in this new form of highly complex 

security dilemma is fast becoming an inescapable reality.  

A more thorough understanding of this new form of high-tech security dilemma is 

required. As previously stated, its complexity is beyond the comprehension of the world’s 

leaders to adequately assess. Because of this, the uncertainty and distrust that the nations senior 

leadership experience leads to impromptu or reactive policy decisions that further fuel the 

security dilemma, creating a self-reinforcing negative feedback loop. Ironically, it may require 

AI to analyze and interpret all the possible ramifications and nuances of AI military integration 

in order to increase a nation’s senior leadership and battlefield commander’s situational 

awareness and to improve their comprehension of the new battlefield. What still needs to be 

conducted is objective analysis of AI military capabilities and its integration potentials to 

discover the best avenues for future R&D, policy enactment, and funding that will benefit the US 



national security. It is certainly a brave new world and I conclude by reiterating the following 

statement by Mark Esper, Secretary of Defense, “like it or not, future war will be AI driven”.  

Shortfalls and Future Research 

The primary shortfalls and gaps within this study reside around the lack of accurate 

information in the document analysis as to what is actually taking place in each nations 

government and private sector AI R&D programs, especially classified programs, the success 

rate of the algorithms, are they doing what they claim, to what degree is military and intelligence 

collection integration occurring, and can the programs be scaled in a cost effective and timely 

manner. While sources of AI military integration can be gleamed from projects such as Project 

Maven, Gordon Stare, Night Stalkers and their Chinese equivalents, most of the cutting-edge AI 

technologies in the military and intelligence collection arenas are compartmentalized, highly 

classified, located at secretive facilities such as the US’ Defense Advanced Research Projects 

Agency (DARPA), Intelligence Advanced Research Projects Activity (IARPA), National 

Laboratories lines like Los Alamos and Sandia, and their equally classified and restrictive private 

sector defense contractor collaborations. Information that is not classified is subjected to heavy 

bias or outright propagandizing, certainly the case with China, as nation’s try not to “tip their 

hat” as to their what their most profound research lines are. Even within the private sector, much 

of the advanced research is protected by nondisclosure and non-compete agreements in high-tech 

companies. These companies are very leery of releasing information in fear of cyber-attack, 

corporate espionage, or similar such measures designed to “acquire” their proprietary AI 

research or new product/application before they get the chance to bring the technology to market. 

Therefore, the study had to rely on a lot of recent magazine articles, tech journals, consulting 

reports, and press releases many of which were not peer-reviewed or strongly verifiable. Another 



problem reside in how older publications are quickly outdated and not of much use due to the 

dynamic and rapidly changing landscape of AI technologies.  

The cases were proficient at describing what is occurring in the present, but had to take 

the same liberty as the referenced authors who engaged in varying degrees of speculation 

regarding the future events since many of the strategic initiatives, plans, and policies, were 

created not just for the present moment but for years yet to come. The cases were also faced with 

the difficulty of accurately describing the new form of highly complex security dilemma the US 

and China are entangled in which is by its very nature to complex and interconnected to 

adequately account for. The same problem occurs in describing each nation’s senior leadership 

perceptions, decision making, and policy enactment in such a complex and rapidly evolving 

environment. The only assumptions that can be derived with any gradation of confidence is that 

each nation’s leadership simply lack the conceptualization and comprehension necessary to make 

productive proactive strategies. policies, and plans. Instead, they will continue to be suspicious 

and distrustful of one another’s motives and actions and reactionary in both their strategic 

initiatives and in their short-term decision making as they strive to attain or retain AI dominance.  

Additional lines of research need to be conducted in the supporting digital technologies 

associated with AI integration (next gen ICT, 5G, cloud computing, big data extrapolation, 

advances in semiconductors, etc.) and how these technologies are vital to AI integration in the 

commercial sectors and government agencies. Research also needs to be conducted on the ethical 

ramifications of AI integration concerning AI’s potential replacement of large-scale repetitive 

jobs, widescale video and electronic surveillance of entire populations (already occurring in 

China), and the potential creation of never before seen weapons of mass destruction (new energy 

weapons, targeted viruses, mind altering frequencies, etc.). Finally, ongoing research should be 



done on the efficiencies of AI’s ongoing military integration since this process is still in its 

fledgling stage and within a few years more data will be available for analysis, the caveat would 

be possessing the appropriate clearance. 
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