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As part of a broader information literacy agenda, academic libraries are interested in advancing 

algorithmic literacy. Folk theories of algorithmic decision-making systems, such as recommender 

systems, can provide insights into designing and delivering enhanced algorithmic literacy 

initiatives. Users of the Spotify music recommendation systems were surveyed and interviewed to 

elicit their folk theories about how music recommendations are made. Seven folk theories emerged 

from this study and are grouped into four themes: agency, context, trust, and feelings. These four 

themes are used to illustrate how folk theories can inform algorithmic literacy programming and 

curricula. 

Introduction     

Folk theories of algorithmic decision-making systems tell us what people believe about how these systems 

work and how users should interact with them. Consumer-facing recommender systems using advanced 

machine learning techniques, such as Amazon, Facebook, and TikTok, are the “public face” of artificial 

intelligence. Equally ubiquitous are academic tools and resources using machine learning that are now 

essential for scholarship across all disciplines. 

 These systems underscore that “our entanglement with algorithmic personalization is non-

negotiable: it is a market driven pre-condition of the digital everyday” (Kant, 2020, p. 214). Despite their 

ubiquity in the digital marketplace, most people continue to have concerns about their use and influence 

(Bao et al., 2022; Pew Research Center, 2018; Sartori & Bocca, 2022). The insights provided by folk 

theories can be used to focus and enhance strategies towards algorithmic literacy, enabling users to mitigate 

harm and risk while advancing the effective and productive use of these systems. The results presented here 

are part of a larger study of the folk theories of the Spotify music recommendation system and how those 
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theories could facilitate the development of more transparent and explainable recommender systems 

(Ridley, 2022). A key question in that research was the relationship between folk theories and algorithmic 

literacy. Can folk theories inform algorithmic literacy? 

 Our lives are now “algorithmically mediated” (Anderson, 2020). Students, staff, and faculty 

encounter tools and services that rely on machine learning in virtually all aspects of their academic and 

personal lives. However, “the danger is not so much in delegating cognitive tasks, but in distancing 

ourselves from–or in not knowing about–the nature and precise mechanisms of that delegation” (de Mul & 

van den Berg, 2011, p. 59). The pervasiveness of algorithms highlights “issues of social justice, inequality, 

and social exclusion, which left unexamined, can result in positions of precarity and information poverty. 

Herein lies a role for information literacy, which in turn provides the warrant for the interest of librarians 

and educators” (Lloyd, 2019, p. 1480). Southworth et al. position the challenge of algorithmic literacy in 

the specific context of higher education curriculum with libraries and librarians as key participants 

(Southworth et al., 2023). In response, academic libraries are beginning to play key roles in advancing 

algorithmic literacy (Ridley & Pawlick-Potts, 2021) with relevant learning initiatives already in place or 

emerging (Gasparini & Kautonen, 2022; Hervieux & Wheatley, 2022; Kim, 2019; Upshall, 2022; Weintrop 

et al., 2021). However, the gap between what users believe about algorithms (i.e., their folk theories) and 

how to use algorithmic systems effectively remains an area that is both problematic in terms of user 

understanding and fruitful in terms of pedagogical strategies. 

Literature Review 

What is Algorithmic Literacy? 

While algorithmic literacy is related to information literacy and other “digital” literacies such as 

computational literacy and data literacy, it also represents a unique area of interest that requires its own 

attention. As this is an emerging area, multiple definitions are presented. Finn defines algorithmic literacy 

is a capacity “that builds from a basic understanding of computational systems, their potential and their 

limitations, to offer us intellectual tools for interpreting the algorithms shaping and producing knowledge” 
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(Finn, 2017a, p. 25). It provides “a way to contend with both the inherent complexity of computation and 

the ambiguity that ensues when that complexity intersects with human culture” (Finn, 2017b, p. 2). A more 

operational definition views algorithmic literacy as “a set of competencies that enables individuals to 

critically evaluate AI technologies; communicate and collaborate effectively with AI; and use AI as a tool 

online, at home, and in the workplace” (Long & Magerko, 2020, p. 27). Ridley and Pawlick-Potts provide 

an action-oriented, pedagogically informed definition: 

Algorithmic literacy is the skill, expertise, and awareness to 

• Understand and reason about algorithms and their processes, 

• Recognize and interpret their use in systems (whether embedded or overt), 

• Create and apply algorithmic techniques and tools to problems in a variety of domains, 

• Assess the influence and effect of algorithms in social, cultural, economic, and political 

contexts, and 

• Position the individual as a co-constituent in algorithmic decision making (Ridley & 

Pawlick-Potts, 2021, p. 4). 

 The importance of algorithmic literacy to academic libraries specifically and the academy more 

generally is documented in the recent Project Information Literacy report on student attitudes towards 

algorithmic systems. They found that students have “ambivalent attitudes” towards algorithmic systems, 

they use “defensive strategies” to protect their privacy, that trust in these systems is “dead” and that 

“skepticism lives.” Their conclusion is that “the age of algorithms demands that teaching strategies be 

reconsidered as we redefine information literacy” (Head et al., 2020, p. 28). 

 

What are Folk Theories? 

Folk theories, also known as mental models, are the “the mental representations that humans use to structure 

experience” (Gelman & Legare, 2011, p. 380). They allow people to “systematically investigate what [they] 

believe to be true about particular domains” (Payne, 2003, p. 152). Folk theories are “surprisingly meager, 
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imprecisely specified, and full of inconsistencies, gaps, and idiosyncratic quirks” (Norman, 1983, p. 8) and 

yet they are also “causal and explanatory” (Gelman & Legare, 2011, p. 380). Crucial to using folk theories 

as insights into algorithmic literacy is the understanding that they are “not neutral or passive snapshots of 

experience; they embody cognitive biases that influence thought and action” (Gelman & Legare, 2011, p. 

380). In the context of algorithmic systems, Bucher calls folk theories the “algorithmic imaginary”: “the 

algorithmic imaginary is not to be understood as a false belief or fetish of sorts but, rather, as the way in 

which people imagine, perceive and experience algorithms and what these imaginations make possible” 

(Bucher, 2017, p. 31). 

 This study builds on prior research that investigates the folk theories of algorithmic systems (French 

& Hancock, 2017; Martens et al., 2022; Siles et al., 2020; Ytre-Arne & Moe, 2021). Uniquely, this study 

applies elicited folk theories as insights into how algorithmic literacy can be advanced. 

Methodology 

Nineteen users of Spotify, recruited using Twitter, were surveyed and individually interviewed to elicit their 

folk theories about how the system makes personalized music recommendations. All the participants were 

18+ years old and from Canada or the United States. Participants were drawn from the general population, 

not specific groups (e.g., faculty or students). This was done purposefully to capture the zeitgeist of the 

emerging era of algorithms and to recognize that academic libraries serve broad and diverse communities 

both from within and beyond academia. Spotify was selected as a representative recommender system 

because of its size, reach, experience, and relative transparency about its algorithms. Available in 184 

countries, Spotify has ~400M monthly users offering over 82M songs and ~4B playlists (Spotify, 2021). 

Spotify uses a variety of machine learning algorithms including simple heuristics, matrix factorization and 

collaborative filtering, and state-of-the-art deep learning neural networks and reinforcement learning 

(Eriksson et al., 2019; Stål, 2021; Whitman, 2012). Machine learning is “the heart of everything we do at 

Spotify” (Jebara, 2020). Spotify was also selected because of its broad appeal to and use by faculty, 

students, and staff. 
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Survey Results 

A statistical analysis and factor analysis were conducted on the online Qualtrics survey to determine key 

background data and beliefs central to Spotify as an algorithmic system (see Appendix A for the Spotify 

User Survey). Most participants described themselves as “passionate” or “keen” about music. They were 

avid Spotify users, with most listening every day or most days. Many of the participants had used the system 

for over five years. Most participants (81%) were satisfied with the recommendations they receive from 

Spotify. One of the key questions asked participants how they believed Spotify makes its personalized 

recommendations. The five options with results in brackets are: solely by algorithms (57.9%), primarily by 

algorithms and partly by humans (36.8%), primarily by humans and partly by algorithms (0%), solely by 

humans (0%), and don’t know (5.3%). In fact, Spotify makes its recommendations primarily by algorithms 

and partly by humans (Fleischer & Snickars, 2017; Goldschmitt & Seaver, 2019; Pichl et al., 2017; Popper, 

2015) indicating that most participants hold an incorrect belief about how Spotify works. The results also 

indicate that all participants prioritize the role of algorithms over humans whether solely or primarily.  

 Another key question asked participants to rate the influence of 22 different factors that Spotify 

uses in its music recommendation process. The most common responses identified a similar cluster of 

actions: what users were listening to (songs, artists, and genres), frequency of listening, skipping songs, 

“liking” (i.e., “hearting”) songs or playlists, creating playlists, and adding songs to their library. The 

following were all rated “very important”: “What I listen to” (95%), “How many times I listen” (89%), and 

“Marking something a ‘like’ (i.e., ‘heart’) (68%). Factors representing explicit actions by participants were 

consistently rated more highly than the actions of other users and inferences made by the system. See 

Appendix A for a complete list of the items rated. These findings were used to inform the subsequent 

interviews.  

Interviews 

The interviews, conducted over Zoom, recorded, and lasting approximately 60 minutes, were thematically 

analyzed using NVivo. Thematic analysis attempts “to identify or examine the underlying ideas, 
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assumptions, and conceptualizations—and ideologies—that are theorized as shaping or informing the 

semantic content of the data” (Braun & Clarke, 2006, p. 84). Individual and collective responses from the 

survey formed the basis of the initial questions posed during the interviews. To focus participant responses 

on the effect of algorithms, follow-up questions directly or indirectly referenced the three key machine 

learning functions: representation, evaluation, and optimization (Domingos, 2015). Moving from the 

general to the specific, questioning sought a deeper understanding of concepts raised by the participant. 

Counterfactual or contrastive questions broadened the conversation by probing areas unexplored by the 

participant. 

Limitations 

This study has several limitations which restrict the generalizability of the findings. The sample size is 

small and not random. As such, it is not necessarily representative of Spotify users. Selecting Spotify as the 

single example of recommender systems allowed for specific details and experiences to emerge from users. 

However, investigating multiple systems might have resulted in a broader set of folk theories that would be 

more generalizable. Finally, the research methodology used to elicit the folk theories has known weaknesses 

(Doherty & Doherty, 2018; Norman, 1983). Surveys and interviews rely on reflective experience which 

may not correlate to actual experience. 

Findings and Discussion 

The analysis of the survey and interviews elicited seven folk theories. They are grouped here by themes 

and expressed as verbs (i.e., “Spotify Complies,” “Spotify Decides”): 

Agency: Compiles, Decides, Dialogues 

Context: Surveils, Exploits 

Trust: Withholds & Conceals  

Feeling: Empathizes 

It is important to remember that individual users will hold some but not all these folk theories and some 
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users may hold contradictory beliefs depending on the context. 

 

Agency: Spotify Complies, Decides, and Dialogues 

Some users believe Spotify “Complies” with their specific directions and actions: “The only cues that it’s 

getting are the ones that I’m feeding it” (User 3). In this view, the user is in control and the algorithm 

responds to their signals (for example, what they listen to, how many times they listen, what songs they 

“like” or include in personal playlists). The factor analysis revealed overwhelmingly that the algorithm is 

viewed as “about me.” User 19 was clear about user agency: “Spotify only works because they [listeners] 

are teaching it to work.” 

 The folk theory that Spotify “Decides” places agency solely with the algorithm. Spotify’s 

recommendations are made based on its own objectives and not that of users. For some users, this is 

acceptable. They put Spotify “on cruise control” and let the system “take the wheel” (User 5). For others, 

this is problematic: Spotify “silos me into a particular style” (User 16) and when “in doubt” Spotify will 

“give me the thing they’re being paid to promote” (User 18). With sole algorithmic agency, users believe 

they have no control: “It’s all this giant black box, I don’t know anything and there’s nothing I can do about 

it either” (User 13). 

 The Spotify “Dialogues” folk theory is about shared agency where the user and the algorithm are 

in a cooperative relationship. As User 19 describes it, “I’m feeding it, it feeds me.” In this belief, Spotify is 

a “feedback loop” (User 16). Users believe it does “a good job of matching my music tastes” (User 12) and 

is “good at anticipating what kind of music I would be into” (User 14). Some users perceive the dialogue 

with the algorithm is insufficient, they want a more informed exchange: “Give me a bigger vocabulary and 

then make it meaningful. Then prove to me that you’ve heard me” (User 10). 

 

Context: Spotify Surveils and Exploits 

The two folk theories, Spotify “Surveils” and Spotify “Exploits,” reflect beliefs that are both negative and 

positive indicating that perceptions are contextual. While User 2 says “I don’t like that they’re collecting 
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data …  I don’t like that they know so much about me” (User 2), users also understand that data tracking 

and capture (sometimes experienced as surveillance) is part of the “surrender of personal information that 

it needs in order to make recommendations that you want. I think that’s part of the deal” (User 20). 

Similarly, the belief that Spotify “Exploits,” reflected in the observation “my choices, my preferences, are 

being harvested for their algorithm ... [and this is] the product people are paying for” (User 15), is tempered 

by the perception that this a necessary part of the “bargain” to ensure satisfactory recommendations (User 

3). Important here is the recognition that some folk theories contain apparent contradictions unless the 

specific context and the use case are understood. 

 

Trust: Spotify Withholds and Conceals 

The folk theory Spotify “Withholds and Conceals” reflects a breakdown in trust. Spotify is “a complete 

black box” (User 3) where users are “not exactly fully cooperating here because Spotify is still doing a lot 

that we don’t necessarily know” (User 13). As a result, users believe Spotify limits the effect of their actions 

since none “seem to influence algorithms too much” (User 20). Users perceive Spotify as operating “behind 

the curtain” (User 11) deliberately beyond their scrutiny and influence. 

 

Feeling: Empathizes 

While the personification or anthropomorphization of information systems are common, Spotify users had 

a more specific belief: Spotify “Empathizes.” In the survey, the importance of “what I’m feeling while I’m 

listening” as a data signal that influences the recommendations the Spotify algorithm provides was rated 

“very important” or “important” by 32% of the participants. User 14 believes Spotify infers user feelings 

to make recommendations (“Yeah, I think so”) and another user, although skeptical, “wouldn’t be surprised 

if I’m wrong” (User 11). Whether, and if so how, algorithmic systems infer and use emotional states is 

highly controversial (Crawford, 2021; Stark & Hoey, 2021) The “Empathizes” folk theory indicates that, 

debates and critics aside, this perception is part of many user experiences. 
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Folk Theories and Algorithmic Literacy Programming and Curricula 

The themes arising from the folk theories (agency, context, trust, and feeling) illustrate how folk theories 

can be utilized to enhance algorithmic literacy programming and curricula. 

 

Agency 

The diverse folk theories about agency (Complies, Decides, Dialogues) suggests that this is a key issue in 

leveraging folk theories to enhance algorithmic literacy. A 2016 study of the folk theories of Facebook’s 

News Feed found two surprising results regarding agency (Eslami et al., 2016). First, at the beginning of 

the study, 62% of the participants were unaware that any algorithm at all was involved. The user was in full 

control. Second, even following interventions that described the algorithm and how it worked, 12% of the 

participants believed the News Feed was completely random. There was no control. 

 In fact, recommender systems are built on shared agency (“I’m feeding it, it feeds me”), although 

the balance of power can vary greatly from one algorithmic system to another. As Lomborg & Kapsch note 

“while algorithms do things to people, people also do things to algorithms” (Lomborg & Kapsch, 2020, p. 

755). While acquiescing to the system by letting it “take the wheel” is a user choice (a form of Spotify 

“Decides”), it can obscure that a user’s behaviour, whether conscious or not, always influences the 

recommendations of the algorithm. 

 Users should be encouraged and supported to explore the range of their agency. What tools and 

choices are available to influence the algorithms? What impact do they have (if any)? Can the user recognize 

when system or user objectives are prioritized? 

 Spotify “Decides,” or even aspects of Spotify “Dialogues,” can lead to explorations of resistance 

that can ameliorate user concerns while still benefiting from using the system. This is a form of contested 

agency where the user deliberately attempts to “confound” the algorithm (User 4) to exert greater influence. 

In a similar manner, User 10 in requesting a “better vocabulary” was asking for a rebalancing of the shared 

agency. Discussing and exploring agency promotes user empowerment regarding algorithmic systems. 

Learning strategies that emphasize shared agency open a dialogue about an issue central to algorithmic 
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literacy. 

 

Context 

Context matters in all human-machine interactions. However, in the case of the folk theories, Spotify 

“Surveils” and Spotify “Exploits,” context highlights a key dilemma. Surveillance, which can be described 

as the tracking and collecting as much user data as possible or allowable, and exploitation, which can be 

described as the sharing one user’s data to enhance the recommendations of another user, are core processes 

of any recommender system. Surveillance and exploitation are perceived through two different but 

simultaneously occurring lenses. These perceptions reflect conditions that are undesirable and unwanted 

but also necessary and an accepted part of the “bargain.” The conditions of a recommender system make 

both possible and both necessary.  

 Algorithmic literacy recognizes surveillance and exploitation as perceptions best treated as a 

continuums not as unconditional problems or an either/or choice. The context of these beliefs is critical in 

discussing how to minimize risks while maximizing the value of the system.  

 

Trust 

The Spotify “Withholds and Conceals” folk theory is a belief that the algorithmic system is not fully 

forthcoming about its operations and motivations. In this belief, the system is not merely opaque (i.e., a 

“black box” because of the complexities of machine learning) it is deliberately so to preserve the “curtain” 

that hides the system from scrutiny (Pasquale, 2015).  

 While establishing trust is important for the effective use of any system, unwarranted trust can limit 

critical engagement and assessment and lead to acceptance of malicious and deceptive practices (Pawlick-

Potts, 2022). In that sense, Spotify “Withholds and Conceals” is a belief that maintains a skeptical and a 

critical stance. 

 Recommender systems often are secretive or unforthcoming to protect intellectual property, trade 

secrets or other competitive advantages. This folk theory opens a discussion about the limits of 
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transparency, the rights and obligations of users and corporate entities, the role of consumer protection, and 

the possibility of government regulation in this area.  

 

Feeling 

While critics are concerned that user personification or anthropomorphization of algorithmic systems harm 

critical appraisal and trustworthiness (Glikson & Woolley, 2020; Ngo & Krämer, 2021; Watson, 2019), 

users do it anyway. Spotify “Empathizes” is a belief that the algorithm understands a user’s emotional state 

and responds accordingly. While Spotify insists that it does not collect or infer emotions (Gutierrez, 2021), 

users believe otherwise. 

 It seems unlikely that algorithmic systems will discourage this form of bonding and that users will 

not continue to form such bonds. As a result, a key question is what constitutes a healthy relationship with 

an algorithmic system? While this obviously starts with the recognition that a system is not a person, 

systems are social actors and need to be understood in that context (Nass et al., 1997). 

  

Enhancing Algorithmic Literacy 

DeVito classifies the complexity of folk theories regarding algorithms as a hierarchy moving from basic 

awareness and causal effects (characteristics of DeVito’s functional theories) to the identification of 

“mechanistic fragments” (for example, factors or data signals) and finally to the aggregation of these factors 

into more complex interrelationships indicating “mechanistic ordering” (both latter are characteristics of 

DeVito’s structural theories) (DeVito, 2021). 

 Moving users from functional to structural theories is the objective of algorithmic literacy (DeVito, 

2021). However, “knowledge itself does not seem to prompt more critical engagement with and valuation 

of algorithms” (Lomborg & Kapsch, 2020, p. 757). Although the folk theories discussed above are primarily 

conceptual, the recommended approach to algorithmic literacy is not through theoretical methods but 

through “real life examples of algorithmic work in different contexts, relatable to the life of ordinary 

people” (Lomborg & Kapsch, 2020, p. 759). Understanding the way some of the multiple data elements 



Algorithmic Literacy and Folk Theories  
12 

combine and interact (i.e., “the mechanistic ordering” of “fragments”) is sufficient to trigger the transition 

in theories. The deeper conceptual issues, important aspects characteristic of structural theories, can be 

layered on as personal experiences (i.e., a user’s folk theories) are explored and perhaps challenged.  

 In offering a set of principles for algorithmic literacy training, Dasgupta and Hill include “respect 

community values about technology that may differ” (Dasgupta & Hill, 2020, p. 1-2). This is an important 

observation for academic libraries given the diverse community they engage with. In this context, 

“communities” might be students or faculty, humanists or scientists, and technology experts or technology 

neophytes. Groups and individuals will bring to algorithmic literacy programming or curricula their own 

perspectives about technology, a point central to the idea of understanding folk theories. 

Conclusion 

Calling the prevalence and opacity of algorithms “a wicked problem for librarians and archivists” engaged 

in information literacy, Lloyd situates algorithmic literacy in a sociotechnical context that highlights the 

co-constituency of people and technology (Lloyd, 2019). Folk theories form a bridge that allows us to “meet 

the user where they are in terms of understanding and literacy, regardless of how contradictory, sparse, or 

fragmented these understandings may be” (DeVito, 2021, p. 4) They tell us not only how users perceive 

algorithmic systems but also how they believe they should interact with them. As algorithmic literacy 

becomes increasingly important for the effective use of research and discovery tools and services fueled by 

machine learning, academic libraries are well positioned to provide leadership through relevant 

programming and curricula. Applying the insights of folk theories about algorithms can enhance those 

algorithm literacy initiatives. 
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Which of the following best describes your interest in music? 

o Passionate about music with extensive knowledge 

o Keen about music but balanced with other interests  

o Music is important but other things are far more important 

o Engage with music but are generally indifferent 

Would you describe yourself as a “specialist” (listens to mostly the same artists and genres) or 

“generalist” (listens to a wide variety of artists and genres)? 

o Specialist 

o Generalist 

Do you subscribe to Spotify (pay version) or use the free (ad-supported) version? 

o Paid (subscription) version 

o Free (ad-supported) version 

 

How long have you been using Spotify? 

o Less than 1 year 

o 1 to 5 years 

o More than 5 years 

How often do you listen to Spotify? 

o Every day 

o Most days  

o At least weekly 

o Less often than weekly 

How do you primarily listen to Spotify? 

o On a laptop or desktop computer 

o On a smartphone or mobile device? 

o On a smart assistant (e.g., Alexa, Google Home) 
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o Other 

Are you generally satisfied with Spotify’s personalized music recommendations to you? 

o Yes 

o No 

How do you think Spotify’s personalized music recommendations are made? 

o Solely by algorithms 

o Primarily by algorithms and partly by humans 

o Primarily by humans and partly by algorithms 

o Solely by humans 

o Don't Know  

How does Spotify use information to determine the personalized music recommendations for you? 

[Open ended question] 

What could you do to shape the personalized music recommendations you receive from Spotify? 

[Open ended question] 

To what extent do you think the following influence Spotify’s music recommendations for you? 

(very important=1; important=2, somewhat important=3; not important=4) 

 Marking something a "like" (i.e., "heart")What I listen to 

 How long I listen to a song or playlist 

 How many times I listen to a song, artist or playlist 

 What other people are listening to 

 What my friends are listening to 

 Songs that are similar to other songs I “liked” or listened to 

 Playlists I’ve created 

 Playlists other users have created 

 What people my age listen to 

 What people in my location (city/country) listen to 
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 What people with my level of education listen to 

 Where I am while listening 

 What I’m doing while listening 

 What I’m feeling while listening 

 The time of day I’m listening 

 The day of the week I’m listening 

 The season of the year I’m listening 

 Songs or artists that Spotify is promoting 

 Posts about Spotify I make on social media 

 Comments from other people about music on social media 

 Reviews of music in magazines, blogs, videos, news sources     
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