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Abstract
Artificial intelligence  is now extensively being used to optimize and discover novel materials through data-driven search. 
The search space for the material to be discovered is usually so large, that it renders manual optimization impractical. This 
is where data-driven search and optimization enables us to resourcefully locate an optimal or acceptable material configu-
ration with desirable target properties. One such prominent data-driven optimization technique is Bayesian optimization 
(BO). Among the mechanics of a BO is the use of a machine learning (ML) model that learns about the scope of the problem 
through data being acquired on the fly. In this way a BO becomes more informative, directing the search more exquisitely by 
providing informative suggestions for locating a suitable material candidate for further evaluation. The candidate material is 
suggested by proposing parameters such as its composition and configuration, which are then evaluated either by physically 
synthesizing the material and testing its properties or through computational methods such as through density functional 
theory (DFT). DFT enables researchers to exploit massively parallel architectures such as high-performance computing 
(HPC) which a traditional BO might not be able to fully leverage due to their typical sequential data-acquisition bottleneck. 
Here, we tackle such shortcomings of BO and maximize the utilization of HPC by enabling BO to suggest multiple candidate 
material suggestions for DFT evaluations at once, which can then be distributed in multiple compute nodes of an HPC. We 
achieve this objective through a batch optimization technique based on faux-data injection in the BO loop. In the approach 
at each candidate suggestion from a typical BO loop, we “predict” the outcome, instead of running the actual experiment 
or DFT calculation, forming a “faux-data-point” and injecting it back to update an ML model. The next BO suggestion is 
therefore conditioned on the actual data as well as faux-data, to yield the next candidate data-point suggestion. The objective 
of this methodology is to simulate a time-consuming sequential data-gathering process and approximate the next k-potential 
candidates, quickly. All these k-potential candidates can then be distributed to run in parallel in an HPC. Our objective in 
this work is to test the theory if faux-data injection methodology enables us accelerate our data-driven material discovery 
workflow. To this end, we execute computational experiments by utilizing organic–inorganic halide perovskites as a case study 
since the optimality of the results can be easily verified from our previous work. To evaluate the performance, we propose 
a metric that considers and consolidates acceleration along with the quality of the results such as the best value reached in 
the process. We also utilize a different performance indicator for situations where the desired outcome is not material with 
optimal properties but rather a material whose properties satisfy some minimum requirements. We use these performance 
indicators to compare this BO-based faux-data injection method (FDI-BO) with different baselines. The results show that 
based on our design constraints, the FDI-BO approach enabled us to obtain around two- to sixfold acceleration on average 
compared to the sequential BO.

Keywords Bayesian optimization · Artificial intelligence · Data-driven machine learning · Materials discovery

Introduction

Recent advancements in artificial intelligence (AI) have 
paved the way for accelerating the discovery of novel mate-
rials [38, 50]. Among these advancements are data-driven 
approaches [24], which utilize machine learning (ML) 
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models and optimization algorithms to make informed deci-
sions about potential candidate material that might have the 
desired target properties. The burden is then left with verifi-
cation methods such as laboratory synthesis/testing or com-
putational methods to determine if the suggested material is 
indeed the target material being sought. In case the mate-
rial is verified as not optimal or suitable, its data is assimi-
lated for an improved ML model and the process continues 
until the desired material is discovered or the resources are 
exhausted. The use of such data-driven discovery methods 
has enabled the automation of experiments such as through 
the use of self-driving labs [2]. A typical data-driven method 
either attempts to enrich the data with more representative 
distribution to improve the prediction capabilities of the 
underlying ML model, with a process called active Learn-
ing [52] or attempts to locate global optima, by acquiring as 
minimal data as possible. Through a data-driven process, 
the underlying ML model consequently becomes more accu-
rate in predicting properties of materials that have not yet 
been synthesized or discovered, and some of the material 
properties these models help predict include band gap [9, 
15, 64] formation energies [11, 39], phase stability [16, 25], 
crystal structures [55], etc. Through this use of AI, research-
ers are able to eliminate the significant burden of labora-
tory synthesis, molecular simulations, or DFT calculations. 
Moreover, DFT calculations scale poorly with the size of the 
system [23], further motivating the use of AI to accelerate 
the process.

Although these ML models are orders of magnitude faster 
compared to traditional DFT calculations, they rely on niche 
data distribution [12], such as, for a specific use case, elec-
tron correlated data [13], to yield out-of-sample prediction 
accuracy that is on par with the resolution required for deci-
sion making. Often for novel materials, such niche distribu-
tion of data might not be available; therefore, the accuracy of 
ML predictions might not be close to the resolution required 
to suggest the candidate material with desired properties.

All these problems sufficiently motivate a faster data-
driven approach to acquire data more representative of the 
target problem through highly selective candidate mate-
rial suggestions. Bayesian optimization is a widely used 
approach for such data-driven materials discovery [14, 44, 
46], but it suffers from a sequential execution bottleneck. To 
accelerate the process, one can exploit batch optimization 
techniques where several candidate parameters of the mate-
rial can be selected at once for verification and assimilation 
through several distributed DFT calculations or laboratory 
experiments. To this end, we focus on a batch optimization 
technique based on the faux-data injection method and com-
pare its performance against other baselines.

This work adopts the use case from our previous work on 
sequential Bayesian optimization on the perovskite family 
of materials [46]. Halide perovskites offer huge potential for 

compositional and structural tuning enabling the possibility 
of discovering high-performing materials for energy conver-
sion. Hybrid halide perovskites (ABX3) consist of organic 
molecules sitting at its A-site; a metal Ge, Pb, or Sn at its 
B-site; and I, Br, and Cl at its X-site [59, 63] as well as 
mixture of the above constituents. In our work, we utilize 
methylammonium lead halide  (CH3NH3PbI3) as the baseline 
for the perovskite family, due to its suitable band gap and 
ease of synthesis. A comprehensive list of various ML mod-
els on the perovskite family of materials is presented in Tao 
et al. [57] to predict properties such as band gap, formation 
energy, formability, and stability. Our analysis, however, is 
based on DFT calculations to determine the enthalpy of mix-
ing [44], to predict the phase stability of mixed perovskites 
indicative of how likely will two stable hybrid perovskites 
compounds mix to form a homogenous solid solution.

Background

Materials Discovery‑Perovskite Use Case

The design and discovery of materials are often multi-objec-
tive criteria and require optimization to yield structures that 
simultaneously have better production/conversion yield, sta-
bility, and other domain-specific properties. Perovskites are 
used in solar cells as they belong to the family of thin-film 
solar cells with good prospects to emerge in the market for 
niche applications [21]. The optimization of the perovskite’s 
light-absorbing layer revolves around finding suitable com-
positions of metal ions, halides, and cations to enable good 
power conversion properties while ensuring a long time cell 
stability (Fig. 1).

This optimization criterion is well suited for our use case 
as we can restrict to certain known metal ions, halides, and 
cations and explore mainly the configuration space spanned 
by these substitutes. In our use case, we restricted the sub-
stitutes to methylammonium/ethylammonium lead halide 
 (CH3NH3)x(C2H5NH3)1-xPbI3) as their configuration was 

Fig. 1  Composition of perovskite lattice
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exhaustively explored in our previous paper [46]. Restricting 
these substitutes simplifies the problem of finding concen-
trations of methylammonium and ethylammonium and their 
corresponding orientations that produce a more stable con-
figuration corresponding to the lowest enthalpy of mixing 
( ΔH

mix
 ) that favors forming a homogeneous solid solution 

that would not easily segregate into the parent single cation 
methylammonium and ethylammonium compounds.

The optimization for such materials is often carried out 
by DFT and/or molecular dynamics calculations which are 
considered a faster and cheaper alternative to laboratory syn-
thesis. However, DFT computations are still comparatively 
more time-consuming than ML predictions. For single DFT 
computation of 2 × 2 × 2 supercell size of methylammo-
nium/ethylammonium lead halide on modern HPC running 
on a single node with 48 CPUs, it takes anywhere from 35 
to 70 min to complete one VASP calculation using the PBE 
functional.

For a 3 × 3 × 3 supercell containing a given mixture of 
MA and EA cations, there are 27 cationic sites that can be 
populated by 13 unique combinations per site resulting in 
27C13 =

27!

13!(27−13)!
 = 20,058,300 possible configurations [46]. 

Assuming it takes 1 h of CPU time for running a DFT on a 
single configuration, the time needed to exhaustively evalu-
ate all the configurations would take a couple of thousand 
years. Such a cost calls for a more principled approach to 
sample from the search space. In the next section, we discuss 
two main approaches that are often leveraged for material 
discovery.

Human‑in‑the‑Loop Approach

A typical human-in-the-loop approach relies on an expert’s 
knowledge or intuition with optionally some scientific model 
to guide the exploration and exploitation of potential can-
didate materials. The control flow of such an approach is 
presented in Fig. 2 and starts with prior knowledge of the 
expert based on some scientific model or data, which is then 
utilized to propose a suitable candidate composition for 
DFT calculations. The result from the calculation is either 
statistically or qualitatively analyzed which may prove or 
disprove the expert’s hypothesis. Based on the observation, 
the expert updates his/her hypothesis either cognitively or 
through a model for the suggestion of the next candidate 
material. This approach with human-in-the-loop may be 
good as far as “cognitive learning” of the domain is con-
cerned; however, as pointed out by Park et al. [46], this could 
lead to adding an induced bias of the expert, which may 
restrict him/her from exploring other potentially informative 
configuration. Limitation of the inherent cognitive bias of 
human-in-the-loop and its comparison for machine-centered 
designs of materials is presented in Peng et al. [47], covering 

model-based systems, descriptor-based systems, data-driven 
methods including active learning, Bayesian optimization, 
and inverse design.

Moreover, the typical human-in-the-loop approach suffers 
from the requirements for the availability of an expert as 
well as cognitive delays attributed to obtaining knowledge 
from the data, performing analysis, and establishing renewed 
hypotheses for further action.

Data‑Driven Approach

The data-driven approach enables a more principled way 
of searching for optimal or suitable material configura-
tion. They, however, rely on the quality of data-acquisition 
models. There are several optimization methods that are 
used to search for optima of some black-box functions. 
We can classify them into sequential or parallel methods. 
Bayesian optimization, reinforcement learning, and the 
Markov-Chain-Monte-Carlo algorithm are a few examples 
of sequential optimization, while particle swarm optimiza-
tion, simulated annealing, and ant-colony optimization are 
examples of batch/parallel optimization. Most data-driven 
approaches utilize a mix of pseudo-random techniques along 
with exploration and exploitation strategies to locate global 
best values. While some methods aim to seek the global 
optima which are useful for tasks like finding metal–organic 
framework (MOF) that is highly selective for carbon capture 
and conversion, other methods such as active learning aim to 
seek data enrichment to reduce uncertainty in the ML model 
for tasks such as querying the properties of a given material 
configuration.

Depending upon the nature of these data-driven meth-
ods, either all of the data is utilized to determine the next 
candidate for an evaluation such as the case with Bayesian 

Hypothesis
/ Model Computational Experiment

Data GenerationData Analysis

Hypothesis Update

Fig. 2  Human-in-the-loop method to material optimization: an initial 
hypothesis or model is used to set up an experiment, and the gener-
ated data is then analyzed, resulting in knowledge update from an 
expert, which in turn enables model enhancement to determine the 
next best experiment
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optimization, or the best value in the data acquired so far 
is utilized to compute the next candidate evaluation such 
as some variants of PSO or only current data-point is uti-
lized such as Markov-Chain-Monte-Carlo algorithm. Each 
of these has its advantages and drawbacks and we shall focus 
on a few in the next section.

On the other hand, data-agnostic methods either randomly 
acquire new data-point or exhaustively sweep the search 
space. This often poses a challenge should the cost of run-
ning an experiment or DFT computation to acquire new data 
be high, rendering complete reliance on data-agnostic meth-
ods for obtaining global best values, impractical.

Among various data-driven methods that optimize the 
data-gathering process, we focus on particle swarm optimi-
zation, simulated annealing, genetic algorithms, and Bayes-
ian optimization as they are widely used in computational 
materials science and are suitable for running in parallel 
nodes of an HPC.

Particle Swarm Optimization (PSO)

PSO is a bio-inspired model-free approach where several 
particle “swarms” are utilized for optimizing some target 
objective. PSO algorithm essentially enables several param-
eters to be evaluated in a batch, where each particle is a sin-
gle evaluation. In its vanilla algorithm, each particle keeps 
track of the best value found by that particle as well as the 
swarm, to determine its next location for parameter evalua-
tion. Collectively, the swarm can find the global best value. 
There are also other variants of PSO that make use of more 
information than just the best value [20, 36].

PSO has been utilized in the discovery and optimization 
of materials such as the discovery of new polymorphs of 
gallium oxides [61], here PSO was used in conjunction with 
the first-principles crystal structure prediction method to find 
the most stable structures.

A comparative study [56] between Bayesian optimization 
and PSO shows that BO outperforms PSO based on a mini-
mally acquiring the informative data to converge to optima, 
which is desirable for real-world problems as there is usually 
a cost associated with data acquisition. This motivates the 
utilization of Bayesian optimization as the method of choice 
in various use cases.

Simulated Annealing (SA)

SA is inspired by the thermodynamic process of metal 
annealing and is suitable to find global optima in a multi-
model function. SA uses probabilistic jumps which is a func-
tion of theoretical temperature, and as the temperature is 
lowered: “process of annealing,” the probability of jumps 
decreases in the search space [27].

Adoption of SA algorithm in the materials science 
domain ranges from computational exploration of potential 
energy landscapes [29, 43] to the design optimization of 
thin-film systems [5] where SA was used to optimize various 
parameters of the thin-film system such as desired reflec-
tance, thickness, and the refractive index of each layer, with 
k-total layers of the system. In a recent study, SA has been 
utilized to optimize global energy in zeolite framework sys-
tems [1] where it was utilized along with DFT simulations 
to locate global minima energy by ramping up and down the 
temperature parameters of SA. SA has also been extended to 
peptides where the lowest conformation energy of various 
peptides was found [62]. Further review and extension of 
SA to other domains are presented by Kirkpatrick et al. [30].

Genetic Algorithms (GA)

Genetic algorithms are population-based algorithms where 
a criterion for good features is set using a fitness function 
and is inherited in the next generation. Genetic algorithms 
provide a way to carry forward those parameters that are 
evaluated to achieve better results and in the next genera-
tion, they are cross-bred and mutated so that they can be 
further explored.

Genetic algorithms have been adapted for both data-
driven material discovery and properties prediction. 
Researchers have utilized GA to search composite material 
by converting the material descriptors into an array of genes 
and utilizing GA to obtain the composite that has desirable 
properties, they also utilize GA for predicting the mechani-
cal properties of composite materials [40]. Ikeda et al. uti-
lized GA in molecular dynamics simulations to discover the 
optimal composition of an alloy Ni-Al-Cr-Mo-Ta and Ni-Al-
Cr-Mo-Ta based on some design rules [26].

GA can also be used with other optimization method and 
have been used in conjunction with PSO to discover novel 
phosphorous for yellow-LEDs [54]. GA was utilized for pre-
liminary screening in a 10-dimensional composition search 
space followed by refinement in a 6-dimensional search 
space using PSO. An exhaustive survey of GA applied to 
materials optimization is provided in Charkaborti et al. [4].

Bayesian Optimization (BO)

Bayesian optimization (BO) addresses the objective of find-
ing global optima of the target problem by sequentially sug-
gesting candidate parameters to be evaluated [53]. The target 
problem is approximated by using some surrogate model. 
BO uses ML models such as Gaussian process (GP) or ran-
dom forest (RF) [37] for the surrogate because they provide 
uncertainty quantification of variables that BO requires. 
BO is typically more resourceful as it optimizes the search 
by forming posterior probability distribution based on the 
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updated surrogate model. BO has been adapted to several 
domains such as environmental mapping [7], civil engineer-
ing [51], and materials discovery [38].

A typical BO loop executes as follows: An initial dataset 
is used to establish a surrogate model. A model would then 
have prior information on data distribution, current minima/
maxima, uncertainties, correlations, etc. BO uses the acqui-
sition function on this model to determine the next candi-
date parameter, such that the data-point obtained by evalu-
ating this candidate parameter/s is expected to locate some 
optima of the model or reduce the uncertainty in the model, 
depending upon the exploration and exploitation strategy 
of the acquisition function. After a data-point is obtained, it 
is assimilated in the surrogate model, which in turn enables 
BO to suggest the next candidate parameter/s to be evalu-
ated. This process is repeated until desired convergence is 
achieved or the experimental budget is exhausted.

Here, parameter/s evaluation implies determining target 
property such as the band gap of a material given the con-
centration of its constituent molecules (parameters), yield-
ing a data-point. We could either use DFT to perform such 
evaluation or use laboratory synthesis and testing. BO is 
only concerned with obtaining the data, irrespective of the 
evaluation method.

Assuming the availability of multiple computation 
resources within an HPC environment, a typical BO loop 
may not be able to leverage its potential due to its sequential 
execution bottleneck. To parallelize the process, we utilize 
faux-data at each of the parameter evaluation steps of the 
BO, to obtain the next suggestion and consequently build a 
batch of candidate parameters to be evaluated.

Parallelizing BO has been done using various method-
ologies [6, 19, 22, 60] In this paper, we consider faux-data 
injection in BO loop which is based on Kriging believer 
heuristic [17]. However, unlike Kriging believer we also uti-
lize a random suggestion using an �-greedy algorithm. This 
also helps to unbias the suggestions, should the GP model 
be less informative.

The success of BO based on its extensive adoption of 
computational materials science is attributed to the fact that 
while other methods such as PSO, GA & SA utilize pseudo-
random methods to converge to desired optima, BO is more 
methodical and resourceful. In computational materials 
science methods such as molecular dynamics simulations 
and DFT, the evaluation of a data-point comes with a high 
computational cost, rendering random and pseudo-random 
methods less attractive. We, therefore, adapt it as a starting 
point for our study.

Faux‑Data Injection in Bayesian 
Optimization

Faux-data injection methodology, elaborated in Fig. 3, 
involves injecting faux-data into the Bayesian optimization 
loop. As mentioned in the previous section, in a typical BO 
loop, a candidate parameter evaluation is suggested given 
some prior surrogate model. The model is augmented once 
a new data-point is added to the existing dataset. The aug-
mented model is utilized again to suggest a new candidate 
location, the process is then repeated until the budget is 
exhausted or some error criterion is satisfied. In the faux-
data injection approach, we bypass the parameter evaluation 
process after the candidate location is suggested by BO; and 
utilize a “predicted value“ at that suggested location, rather 
than running actual DFT or experimental evaluation. This 
is represented by the “Faux-Data Injection Loop” in Fig. 3. 
The predictor, in our case, a Gaussian process, provides the 
predicted value ⟶ “faux-data-point.” This faux-data-point 
is combined with initial data, to “mimic” an updated dataset 
and is fed back into the BO loop, to suggest another candi-
date parameter for evaluation. The process is repeated until 
a batch of “k” candidate suggestions is achieved. The size of 
the batch is determined by various criteria and is presented 
in Sect. 4.5.

Fig. 3  Flow diagram of faux-data injection method depicting inner faux-data injection loop and outer batch Bayesian optimization loop
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Once a batch of “k” candidate suggestions is obtained, 
they are sent to the supercomputer to perform actual 
parameter evaluation as shown in Fig. 4 providing a close-
up of “Batch Bayesian Optimization Loop” in Fig. 3. The 
faux-data that was generated is discarded as soon as the 
real evaluations are obtained from the DFT calculations. 
The faux-data injection loop is repeated to get the next 
“k” candidate suggestions. In our case, we repeat the pro-
cess until the sampling budget is exhausted as discussed 
in Sect. 4.4.

The benefit of utilizing the predictor rather than run-
ning actual experimentation is to obtain quick-and-shallow 
initial suggestions. This suggestions generation process is 
relatively fast taking a few seconds to achieve a batch of five 
suggestions for evaluation. Another approach to achieving a 
batch of suggestions is based on local penalization of acqui-
sition function [19]; in this approach, only the acquisition 
function is penalized where the optima of the acquisition 
function is flattened so that it is no longer the optima after 
the suggestion is taken, this enables the optimizer to search 
for next best optima, which in turn gets penalized after the 
parameter suggestion is taken. However, the drawback to 
this approach is that the acquisition function should be mul-
timodal; otherwise, the samples tend to be clustered around 
certain regions of the exploration space. Another approach 
involves k-means clustering [22].

In summary, rather than running single DFT computa-
tion at a time, we run k-DFT computations to maximize the 
utilization of computational resources within a high-per-
formance computing environment. The method is adapted 
from Kriging believer’s (KB) heuristic [18] with an addi-
tional �-greedy algorithm to unbias the search direction 
with a frequency of � = 0.3. We evaluate this approach in 
Sects. 5.1 and 5.2 to demonstrate the performance in the 
discovery of stable mixed-cation halide perovskites.

HPC Computations, Evaluation, 
and Benchmarking

We ran the computations in a high-performance computing 
system. We utilized the Rocketsled library [10] to handle 
the proposed workflow. One of the features of the Rock-
etsled library is that it uses MongoDB to handle the data 
generated in the workflow. This created some limitations, 
as the compute nodes in all our HPCs were firewalled. 
MongoDB was only accessible from the login node. There-
fore, the workflow was divided between the login node and 
compute node where a less computational intensive pro-
cess, “Faux-Data Injection Loop” in Fig. 3, was executed 
in the login node, and all the expensive DFT computations 
were offloaded to compute nodes. Rocketsled library pro-
vides a multi-threading option; therefore, all the DFT com-
putations were offloaded simultaneously to the compute 
nodes. Each DFT computation or a “job” was assigned 
2000 MB of memory per CPU running 40 tasks per node.

An exhaustive benchmarking of BO applied to material 
science is presented in reference [37], which serves as the 
basis for the hyperparameters used in this study, namely 
Gaussian process for surrogate modeling and expected 
improvement for acquisition function. To ensure a fair 
comparison of all the methods in the study, we train the 
Gaussian process with 10 initial DFT data-points, which 
are selected randomly to provide the same starting condi-
tion to FDI-BO, TOPK-BO, and S-BO.

Our optimization problem is based on DFT calculation 
of the enthalpy of mixing and the analysis of perovskite 
structural features to narrow down the compositional 
search domain for cation mixtures toward concentra-
tions that preserve the perovskite structure while pointing 
toward the maximal stability

Our group recently demonstrated that the enthalpy of 
mixing plays a significant role in enhancing the intrinsic 
stability of mixed-cation halide perovskites compared to 
the conventional single cation MAPbI3 material [45]. The 
enthalpy of mixing APbI3 and A’PbI3 ( ΔHmix ) is calculated 
according to:

Batch BO
Suggestions

POSCAR 1

VASP 1

OUTCAR 1

∆Hmix 1

...

...

...

...

POSCAR k

VASP k

OUTCAR k

∆Hmix k

Data
Aggregation

k Compute
Nodes

Fig. 4  Close-up on parallel computation in k-compute nodes of HPC
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where ΔH is the enthalpy of formation for a given chemical 
formula of perovskite obtained from DFT calculations.

Our search of the perovskite structures at which 
ΔHmix < 0 meV/ion implies the relaxation of the pure per-
ovskites by the cation mixing. Subsequently, the negative 
value of ΔHmix suggests a suppressed EA cation segregation 
within the perovskite structures at the corresponding con-
centrations, thereby indicating the stability of the material.

DFT Calculation Details

We performed the DFT calculations of the (2 × 2 × 2)-super-
cell perovskites, using the Vienna Ab-initio Simulations 
Package (VASP) [32–34]. The projector-augmented wave [3, 
35] method described the wavefunction of the valence elec-
trons at the Perdew–Burke–Ernzerhof (PBE) [48, 49] func-
tional level. The plane-wave cutoff was set at 520 eV for all 
the calculations. Besides, to make up for the GGA’s inade-
quate dispersion interactions, we include Tkatchenko–Schef-
fler van der Waals correction [58]. We optimized the struc-
tures until the energies and forces converged within 10−7 eV/
atom and 0.01 eV/Å, respectively. Moreover, the calculated 
energies of the structures are obtained with Monkhorst–Pack 
scheme [41] 4 × 4 × 4 k-point grid.

Besides, the orientation of each cation was rotated dif-
ferently in the initial coordinates. To manage the workflow, 
we utilized Rocketsled and Fireworks library [10, 28] and 
Pymatgen [42] tools to set the perovskites and analyze the 
optimized coordinates. Calculations were carried out on 
a Cray XC50 HPC system with Intel(R) Xeon(R) CPU 
E5-2695 v4 @ 2.10GHz running Linux. The system con-
sists of 4800 Intel Xeon Skylake Gold CPUs with 25.344 
TB aggregated memory. The workload was distributed as 
follows: 1-DFT computation per node with 40 CPUs and 1 
thread dedicated to OpenMP support.

Evaluation Criteria

We designed the computational experiments as a proof-of-
concept to show the acceleration that can be achieved by the 
faux-data injection method through the use case of deter-
mining the optimal concentration of mixed organic–cation 
halide perovskite.

There are various baseline methodologies and perfor-
mance indicator metrics to compare the performance of 
FDI-BO with; however, due to limited resources we selected 
those that are more relevant and have widely been imple-
mented in other relevant literature, such as sequential BO 

(1)

ΔHmix

(
A1−xA

�

x
PbI3

)

= ΔH
(
A1−xA

�

x
PbI3

)
− (1 − x)ΔH

(
A1−xPbI3

)

+ xΔH
(
A
�

x
PbI3

)

[53]. We also utilized, TOPK-BO [10], where at each BO 
loop, a batch of TOPK-best suggestions are naively selected 
and as a control, we also used random sampling. Although 
various studies [8, 37] use random sampling as a reference 
for comparison, in our case as we are interested to determine 
the performance of faux-data-based parallelization of our 
workflow, we utilized S-BO as the reference baseline which 
was used in our previous work. For the choice of perfor-
mance indicator, we utilized two metrics, namely accelera-
tion factor [37] (AF) and our relative overall performance 
(ROP) metric. AF quantifies acceleration with respect to 
some reference method via the time frame required to reach 
a certain threshold value, rather than optimal or best value 
(2). It is a single objective metric, which disregards the best 
value or optimal value, in favor of some threshold value. 
This might be useful in cases where a material optimization 
below some threshold value is acceptable, such as a material 
with some minimum bulk modulus, and minimum tempera-
ture resistance. However, in many other applications, we are 
interested in pushing the limits of the materials by searching 
for configurations with optimal or best values. Therefore, to 
address such requirements we developed ROP metric that 
consolidates best values along with the acceleration, and is 
discussed in the next section.

In our study, as we are comparing parallel methods (FDI-
BO, TOPK-BO) against the reference sequential BO, we uti-
lize batch cycles to calculate the acceleration. In a single 
batch cycle, FDI-BO and TOPK-BO would execute k-DFT 
evaluations, while S-BO and random sampling will execute 
only 1-DFT evaluation. We modified the original AF for-
mula to reflect this in Eq. (2):

Here, (a) = FDI-BO, TOPK-BO, RS as a target, while, (b) = 
S-BO as a reference. AF enables us to determine how much 
faster one could reach a specific threshold value compared 
to reaching the same threshold by the reference approach. 
For the sake of analysis, we used thresholds: −1, −2, and 
−3 meV/ion for ΔH

mix
 . In general, a value below −1 meV/

ion ensures that the compositions obtained are sufficiently 
stable as a lower ΔH

mix
 describes the tendency of forming a 

stable mixed solution [44].
We utilized a batch size of k = 5 suggestions for FDI-BO 

and TOPK-BO, and it was selected by balancing the avail-
ability of compute nodes as well as the quality of the batch 
suggestions; usually, the quality will decrease as the horizon 
for suggestions is increased. For each methodology, we ran 
a total of 25 trials, to obtain an average and eliminate the 
sensitivity to stochastic samplers BO workflow uses.

The results were obtained by profiling the trials in the 
HPC cluster to obtain the CPU time for each batch cycle 

(2)AF =
batch cycle to reach cut-off by (a)

batch cycle to reach cut-off by (b)
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and their corresponding DFT results, as well as job sched-
uling overhead. One of the reasons we report the time 
frame in batch cycles instead of CPU time is to eliminate 
stochastic variations introduced by scheduling overhead 
and CPU load.

Relative Overall Performance (ROP)

To address the acceleration of the optimization methodol-
ogy, we have to consider the optimality of the solution it 
provides as well as its time frame. The optimality criteria of 
the solution guarantee that the material obtained has the best 
possible target properties. However, most experiments are 
resource constrained, i.e., optimization algorithms cannot 
be run indefinitely, or perhaps an optimal solution may not 
be trivial to find. We propose a criterion that considers the 
best value found in the given experimental trial instead, and 
the time frame required to obtain it. Moreover, each experi-
mental trial might find a different best value at a different 
time frame than some reference it is being compared with. 
This motivated us to design a single performance indicator 
to jointly consolidate both the best values and time frames 
of the target and reference methodology and output a single 
relative overall performance value using Eq. (3–6).

where
Val = |Best value reached|
 Bat = Batch cycle to reach the best value

(a) = FDI-BO, TOPK-BO, or RS as a target, while, (Ref) = 
S-BO as a reference. � is the importance weight assigned to 
the best value reached and � is the corresponding importance 
weight assigned to the batch cycle it takes to reach it. The 
balancing choice for an �, � is dependent on an individual’s 
design criteria. Note that for any choice of � and � , apply-
ing the metric to a reference approach would always yield a 
value of 1. Moreover, we also employ an indicator function 
to penalize those values that are above some threshold. Here 
and in the subsequent section, this threshold is defined at 
−1meV/ion

Analogous to real-world objectives where time to 
search for desirable materials is critical, in Eq. 3–6 if � 

(3)ROP(�,�) = �
Val(a) × I

Val(ref)
+ �

Bat(a)

Bat(ref)

(4)I =

{
1if Val < −1

0 otherwise

(5)� ∈ (0, 1) ∶ weight to bias target values

(6)� = (1 − �) ∶ weight to bias batch cycles

is higher, we bias toward time-factor (acceleration) and 
if � is higher we bias toward the quality of the best value, 
making the ROP adaptable to given objectives.

Computational Constraint for the Trials

To judge the performance of FDI-BO with other methodolo-
gies, we ran 25 computational experiments for each method 
with a fixed number of DFT evaluations as our computational 
constraint. As most of the research eco-system is resource 
constrained, we used a 100 DFT evaluation budget to stop 
the trials once they reach that mark. Such limitation is well 
suited in scenarios where we have either limited availability of 
precursors so we can only prepare a fixed number of samples 
to test, or only a fixed number of possible configurations of 
the material that we can evaluate, such as for 2 ×2× 2 supercell 
of MA0.5EA0.5PBI3 , we have only 8C4 = 70 configurations to 
evaluate. Therefore, we subjected our trials to such compu-
tational constraints and obtained corresponding best values, 
computation profiles, and other relevant information for our 
analysis. In theory, a batch approach such as FDI-BO would 
execute the experiments faster than a sequential approach as 
they would utilize k-evaluations in a single batch cycle while 
S-BO and RS would utilize only 1 sample; however, to analyze 
if such acceleration affects the quality of the target values we 
apply ROP metric to the results. Moreover, for the parallel 
approaches, the completion time is predominantly dependent 
on the size of the batch, we thus kept the batch size constant 
at 5, throughout the whole experiment. This choice of batch 
size is justified in Sect. 4.5.

Selecting the Batch Size

One of the advantages of running batch optimization is that 
several DFT evaluations can be done at the same time. How-
ever, the benefit of such parallelization is only achieved if 
the suggestions in the batch are informative. In theory, the 
principle of diminishing return (submodularity) [31] could 
lead to plateauing of return if the batch size is increased. 
Therefore, in principle, both FDI-BO and TOPK-BO could 
become less informative as the size of the batch increases, a 
similar study done by Gonzales et.al [19] shows that rewards 
obtained tend to diminish after the batch of size 5. This study 
in conjunction with the availability of time and computa-
tional resources motivated us to run all the parallel computa-
tions with the batch of size 5.

Results and Discussion

We ran 25 trials for each methodology to obtain average 
performance and to discount any outlier introduced due to 
random seeds of the optimization methods. The computation 
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profiles for the data indicating CPU start and end timings for 
each DFT computation and the corresponding ΔH

mix
 values 

are presented in Figs. S2–S5 in the Supplementary section. 
For each trial, the start time and the end time of DFT com-
putations are represented by rectangular bars whose height 
corresponds to the output value, i.e., ΔH

mix
 . The overlapping 

bars in FDI-BO or TOPK-BO indicate parallel computations 
running in individual nodes of the HPC, while the bars for 
S-BO are non-overlapping indicating sequential execution. 
The time where the best value of the trial is indicated by 
the cyan dashed line. We noticed that the job scheduler 
had put certain trials on hold in between their execution 
cycle as can be seen in the case of most FDI-BO trials. This 
meant that the bare CPU time would not be appropriate to 
compare individual trails with each other. This is one of 
the motivations for using batch cycles for our ROP and AF 
performance indicator metrics. Moreover, comparison in 
batch cycles helps us eliminate the sensitivity of CPU per-
formance under variable load on individual DFT computa-
tion and thereby enables us to address the target proposition 
without any undesirable confounds.

From Figs. S2–S5, we observe that S-BO and RS expect-
edly took longer batch cycles to execute than FDI-BO and 

TOPK-BO. This is also evident in Fig. 51 where example 
instances of FDI-BO and TOPK-BO conclude their sam-
pling budget in lower batch cycles compared to S-BO and 
RS instances. The plots also depict the extent of the burden 
required in finding stable structures as most of the sugges-
tions are above −1 meV/ion threshold. The acceleration 
provided by FDI-BO and TOPK-BO is also evident in con-
vergence curves in Fig. S1, where we only log the best val-
ues obtained so far at the corresponding batch cycle.2 We 
note that many instances of S-BO took longer than 20 batch 
cycles to converge to their corresponding best values, while 
several instances of RS took longer than 40 batch cycles 
with the quality of the best value not on par with the other 
methods, thereby discouraging its complete reliance in the 
search process. S-BO #21 was the top performer for S-BO 
trials yielding −6.99 meV/ion at 21st batch cycle. Thus, we 

Fig. 5  Individual trial examples for each of the considered methods showing suggestions in blue scatter, best value found, and mean/std. dev. of 
the suggestions. Note that there are five parallel scatter at each batch cycle for batch trials

1 Note that the total number of samples in the figures is 200. This 
was later chopped to match the corresponding constraints.
2 For the ease of deciphering, we annotated only those trials that 
reached below 4x the threshold.
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utilized it as the reference in the ROP and AF performance 
indicator metrics.

We also like to point out that the average best values for 
25 trials for all the optimization methods were around −3 
± 0.2. This indicated that the random sampling method on 
average performed nearly as well as BO methodologies 
given the constraints in our experimental setup. However, 
none of the random sampling trials reached below −4 meV/
ion as shown in Fig. S1 and it ran at a relatively higher cost 
of execution (no. of batch cycles), which in a real scenario 
might not be feasible. This indicates that averages of best 
values alone are not sufficient performance indicators to dis-
tinguish which optimization method is cost-effective, indi-
cating the need for accommodating decisive performance 
indicators to address acceleration and the convergence to 
the best value and the threshold value.

Analyzing Results Under Relative Overall 
Performance Criteria

From the best values obtained in Fig. S1 for FDI-BO, we 
deduce that there is no degradation in performance by build-
ing a batch of suggestions using the faux-data injection 
method. We achieved the best performance of FDI-BO in 
trial FDI-BO #9, of around −7.2 meV/ion at 6th batch cycle 
indicating the potential of FDI-BO to provide similar quality 
of results that we achieved in our previous work [46]. The 
best-performing trial for TOPK-BO was −5.18 meV/ion at 
3rd batch cycle in trial TOPK-BO #5. To appropriately con-
solidate best values and corresponding times to yield a sin-
gle performance value, we utilized Eqs. (3–6). Giving higher 
importance to best value and lower to batch cycle, ( �, � ) = 
(0.8,0.2), we get ROP(0.8,0.2) of 1.52 for FDI-BO #9 and 1.99 
to TOPK-BO #5, indicating that they both performed better 
than S-BO #21 when we jointly consider the best value and 
corresponding batch cycle.

As our ROP metric is sensitive to the user’s selected �, � 
values, we analyze the results by using various ( �, � ) combi-
nations. Note that at ( �, � ) = (1,0) the corresponding ROP is 
merely the ratio of best values of the target approach such as 

FDI-BO and TOPK-BO with the best value of the reference 
chosen, which in our case is S-BO #21.

We obtained the average ROP for 25 trails of each meth-
odology and normalized the results w.r.t S-BO in Table 1. 
The normalization was performed using S-BO results for 
each ( �, � ) combination so that for each row we obtain S-BO 
as 1. This enables us to deduce on average how much each 
methodology performs w.r.t to average S-BO trials of a given 
( �, � ) combination.

According to Table 1, at ROP(1.0,0.0) all methodologies 
share similar values averaging around the 0.92−1.04 range. 
This is expected as the average of best values found for all 
optimization methodology was in the range −3 ± 0.2 mV/
ion; hence, normalization w.r.t to S-BO would yield the 
given range, where FDI-BO is at the higher end of the range 
while RS at the lower end. In general, a higher ROP would 
favor the methodology that performs sluggish but achieves 
higher best values while a lower � value would imply that 
ROP will favor the methodology that returns quick but 
shallow results. This is evident in Table 1, whereas the � 
is increased, we observe FDI-BO and TOP-BO on-average 
score higher ROP values than S-BO and RS. Depending 
upon �, � , we can bias performance indicator to jointly con-
vey “subjectively,” if the best value and acceleration was 
moderately or significantly better than that of the corre-
sponding reference approach.

We also note that with any combination of �, � , FDI-
BO is consistently outperforming all other methodologies, 
while RS is consistently underperforming. And as the � is 
increased FDI-BO score increases moderately, indicating 
that in some of its trials, best values were found quite early 
on, improving its score as the importance of batch cycle is 
increased. We anticipated that for the fixed sample trials, 
S-BO should have performed slightly better than FDI-BO at 
ROP(1,0) as S-BO resourcefully utilizes each of the available 
samples in fixed sample trials, while FDI-BO exhausts 5 by 
obtaining suggestion based on faux-information. However, 
this was not the case under the constraints of our experi-
mental design.

Analyzing Results under Acceleration Factor Criteria

The ROP metric focuses more or less on the best values 
found during the trials. However, for certain use cases, we 
may only be interested in selecting the methodology that 
merely reaches the given threshold value. We, therefore, 
utilized Eq. 2 that considers how fast a given methodology 
reaches threshold value compared to some reference. Just 
like ROP, we tabulated the average AF score for each of the 
optimization methods for threshold values of −1, −2, and −3 
meV/ion and normalized w.r.t S-BO in Table 2.

As discussed, AF only accounts for the batch cycle when-
ever the first instance of threshold value gets reached or 

Table 1  Average performance (ROP) under various ( � , � ) combina-
tions. (1.0, 0.0) prioritize the method with the deepest exploration 
possible without consideration of computational time. (0.2, 0.8) pri-
oritizes the methodology for a quick-and-shallow exploration

Optimization method

(� , �) FDI-BO S-BO TOPK-BO RS

(1.0, 0.0) 1.04 1 0.97 0.92
(0.8, 0.2) 3.52 1 2.71 0.90
(0.5, 0.5) 4.28 1 3.24 0.87
(0.2, 0.8) 4.55 1 3.42 0.86
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crossed regardless of what the best value in the trial was. 
This is then compared with the corresponding batch cycle 
of the reference approach which crosses the same threshold. 
We used S-BO #21 as the reference trial for AF as well. 
Both, FDI-BO and TOPK-BO, optimization methods, are 
likely to outperform S-BO and RS, as running five samples 
in a given batch cycle increases the probability of cross-
ing the threshold value compared to running only 1 sample. 
The actual probability advantage an FDI-BO and TOPK-BO 
have over S-BO is out of scope for this work as for FDI-BO 
it distinctly depends on the amount of information in the 
Gaussian process surrogate model, while for TOPK-BO it 
distinctly depends on the shape/modality of the acquisition 
function, during batch forming process of the two methods. 
The probability advantage of both FDI-BO and TOPK-BO 
is, however, greater than that of S-BO as the first suggestion 
of both FDI-BO and TOPK-BO in the batch forming process 
is the same as what an S-BO would propose, assuming the 
same starting conditions.

Consequently, in Table 2, we observe that both FDI-BO 
and TOPK-BO on average are able to cross the given thresh-
old faster than S-BO. However, for the -1 meV/ion threshold, 
TOPK on average outperformed FDI-BO as per the con-
straints of our experimental design. This was not evident in 
ROP calculations as ROP only utilizes the corresponding 
batch cycle at the best value found.

We also note that as the threshold is increased TOPK-BO 
struggles to cross the threshold values in most of its tri-
als compared to FDI-BO, enabling FDI-BO to score higher 
in the case of −2 and −3 meV/ion thresholds. This means 
that FDI-BO has slightly more probability advantage than 
TOPK-BO in crossing the threshold values due to the quality 
of its suggestions, in our setup.

We can also look at the distribution of the suggestions 
of TOPK-BO in Fig. 5d which shows a relatively narrow 
standard deviation band compared to FDI-BO in Fig. 5c. 
The naive suggestions of TOPK-BO tend to cluster toward 
the optimal value provided by the acquisition function in 
BO while FDI-BO mimics the behavior of S-BO by inject-
ing a faux-data-point for obtaining the next suggestion, 
and matches the exploration/exploitation behavior of S-BO 
that is configured with same hyperparameters. We observe 

roughly 2x acceleration by FDI-BO compared with TOPK-
BO for the threshold of −3 and around 6x acceleration 
compared to S-BO.

Conclusion

In this work, we provided a faux-data injection approach 
to accelerate the data-driven discovery of materials with 
the organic–cation halide perovskite as a use case. We 
compared the faux-data injection method using two per-
formance indicators against various baseline optimization 
methods such as random sampling, sequential Bayesian 
optimization, and TOPK Bayesian optimization. We also 
addressed the importance of the performance indicators 
in evaluating the quality and acceleration of various opti-
mization methods for various target applications. The two 
performance indicators that we utilized were; the accelera-
tion factor which helped us determine the acceleration of 
FDI-BO in finding the material composition that reaches 
a given threshold value, and relative overall performance; 
which helped us determine the acceleration of FDI-BO in 
finding the best material composition.

Based on our analysis, we concluded that the faux-
data injection method indeed helped us accelerate our 
workflow for data-driven discovery of stable halide per-
ovskites for both best value and threshold value criteria. 
We also showed that if we ignore the time contribution 
then all given methods on average achieve similar best 
values based on 100 DFT evaluation constraints in 25 tri-
als. Application of AF and ROP to the results enables us to 
elicit the effect of acceleration in FDI-BO and TOPK-BO 
in achieving acceptable best values and threshold values. 
FDI-BO in general outperformed all the other optimization 
methodologies due to its quality of suggestions as well 
as the inclusion of �-greedy method to allow for random 
suggestions and potentially unbias some suggestions based 
on faux-data injection loop of FDI-BO. We evaluated the 
performance using two different criteria. In ROP with � = 
0.2, FDI-BO outperformed TOPK-BO by a factor of about 
1.3 and S-BO by a factor of around 4. In AF, roughly 6x 
acceleration was obtained by FDI-BO compared to S-BO 
with a −3 meV/ion threshold, making FDI-BO suitable for 
accelerating data-driven discovery targeting both the best 
value and the threshold value.

With the proliferation of self-driving labs and other 
autonomous experimental set-ups, FDI-BO is well posed 
in parallelizing data-driven material discovery. The study 
can, however, be further improved by analyzing a strate-
gic combination of various optimization methods such as 
PSO, which is considered under the scope of our future 
work.

Table 2  Average acceleration factor (AF) using different thresholds 
for ΔHmix

Optimization method

Threshold 
(meV/ion)

FDI-BO S-BO TOPK-BO RS

−1 1.84 1 2.07 0.44
−2 1.82 1 1.60 0.39
−3 5.96 1 2.52 0.62
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Future Work

We aim to expand on this work to include other batch 
methodologies, providing them with the same evaluation 
treatment to have a more exhaustive comparison. In par-
ticular, we aim to include methods of Gonzales et al. [19], 
Groves et al. [22], and PSO methods.

One of the limitations of FDI-BO is that although its 
k-evaluations are run asynchronously in the HPC system, 
the BO loop itself is synchronous and waits for all the 
evaluations in the batch to finish before running the next 
faux-data injection loop to provide the next k-suggestions. 
This limitation has been overcome by the work of George 
et al. [6] that leverages data from the surrogate model’s 
mean prediction, Thompson sampling, and random sam-
pling to enable asynchronous candidate suggestion in its 
version of batch Bayesian optimization. This shall also be 
the focus of our next study to potentially further accelerate 
the search process.
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