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1. Title 

a. Title of your project 

Page Replacement Algorithms Simulation 

b. Member name(s) 

• [Your Name] 

2. Introduction 

a. Overview of the project 

The "Page Replacement Algorithms Simulation" project is a software application that simulates various 

page replacement algorithms commonly used in operating systems. Page replacement algorithms play a 

crucial role in managing the memory of computer systems by determining which pages to evict from 

memory when new pages need to be loaded. 

b. What problem is being solved? 

The primary problem addressed by this project is the efficient management of memory in computer 

systems. When a computer system's physical memory (RAM) becomes full, and new pages need to be 

loaded, the system must decide which pages to evict from memory to make room for the new pages. 

This decision impacts the overall performance and efficiency of the system. 

c. Why is it important? 

Efficient memory management is essential for the optimal performance of computer systems. 

Inadequate memory management can lead to increased page faults, which, in turn, can slow down the 

system and degrade user experience. By simulating various page replacement algorithms, this project 

helps us understand and compare their performance characteristics under different scenarios. This 

understanding is crucial for system administrators, software developers, and operating system designers 

to make informed decisions about which algorithm to use in a particular context. 

3. Background 

a. What does one need to know to understand the problem? 

To understand the problem of page replacement algorithms, one needs to have knowledge of the 

following concepts: 

• Physical Memory (RAM): Understanding the basics of how a computer's physical memory works 

and stores data is essential. RAM is the primary memory used by the operating system to 

execute programs and store data temporarily. 



• Virtual Memory: Understanding the concept of virtual memory, which allows the operating 

system to use a portion of the hard drive as if it were an extension of physical RAM, is important. 

Virtual memory enables the efficient management of memory resources. 

• Page and Page Frames: Knowing what pages and page frames are and how they relate to 

memory management is fundamental. In paging systems, memory is divided into fixed-sized 

pages, and physical memory is divided into page frames, which can hold one page. 

• Page Fault: Understanding what a page fault is and how it occurs is crucial. A page fault happens 

when a program attempts to access a page that is not currently in physical memory, leading to a 

page replacement decision. 

• Page Replacement Algorithms: Familiarity with different page replacement algorithms, such as 

FIFO (First-In-First-Out), LRU (Least Recently Used), LFU (Least Frequently Used), MFU (Most 

Frequently Used), and Optimal, is required. Each algorithm has its own rules for deciding which 

page to replace when a page fault occurs. 

• Performance Metrics: Knowing the performance metrics used to evaluate the effectiveness of 

page replacement algorithms, including total page faults, total page hits, hit ratio, and fault ratio, 

is necessary. 

• Simulation: Understanding the concept of simulation and how it can be used to model real-

world scenarios is beneficial. In this context, simulation involves mimicking the behavior of page 

replacement algorithms with a set of predefined rules. 

 

4. Implementation 

a. What are the solutions to your problem? 

The problem of efficient memory management in computer systems is addressed by various page 

replacement algorithms. Each algorithm provides a different solution to the problem of deciding which 

pages to evict from memory when new pages need to be loaded. The primary solutions include: 

1. FIFO (First-In-First-Out): This algorithm replaces the oldest page in memory, following a queue-

like approach. It evicts the page that has been in memory the longest. 

2. LRU (Least Recently Used): LRU replaces the page that has not been used for the longest period. 

It keeps track of the access history of pages and conflicts the one that was least recently 

accessed. 

3. LFU (Least Frequently Used): LFU replaces the page with the lowest access frequency. It keeps a 

count of how often each page is accessed and evicts the page with the least frequent access. 

4. MFU (Most Frequently Used): MFU replaces the page with the highest access frequency. It keeps 

track of page access frequencies and evicts the page that has been accessed the most. 

5. Optimal: The Optimal algorithm makes the best possible replacement decision by evicting the 

page that will not be used for the longest time in the future. This requires knowledge of future 

page access patterns, which is usually not available in practice. 



b. How do you implement? 

i. Programming language for implementation. 

The implementation of the “Page Replacement Algorithms Simulation” project is done using the C++ 

programming language. C++ is a versatile and efficient language that allows us to model memory 

management and page replacement algorithms effectively. 

ii. Operating system to test the project. 

The project can be tested on various operating systems, including Windows, Linux, and macOS, as C++ is 

a cross-platform language. It does not have strict platform dependencies, making it suitable for testing 

on a wide range of operating systems. 

c. Test cases. 

To evaluate how each page replacement algorithm behaves in different scenarios, a set of test cases has 

been designed. These test cases include a series of page accesses representing various memory access 

patterns. Here are some examples of test cases: 

1. Random Access: Random page accesses where pages are requested in a random order. This tests 

how well the algorithms handle unpredictable access patterns. 

2. Sequential Access: Sequential page accesses where pages are requested in order. This tests how 

well the algorithms perform when there is a high degree of locality. 

3. Repeated Access to a Subset: Repeatedly accessing a subset of pages in a loop. This tests how 

well the algorithms adapt to frequently accessed pages. 

4. Mixed Access: A combination of random, sequential, and repeated accesses. This simulates a 

more realistic scenario where different access patterns coexist. 

5. Varying Frame Sizes: Testing each algorithm with varying memory frame sizes to observe how 

their performance changes with different amounts of available memory. 

6. Worst-Case Scenario: Creating a worst-case scenario for each algorithm to assess their 

performance under extreme conditions. 

 

5. Experimental Results 

 

a. Any results or output in graphs or tables or figures that shows results of 

improvements/implementations. 

 

Test 1: Checking how an increase in frame size would impact hits 





 

 



 

5. Experimental Results 

 

Interpretation:  

The results showed that as the frame size increased, the hit ratio generally improved for all algorithms. 

This is expected because with more available memory, there is a higher chance of retaining frequently 

accessed pages in memory. However, the rate of improvement varied between algorithms. LRU and 

Optimal tended to benefit more from larger frame sizes compared to FIFO, LFU, and MFU. 

Test Scenarios: 



1. Random Access: The random page access scenario tested how well the algorithms handle 

unpredictable access patterns. Results showed that Optimal consistently performed the best in 

this scenario, as it always made the best possible replacement decisions by knowing future 

accesses. LRU and LFU also performed reasonably well. 

2. Sequential Access: In the sequential page access scenario, where pages are requested in order, 

all algorithms performed similarly well due to high locality of reference. There were fewer page 

faults in this scenario. 

3. Repeated Access to a Subset: This scenario involved repeatedly accessing a subset of pages in a 

loop. LRU performed well in this case, as it retained frequently accessed pages. However, LFU 

and MFU could adapt to the frequent accesses over time. 

4. Mixed Access: In the mixed access scenario, which simulates a more realistic situation, all 

algorithms had a chance to shine. LRU handled temporal locality well, LFU and MFU adapted to 

frequent accesses, and Optimal made optimal decisions when it had future access information. 

5. Varying Frame Sizes: Testing with varying frame sizes revealed that as the frame size increased, 

all algorithms saw improved performance, but the rate of improvement differed. Optimal 

consistently performed well, especially with limited memory. 

6. Worst-Case Scenario: Creating a worst-case scenario involved designing access patterns that 

challenged each algorithm. Optimal was the least affected in this scenario, while other 

algorithms showed higher fault rates. 

6. Conclusion 

Accomplishments 

In this project, we have implemented and tested several page replacement algorithms, including LRU 

(Least Recently Used), FIFO (First-In-First-Out), LFU (Least Frequently Used), MFU (Most Frequently 

Used), and Optimal. We conducted extensive experiments to evaluate their performance under various 

test scenarios, such as random access, sequential access, repeated access to a subset, mixed access 

patterns, varying frame sizes, and worst-case scenarios. The following key accomplishments have been 

achieved: 

1. Algorithm Implementation: We successfully implemented and integrated five different page 

replacement algorithms, providing a comprehensive platform for analyzing and comparing their 

performance. 

2. Testing Framework: We designed a testing framework that included diverse scenarios to assess 

the algorithms’ behavior under different conditions. This framework allowed us to measure 

important metrics such as page faults, hits, hit ratios, and fault ratios. 

3. Performance Evaluation: Through rigorous testing and experimentation, we obtained valuable 

insights into how each algorithm performs in various memory management scenarios. We 

observed how factors like frame size and access patterns affect their efficiency. 

References 



1. “Operating System Concepts” by Abraham Silberschatz, Peter B. Galvin, and Greg Gagne 

This book provides a comprehensive introduction to operating systems, including memory 

management and page replacement algorithms. 

2. “Modern Operating Systems” by Andrew S. Tanenbaum and Herbert Bos 

Tanenbaum’s book covers various aspects of modern operating systems, including memory 

management and page replacement policies. 

3. “Introduction to Algorithms” by Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, and 

Clifford Stein 

This textbook is a great resource for understanding algorithms and data structures, including 

those used in memory management. 

4. “Computer Organization and Design” by David A. Patterson and John L. Hennessy 

This book covers computer architecture and organization, which is essential for understanding 

memory management in modern computer systems. 

5. “Operating Systems: Internals and Design Principles” by William Stallings 

Stallings’ book delves into the internals and design principles of operating systems, including 

memory management techniques. 

6. “Windows Internals” by Mark E. Russinovich and David A. Solomon 

If your project involves testing on Windows-based systems, this book provides in-depth insights 

into the Windows operating system’s internal mechanisms. 

 


