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  Hi, I'm Rex Briggs and it's a pleasure to present to you a overview for the White Belt certification training. I am Chief AI Officer at Claritas, and I'm also the co-author of the AI conundrum,   along with my son, the lead author, Caleb Briggs, which      UMIT, who. Published last year has been subject of a lot of our training and ongoing education series with MMA global. 

So the first key point I wanna hit to on is that we think about computers. Usually we think about something that's programmed, but AI has found a different way to be intelligent. It's better to think about it being grown. Rather than programming, and there's some ramifications that come out of that.

First is that if you're used to using ChatGPT, or Claude or Copilot, or Grok or Meta, whichever one in your favorite chat bot that you go to for a large language model, 95% of the time when you type something in. Your answer that you're going to get out is just fine, but it's in that 5% when the answer that you get is not the right answer, or it seems to mislead you.

That we actually find the clues of where AI has weaknesses and also insights about where AI has its superpower. What is it really good at and how do we play to its strengths, and how do we avoid some of the areas where the AI has some weakness? So that's what we're gonna talk about today to set you up for the rest of the white belt training.

So first, shall I play a game? I'm going to give you a fill in the blank, because this isn't interactive, I won't be able to see your answer, but I can guess what the answer will be because we've done this as part of our AI training with MMA global, and we've had over 10,000 people register , and we're starting to see some pretty good patterns.

So let's see if you fit into the same pattern. Shout out the first words that comes into your mind. When I give you this blank, I like ice. Okay. How about this one? I'm from Canada. I like ice. Okay. Now go ahead and try this on your apple of choice if you'd like and you'll probably get the same answer that you replied back, because what came to your mind first is probably the most common or frequent thing that normally shows up.

Now, that's not always the case. And if you have a room of a hundred people each trying this prompt on their favorite. App of choice, you'll get a few answers that are different. What you'll normally see is something that follows this distribution. Most people will have said, I liked ice cream and I'm from Canada.

I like ice hockey. Or ice skating, or ice fishing or, and you might have different answers. I had someone who the other day who said. I like ice cubes. That's part of what's happening here, probabilistically, is that you may get different answers and it's very important to remember that AI works off of these probabilities.

It is seen this pattern of I like ice. Blank and filled it in generally with cream, but sometimes with cubes or ice fishing or ice skating or whatever. And if you condition it with Canada, that pushes the AI towards thinking that the, I like ICE isn't going to be ice cream, but it's gonna be ice hockey instead.

But context of I'm from  Canada conditioned the AI to provide a different response. Now, this is a really important clue about how AI works because it works off of probabilities. In fact, when we think about. How we grow in ai. And how it's different than interacting with a human. If I were to ask you the question of where was Hurricane Hector, you might know this.

That might be in your experience, then you might switch your memory and say, I know the answer to that. Or if you are, really trying to have a good engagement with me, you would probably think, I don't know that answer, but let me go ahead and check. And you might try to do a search or consult some type of resource to find that answer.

Now that's very different than what we are actually doing with AI.

What we do with AI is. We turn the answer into a prediction problem because it's very hard to teach AI to conscientiously think about how to get you a good answer such as. Searching different resources and so on.

It is easier to program the AI to be able to infer that answer from its massive amounts of data that is tuned through series of training that gives it the ability to solve prediction problem. So the prediction problem actually looks something like this. The AI large language model specifically see massive amounts of data from things like Wikipedia and so on.

We take the corpus like about Hurricane Hector and we hide certain tokens. Tokens are parts of a word or the, period and so on. Now what we can do is we can say, if we go through successive training loops, can we get AI to guess what the right answer to the right word is and be right.

More often than wrong. And so if initially we get the answer of the Atlantic, we'll say, no, that's not right. We'll retrain the model. We'll update the model. It changes the weights through its deep neural networks .  Through that tuning when it gets the right answer, we take it outta training and say, okay, it's ready for use. And then when you give it the thumbs up or the thumbs down that actually further trains it. That gives us human reinforcement. And there's lots of humans that have helped train the AI to help tune its answers. So it looks like the kind of answer we'd want.

We were asking where was hurricane Hector. Now one of the things that's really fascinating that came out of this is how much emergent behavior could be distilled from going through all of human content. And there's some wonderful papers by Google and Anthropic on this topic.

You can see the paper, on golden Gate Claude, which looked at how these different features express themselves and the ability to change those weights to make some of those emergent behaviors come out. If you've ever asked. AI to write a poem or rap song. You can see it planning ahead and coming up with rhyme and so forth.

Those emergent behaviors it tell us that it's doing more than just next word prediction. It's actually doing some planning and forecasting and a deeper understanding of what we mean. That's important. Probably the most important thing that emerges out of this is the AI's ability to create personas, and in fact, it needs personas in order to do a good job at the prediction problem.

Because we have such diversity in our documents and our materials, that knowing the type of person that would generate content like this allows it to answer the next paragraph or the next sentence consistently and coherently in the same style as what came before. If I ask a problem around math, I'm more likely to get a math persona.

If I ask a problem that uses the jargon of business, like PB ratios and so forth, I'm likely to get more of a. Business oriented persona. And if I give it stuff like in this legal document on copyright, it's saying something like, the discovery rule does not impose copyright holders, a general duty to police the internet or cover infringement.

And I cite case law.  That language and that structure, even though it's still English, is different than a language and structure. in the business briefing, which is also still English, but it's coming from two different personas. So the key idea here, and one of the most interesting emergent behavior is AI's ability to basically model personas.

Now the other ability for AI is the massive amount of information that can take in and distill and find relationships within it. So this is the picture, go ahead and guess where you think it is. sketch that down on a piece of paper and let's see how the AI does in answering this.

Now the AI is able to, first of all, identify what country, what state hone in on the area of San Diego and even get down to the individual area of San Diego and the individual neighborhood of San Diego. That is incredibly impressive. Now the answer was not exactly right, but it was within.

Just a couple of blocks of where the real answer was. And if you ask the AI what it was doing, it said first the vegetation, a clump of tall Washingtonian palms. A healthy stand of banana trees in a Monterey looking pine in the distance tells us winters never dip far below 50 degrees Fahrenheit.

This mixes common within a mile or two of the Pacific between say, LA Jolla and Imperial Beach. Farther north of the bananas struggle farther inland, the coastal pines disappear and deciduous trees dominate. Second, the housing stock we see 1920s and 1950s era. One story bungalows with a low asphalt shingle, roofs detached, center block garages and overhead utility lines.

strung at exactly the height and spacing. San Diego Gas and electric still uses until the grids. Couple of flat roof additions with railings Classic. Throw a deck on an old roof to grave, a sunset view stream, ocean, beach, and Point Loma more than say Pacific Beach or Hermosa. Third, the topography. The camera is a few meters above the street grade, yet still looks slightly uphill towards the dark pine at the T intersection.

That gentle terracing is characteristics of south facing slope that starts two blocks north of Newport Avenue in Ocean Beach on the north facing point Loma Ridges, you'd see the ocean behind the houses and in. Inland canyons the grade, steeper. Fourth, the street scene narrow pavement cars snug.

On both sides. An older camper van, common surf town driveway residence, picket fences and almost no front lawns, all dead giveaways in the 4,600 to 4,800 blocks of the ocean beach grid between Niagara and Long Beach, where lots are tiny and alleys are rare. Putting these threads together, my best pin drops are and gives you this address.

In fact, it is in Ocean Beach, and it's just a couple blocks from where it dropped the pen. Incredibly impressive content. In fact, here's another one. Write down where you think this is from. AI nails it down as being nine 50 Westlake Street, West Loop, Chicago, Illinois. And that is in fact, the right answer.

Pretty impressive from a picture without a whole lot of details and information that we had normally discerned. It almost feels like CIA level intelligence here. And your assumption might be that, wow, AI really understands image. What a massive database to be able to find all that information and pinpoint it.

But that's not what it's doing. This is not like Sherlock Holmes working through these amazing reasoning skills. We're having this massive database of information. It really is something a little bit different and we can prove that something different when we give it this simple problem. Now go ahead and count the intersections and see this is an intersection.

This is an intersection. See how many in this picture. And when I do this in person, when you have people hold up their hands, and most of the time people get the answer right.

Did you say eight? If you did, you got the answer right. And you are smarter than AI in your visual understanding. Even if you couldn't have guessed where that picture of that food was taken or that picture of ocean Beach was was taken. Because you have a different kind of intelligence than what AI has.

You have the ability to go through and carefully count and understand the visual images at that point, and that's not the AI strength. That level of precision the AI needs is not where AI is at its strongest . It's at strongest point when it can draw inferences and patterns and connections and bring those together to produce an answer that can be very good, but doesn't have to be.

Precisely and exactly right. A good, another good example is we were using AI for image generation and we asked AI to create a picture of a dog. If you think about a picture of a dog for a moment, there's a lot of right answers to that. Maybe your picture and image of a dog is a big dog. Maybe it was a small dog.

Maybe it was one breed or another breed. Again, there's a wider range where if we ask you to produce an answer, we'd be pretty happy with that answer. That's where AI is at the strongest is when there's a collection of good answers. But it doesn't have to be absolutely and precisely right, because when we need that level of absolute precision and accuracy, that is where AI struggles, and we have to add additional scaffolding, which we'll talk about in later parts of the training of the belts to ensure that it produces a really high quality answer.

Now, what's interesting about this part is again, we know that there's eight. I mentioned before that AI struggles. Here's Gemini. It says that there's 10. Chat PT thinking model, which as of recording of this video is right now the smartest model out there correctly gets eight. But when we ask it to draw the lines of where it's at, you can see that there's only six dots and it combined all three here and missed this one entirely.

So clearly, I think if I gave you this task to put the dots at each of the intersection, you would've nailed it. But the AI couldn't quite get that right. And we go back to the Gemini one said, okay, we said there's 10 dots. Draw where the 10 dots are. Gemini goes crazy and draws 15 dots and still misses, the intersection here and the intersection here.

So again, these models are very good and as I said before, 95% of the things you ask it to do, it should nail. But it's in that 5% of things that misses, that we learn where its strengths and its weaknesses are that can help us get the best advantage out of using AI as we understand. That territory.

So here's the fact and the takeaway here. The fact is today's AI is okay at reasoning but not as not as good as you might think, especially when you give it a really precise problem that has exactly one right answer. It's better when you're giving it a problem where there is a territory of good answers because it tends to get really close, but not always exactly right.

We can think of it as an intuition machine that relies on heuristics and inference and vibes be incredibly good in that space. So I think of AI more as a amazing character actor than encyclopedia, and we need to be careful with the prompt because the prompt is what tells the AI what character to play.

If you don't give it much of a prompt in detail, it tends to give you the default prompt and the kind of middle of its intelligence band, and that might not be playing to the specialized intelligence or strength that you need the AI to tap into, to do a good job at what you want it to help you with.

The takeaway here is that the next word, prediction and all that emergent behavior that, that we've trained, the AI leads to personas and perspectives and frameworks within the ai. And if you can move the AI towards the type of persona that should be good at answering your kind of problem, you'll get the best value and use out of ai.

When you think about it, you want the AI to know who you want to model in terms of speaking. If you need legal advice, then you really wanna make sure that you're giving it some legal documents, you're giving it context that it's a legal expert in what type of law you wanna use the jargon language, which pushes it into that area.

To play that role. If you wanna do commercial real estate lending, whatever, then you might wanna push it in that direction by giving it context of high quality documents from that space, using the jargon from that category and space. And it will be better at answering those questions because it will play into that area of of its persona.

Remember, the prompt is not just a question. It is how you control how the AI functions. Here's another example. We ask the ai, can you tell me the mathematics behind accurate approximation of partial differential equations? In the case where we have defined boundary conditions and that has a lot of mathematical jargon and that pushes the AI into the mathematician type of frame of reference, and it begins to answer the questions, it uses the Greek letters and so forth, and is.

Participating at the level that the prompt was given, which makes it a bit more expert in the area of differential equations with defined boundary conditions. On the other hand, if we ask the ai, can you tell me about the best crystal frequencies to heal the soul, especially organic and naturally sourced ones that will push the AI into a new age type of mindset.

And it gives you answers about the clear quartz versus Amherst versus rose. quartz and what it does in terms of your spiritual vibration, et cetera. So this is the exact same ai, the same chat we created, temporary chats so it didn't have any other context. And the other, the only context is that prompt and it's pushing it into different areas of of its expertise.

Now, here's the key point in this exercise developed by my coauthor Caleb Briggs, as is much the con I've been presenting. He did an interesting test. He said the exact same prompt. Tell me about drinking lemon water and its effects in the body. Now, that's the exact same question to two separate prompts in temporary chats in chat, GPT.

And preceding that is just a little point where it gets the AI to begin to push into different parts of its personas. Right? So the first one on the left says right along post about which modern approaches to PDEs have been used to make progress on research, math problems, and right in your own language and voice.

Versus the second one. Write along post of which crystals you prefer most and why Write in your own language and voice and that writing its own language and voice and answer part is basically just getting the AI to create context consistent with what the prompt was talking about, which is in that space of crystal versus in PDEs that partial differential equation, mathematical issue, and what we get out of it is pretty interesting.

The mathematical one stays very scientific and oriented around looking at things like electrolytes and vitamin C. The other one , focuses on a little bit more of kinda a health oriented, prompt and look at the red boxes here. 'cause you get two diametrically opposed answers.

It says even though lemons are acidic and TAs, they have alkalizing effects once to metabolize in the body, which helps reduce inflammation, support cellular health, and keep pH balanced. It says in number two, lemons are rich in antioxidants helping flush toxin us out of the liver and kidneys.

And it goes on to say, I always start morning warm lemon water to kickstart the digestion. Even though I don't think the AI knows that's what morning is. Nor does it have a digestion to kickstart. It is. Filling the answer and playing the persona role of that of that orientation. And the mathematical one gives a diametrically opposed answer that says the opposite.

And this is the exact same ai. So it's not pulling on memory and trying to give you the right answer. It's trying to answer based upon the context of the persona you've asked it to play. So the other answer is basically saying some claim that lemon water is a alkalizing, the physiologically your body maintains pH bowels regardless.

It says lemon water won't magically detox your body, your liver and kidneys already do that. But it's a simple, refreshing habit that contributes to overall wellbeing. So two different answers, same model. And that should get you to challenge the idea that the AI can give you a definitive answer of what is truth, because that's not what the AI is trained to do.

It's trained to give you an inferred answer in the. Area that you have started to interact with. So how do you use this as to your advantage? The first thing you need to do is you need to understand that your prompt and the context that's in your prompt is steering the AI to answer one way or another.

It's going to be sycophantic and give you the kind of answer that you want. And so you have to be careful about that. Now there's some really great ways we can get some great high quality answer. For example, if you are in business like I am and you wanna get a good quality answer, you can give it almost any context that's written at the expert level about business.

You can pull this, I pulled this section from Harvard Business Review just as an example, and I give it these angular bracket tags as a document. Then I do off document, which is just that slash document. This is basically standard HTML AI has seen a lot of html, knows that you're giving it other content and I can say something like ignore the document and use your expertise.

As an expert in organizational design to evaluate whatever. And again, that's a little redundant with expertise and expert, but the key thing is it's given the context and even though you tell it to ignore it, it will shift it into the business expertise brain. If you have academic papers in your field taking some of these papers and including it in the context, and we'll show you how to do that in projects or custom gpt so that you have these personas that are already experts in the area where you need it to be an expert.

You can use the brackets again as good ways of doing it. Now, that's different than doing an attachment because when you put in the brackets, it's pushing into the context and the AI pays more attention to the context than it does attachments. Attachments. It thinks of this materials that it might have to reference to answer your question.

But putting in the context is a little bit of a stronger way of steering the ai. Okay, so how can we leverage this inference to build powerhouse ideas for business? A couple tips. So one is that we're going to show you in this belt program how to create custom GPT and project gpt and we'll get to creating some agents.

It's very important to use the custom instructions that are available, few shot learning examples and so forth, to basically move the AI into the persona and domain space where it will have the greatest expertise. The second tip is to think about other materials and content that you might want the AI to reference or use.

This is something called Rag Retrieval Augmented Generation to help produce higher quality answer. So instead of just using whatever's in the LLM, you're giving it proprietary content information. It'll make it more effective. I'll show you that, what that looks like in the, a case study that we'll show from Claritas.

And the third tip is recognize that the AI is sycophantic. And so if you want to agree with you, you wanna help on a problem where you need advocacy, by all means, you expect that as you give it. This prompt is gonna be trying to help you accomplish that task. But if you need a skeptic. If you need a second opinion, if you need to challenge your own thinking on something, what you're gonna wanna do is you're gonna wanna use a temporary chat feature so it doesn't have access to your memory.

In the history of conversations, which increasingly chat GPT and Gemini and others are using the temporary chat pretty much puts it back in the default regular mode without all that context. And then you're gonna wanna give  the     📍  📍  context.  Here is an example: a colleague of mine has suggested this idea.

I'm a bit skeptical. Can you please review it carefully and give me any blind spots or problems that you see with it or on balance if you think this is a good idea now that kind of prompt basically steers it to be a little bit more critical. And challenging and it's more likely to look at the content that you might have copied and pasted from another, chat g PT conversation or Gemini or whatever tool you like to use, and you put it back in.

It will now take that context where it's been instructed to be critical and it might review that. You can basically take the  output.

If you've gotten really good output, you think it's given you a really good business idea, you're feeling really excited about it, and you just wanna have a second opinion. Go into the temporary chat, use that prompt and use that other persona to be a little bit more challenging in reviewing that content and giving you an independent.

Point of view of perspective. So I hope those three tips are helpful for you. From this initial series, we are going to go deeper into how to use custom gpt and projects and skills within Claude and the other tools. And I will just close with a great case example of how you can build business value around some of these insights.

As I mentioned before, I'm Chief AI Officer at Claritas. We have an amazing team and amazing data. We have an identity graph on every household in America. We have audience profile, behavioral data campaign performance and so forth, and we use that to help marketers figure out. Who are the type of customers that that might be attracted to a certain business?

How to reach them in different media, how to communicate with them effectively. And this is something that lends itself to rag. I mentioned RAG is Retrieval, augmented generation, and I wanna just share a little bit about how we built this tool for personas and leaned into the strength of AI and its persona capability.

So one of the products we have looks at different physical store locations, like this is an ikea and it looks at all the consumer commute times and figures out which type of people live around that area, how far they're likely to drive. It's called a v tam or, a variable trade area which depends on, this type of business it is and the density of the population and other factors.

And this is a pretty cool data that you can access. And there's standard machine learning type of AI that helps make predictions and patterns and that's all really good and solid . You can also look at competitive differentiation. For example, if you had an IKEA versus Ashley Furniture store, you can see what type of customers are more likely to go to one versus the other.

Where one business wins or lose, it helps you identify unmet demand zones. Again, standard machine learning type of analysis. Very solid. If Claritas can help you, please contact Claritas. But what I want to show you is that because each of these tiles, these are households and people around here, we thought what if we took that data.

Which we already coded by PRIZM, which is a segmentation system that divides the United States into 68 segments based upon things like affluence and age and lifestyle and urbanicity, and gives them different names like in this urban high wealth income. That's maybe on the younger side you'd have something like Young Digerati as an example.

Or on the older side, you might have cruising into retirement in segment 12 over here. You know that, that's that's a segment that's more in the suburban side here. More middle of that income scale. Actually upper middle. We would have posters that give you an idea of what their lifestyle looks like.

And we'd have the characteristics like age between 65 and 74, mostly retired and married and these key data points. And we'd have these sub profiles of them. We fed that to AI and we said, okay, here's all the data and here are the storyboards and the descriptions that we have, the type of stores that they shop out, the type of products that they buy and so forth.

And then the AI. We asked it to create a persona based upon it. So for example, for the Cruise of Retirement Persona, it says hello, I'm Richard Thompson. A retired professional. Now, relishing, the calm of my seventies, my days have mostly spent catching up on financial news or taking it a round of golf if the weather permits or sipping on a fine Shiraz.

Proudly rooted in tradition, yet not shy of technology I stay updated on and connected through my trustee, smartphone, et cetera. It created that persona because we gave it over 4,000 or 5,000 data points across 40 different categories, and we've licensed this data to agencies like monks have done really interesting things with it to be able to create, really specific personas based upon adding additional data, like what type of products people buy or what stores they shop in, or or other content that gives you the ability to have virtual focus groups. We've also created personas that you can chat with and talk to this young de or Jenna in 47. And these numbers, by the way, correspond roughly to socioeconomic ranking from one to 68. And , the jokes that the personas will tell you are even different because you're not tapping into the same large language model.

You're tapping into a persona that's conditioned by all the data and the type of product purchases and information that we fed it. So if you ask it a question about what beverage do you like, it has a lot of data on beverages. But even if it doesn't have an answer if you were to ask it, yeah, here's a new beverage, here's how it's positioned.

 which segments do you think would like this type of product? Or do you think this segment would like it? And how should you position it? How should you talk about it? What's a good advertisement for this segment? The AI is able to infer all those patterns in much the same way that you saw the AI infer where an ocean beach was that picture taken from, because it can pick up on all these different data points.

Weave those together into a coherent story and give a very good answer on how that type of a population persona might answer. That is a great example of where you're playing to AI's inherent strengths and capabilities. If you're interested in testing this out, especially if you have a website with enough traffic, we can place a pixel, we can see who's visiting the website, and we can give you the persona of who is visiting.

And you can have a chat with some of those personas. This is an example of an insurance company that was asking what is motivating you to shop around for insurance? What's the most important consideration when selecting insurance company to work with? And the answer is highly rooted in that data and information.

We also have segmentations that are financially oriented and technology oriented. So if you're interested in trying this out, you'd like to see this in practice, we'd be happy to share it with you. But the key takeaway is that AI strength in taking data and drawing inference is incredibly powerful.

In another use case, we looked at a physical retail location. We looked at a foot traffic analysis to visitor profiling, and we were able to do a virtual focus group based upon all the data that we had, looking at people who lived within that area, worked within that area that were likely to shop in that area, and fast inexpensive, and a really powerful insight of how AI is is changing the world.

I'll give one more case example before wrapping up here, which is, if you think about AI's strength in helping us understand audiences and people and creating personas and deriving personas from that data, it's not hard to see the next part of where this goes from, which is. The way in which we begin to change our marketing and business models.

If you're looking at a live, work, mixed use development space and the old ways of doing things, the amount of data that was available to you is pretty limited. And if you are in charge of writing, creating a cross, cross promotional event or figuring out what kind of businesses to try to plug into a space that was gonna become vacant.

You'd have to do a lot of homework and now you can turn to ai and if you already have it loaded with that persona data and so forth, you can just ask it to write a promotional event, email, or plan a campaign for the types of people that live within that area or work within that area. And it can draw on that data and can do a much better job very quickly.

And what I'm finding is that the difference between businesses that have these AI tools and don't isn't just a little different. It is dramatically different. It was just an Ad Age event where we had 10 different tables. We were each given the task of creating personas and we had different brands like Patagonia and Oatley and so forth.

We had Oatley at my table and I said lemme just type it into the, into our AI persona and have it read the website and have it understand and tell us what segments of thought were most likely to buy the product. And it not only did that within a couple of minutes, but it also then created the type of ads and messaging for how to communicate with them.

The other tables were just struggling to brainstorm, , how would you even gather the data? And we had already solved the whole problem. And so you think about that difference in the time, the advantage, it's   📍 pretty significant. So if you'd like to see more and you wanna try this out or just get some experience.

this is a link that will include in the labs and you can, get the QR code and we're happy to let you try that for free just so you can really experience it, because I think it really will bring to life how different it is when you have AI in your corner. And secondly, how AI's natural strength plays into using data information to create inference and to create these personas that can be quite helpful.


