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Transcript:

This is the exciting world of prompting, and here is a lot of tips, including some great content from Caleb and MMA Global, as well as Open   ai. But let me start and give you the reminder from our earlier session that the prompt is not just a question, it controls how the AI functions, and this is a key point that we made earlier, and we're going to go deeper now.

Now you may remember from the first session we showed how the exact same AI model with two different contexts can lead to diametrically opposed answers. You might recall that the answer here on the left was prompted with just a little bit of context to push it towards the mathematical oriented persona while the output on the right started off with questions about crystals and their healing power. And that pushed it towards a different kind of answer, more of this wellness new age spirituality view. And you actually got a different answer about a question whether lemons can detoxify the body or not, whether they change your pH balance or not.

So the prompt is quite important because if you give a certain type of context and background, it may influence the type of output you're going to get. One of the tricks we shared was using the document tags. This is a delimiter that is popular in HTML and AI has seen a lot of it, and so if you give it an expert level document as context in your field that you're working in, even if it's not directly related to your question, you'll move the AI more into the expert mode and it will give better quality answers.

On the other hand, if you really need the AI to represent the voice of the customer, then giving it verbatim transcripts and discussions will allow it to absorb the context and move into the direction that will be more within that voice of the customer that you're looking for.

You can say things like, ignore the document and use your expertise in organizational design to evaluate whatever the task is. That's giving it a little bit more persona steering, as well as giving it that expertise. That's even a stronger way to get the type of output you want. Now , over to Caleb.

 

 So as we've seen the AI tries, pick the next word in the sequence. But since we train an LLM on human data, it ends up picking up the biases and idiosyncrasies of humans.

So this becomes interesting if you look at categories like myths and superstition. So in this image we have on the left a smaller, less capable model. And it's being asked, what happens if you smash a mirror? So it just responds factually with you smash a mirror. But as we increase the size of the model, it transitions from answering factually into responding superstitiously.

So the largest model says if you smash your mirror, you'll have seven years of bad luck. So the LLM that's the most capable and sophisticated, that mimics human behavior the best is actually the one that responds to this question with a superstitious answer. And our ability to understand AI has come a long way from where it was even just a year ago.

It's now actually possible to pinpoint in the AI's brain where the superstition is. So here's an interesting example. I have an AI here that when I ask what happened to my smash mirror, it answers factually. So it says the glass shatters sharp edges are created, DEC coating can be damaged.

But it's possible to go into the AI's brain and find out where that superstition feature got created when it learned human data , and then amplify that feature. And this comes from research run by Google. So just like neuroscientists know how different parts of our human brains do different things.

So our hippocampus handles memory formation, the visual cortex process of what we see. Google studied what the different part of the AI's brain does. So this feature here is references to superstition and obsessive behavior. So you can see it's circled below what type of words this part of the AI's brain fires on.

So it fires on words like superstition, obsessive compulsive disorder. It also fires in the number 13, probably because of superstitions around Friday the 13th. And so once you identify this feature, you can turn it up in the AI's brain .

the interesting result here is that if you turn up the superstition feature on the AI actually invented its own new superstition about smashing a mirror. So now I ask this AI exactly the same question. What happens when a mirror is smashed? And it says, if someone shatters a mirror while experiencing strong emotions, particularly negative ones like fear or pain, it can cause 'em harm by causing the reflection become corrupted and thus induced an emotional backlash.

So you can see the ai, when we turned up that superstition feature completely changed its responses. So superstition isn't the only feature in the AI's brain. There's all sorts of features. There's features for excitement, for expertise in mathematics, for knowledge of the Golden Gate Bridge for spotting errors in code.

There's hundreds of thousands of features that cover almost everything you can imagine.

  📍  📍 

We're gonna do another exercise here and see in action what it looks like and how you can use prompts to more strongly activate the AI's expertise feature in its brain. So we'll start by creating a new conversation in chat GPT, and then ask the AI to analyze the most important trends in marketing or whatever industry you wanna choose.

And then each time we add something to the prompt, try it in a new conversation, maybe in temporary chat, and see how adding these different extra sentences onto your original prompt modifies the response that you're getting.

 Here is your first pause point where we want you to do exercise where you will ask the AI to analyze the most important trends in your industry, and you can fill in whatever your industry is. Now, this is a very generic prompt, and it will likely give you a fairly generic answer.

After you do that, add, act as an expert and then add to it, focus specifically on insights that executive might miss and bring that context in from your company,

so those three levels are what you're gonna try in this exercise. And then after you press pause will come back with the next layer of prompt engineering.   📍  📍 ​





 i'll share my results for when I run this exercise. So the baseline prompt gave me something pretty generic about what the trends are in marketing.

So it says, AI driven marketing talks about how AI can enhance audience segmentation, automate customer interaction, or generate personalized emails. It also talks about privacy first marketing and a shift towards first party data. Okay. So then when I ask the AI to become an expert, these trends become much more nuanced.

So now it actually mentions zero party data. It gives us interesting point saying. Many marketers over index on AI to infer preferences from historical behavior, but neglect the nuances of real-time behavioral contextualization. For example, a consumer intent and a Monday morning commute versus a Saturday evening downtime can differ drastically even if their historical data indicates a preference for similar products.

So that's like an interesting point. Like much less generic than what we were getting from that first answer where I just asked the question without saying act as an expert. And then. The last example I added Rex's LinkedIn into the context and asked exactly the same question again about trends in marketing.

And now the answer is even more nuanced and targeted towards Rex's expertise. So for instance, it talks about traditional last click or media mix models fail to capture the complexity of omnichannel journeys. AI-based models, which use Bayesian inference or deep learning can uncover latent variables influencing purchasing decisions.

So the answer here actually for some people potentially gets too complex. So not everyone's familiar with latent spaces or Bayesian inference. And so that's where bringing in your own data becomes important. So the answer, we went from something very generic to something expert level, which was more nuanced and insightful to now something that's tuned for specific expertise.

This is now talked about omnichannel journeys and last click things that like Rex focuses on. So it's become personalized to his level of knowledge. And so the AI sort of become smarter and picked up the type of intelligence that the content provided . Okay, so let's start building a working model for how we should be thinking about ai.

So in the early example, we saw the AI responding superstitiously, but if you've asked AI many questions, you'll see that the AI doesn't tend to respond superstitiously. So it tends to respond in a way that's pretty factual. So what makes the brain of the AI much different than humans is that. We humans have some kind of central identity, so our ideas are resolved and integrated.

It's very hard to be both superstitious and very science oriented for a person, those things usually contradict each other, so it's difficult to believe them both at once. For the ai, all these contradictory things coexist at the same time, but only particular pieces get activated in different contexts.

The way the AI computes response is it takes each of these different pieces in its brain and it weights them at different levels of strength. The way I got the AI to be superstitious was I increased the weight of this sort of default area where it focuses on scientific belief into a much greater weighting on that superstition.

The answers became more superstitious. That explains why the AI gave us such different answers in that previous exercise. So when you tell the AI analyze the most important trends in marketing, it doesn't strongly activate the parts of the AI's brain that corresponds to expertise and skill. In fact, a broad and generic question is gonna activate this sort of part of the AI's brain that gives a generic analysis to those broad questions.

So that explains why when we tell the AI it's an expert and ask for an expert insider view of marketing, the AI more strongly activates the expertise and expert marketer parts of the brain. So the features that activate in the AI give it this more expert level perspective, knowledge and those expert skills.

Okay, so before I pass it onto Rex, here's a quick review of what we've done today. We've seen that the AI is built from a bunch of these learned skills and features, they aren't programmed in the AI learns all these features just by getting good at predicting the next word. We've also seen that the AI lacks any core beliefs or static personality.

So there's no single AI self in the consistent way that we have a, like human self and it's much more of a dynamic system. And what you get from the AI depends heavily on  the context you've given to the ai. And this really brings up the crucial point for today, which is that you're prompting and the way you communicate with the AI fundamentally shapes who the AI is and who the AI is in that moment that you're talking with it.

So it dictates which of those internal features get activated. It dictates which knowledge surfaces, what skills it has, what persona it adopts. I'll pass it on to Rex to talk a bit about prompting . 



  

 ​

  📍  📍  📍 Part of what you're doing when you're giving it a prompt or giving it context is you're adjusting which of those underlying features are firing more strongly. You could see that when we were using words like superstition, that caused superstition to fire more, that shifts the AI into that mode where it's gonna be more responsive. If   📍 we had continued to ask questions after that superstition thing was firing, we would've gotten more answers that leaned towards superstition.  📍  📍 

If you give it a scientific paper, you're in essence making the scientific belief part larger and you're going to get content that's more on the scientific angle, such as what happened when we asked about the mathematics of partial differential equations and we saw how the lemon water answer was different than if we asked about crystal frequencies.

We   📍 tried the experience with marketing expertise and you could see how the more information you gave about personal background on LinkedIn or told it was a marketing expert, how that changed the quality of the answer.

The way that you control those in weights is indirectly with your prompt itself.

The prompt   📍 itself and the context you give steers the model towards different kinds of output.

So what does this mean? The practical ways that you can control it is to understand that ai learns its skills and features and is influenced by how you prompt it and the persona that you give it.

AI itself lacks core beliefs and a static personality. And so your ability to move the AI around into the domain space where it will have the best chance of giving you the highest quality answer is critically important to shaping the quality of the output that you'll get.  📍  📍  📍  📍  📍 

The simplest prompt that you might think about in GPT that you're building might be one like this where I gave it a reference material and we, I told it to answer questions by referring to the reference PDF document only for all knowledge.

Cite the sections in the page and quote verbatim from the handbook. If you cannot find the answer to the question answer, I'm sorry, I can't find the answer to that question in the handbook. What this does is it narrows the AI to just use the reference material and nothing else. This is great for eliminating or at least limiting hallucinations and it is something that we refer to as Rag for Retrieval Augmented Generation, because a generation is retrieved based upon the content that you're providing.

So you can do this very easily in building custom gpt.

  📍  📍 

Now a more advanced version comes from OpenAI, where they say the best practice example for an HR helper would have instructions. So you'd have a paragraph or section on instructions. You would tell the model what to do, answer queries, guidance on procedures policy clarification, resource direction.

And then guidelines. And here again, you'll see that limitation of knowledge. If a query falls outside of your accessible knowledge base or requires human judgment, direct the user to contact the HR department for further assistance. They also have other ones about compliance and privacy and accuracy.

And so the key areas you'd have in building a really strong prompt and a reusable GPT or project would be instructions telling the AI what to do and guidelines on what kind of output that you want and any limitations that you feel are off bounds.

  📍 

Now, a third example of what you can do with prompting the steer is to use Few Shot Learning.

  📍 

This is a GPT that I built that tells the AI how to analyze net promoter score surveys.  And you can see we start off with, you're an expert in net promoter score and explain a bit more about in NPS metric and how it's calculated to reinforce that knowledge.   📍  📍 And then we ask it to summarize the data by first calculating the percentage of promoters, then the percentage of detractors, and then using those numbers to calculate NPS score.

We tell it to think step by step about the comments associated with the promoters. We tell it to pay special attention to open-ended comments, and we tell it to chart the data and then we go through and we give it an example of how to analyze the data.   📍  we even give it a code snippet because we found in our testing that sometimes the AI would become a little bit confused about how to analyze the data.

So by giving a code snippet, it gives it much more direction. You can see this markdown language with this. The hash tag symbol extract comments for promoters, and that goes through and gives, this code example. And then it reminds the AI that each NPS survey may be different.  📍  📍 

Therefore, the first step is to analyze the questions, and then it gives some more example data. This is a very long prompt, and again, that's very appropriate when you're building A GPT where you're going to reuse it again and again.  If you find in your testing that its failing or not quite doing something right, you can then try to tweak the prompt so you can get to it or   📍 Do it right, and then you might take the output from that prompt like I did with the code snippet and put it into the prompt itself. So this is a much more advanced pattern to prompting where you're giving it some code, at least a one shot code example and step-by-step instructions.

 

 📍 Finally this is called Few Shot Learning.

This is where you might give it three examples,   📍  📍  📍 and you can see these are delimited in the, with the example tag here, for example one, example two, and then down here, example three.   📍 This one follows the format of step-by-step instruction, starting with follow the standard structure. We give it the six steps to go through.  📍 

We explain a little bit about what in the parentheses about what these steps are meant to do,   📍 and, over here in this example here, this was a GPT we built to do segmentation using Claritas PRIZM system. Here you can see background and actions on the GPT Claritas. Prism has 68 segments, which are described in the attached 2023 Prism, premier segment storyboard, and the AI and the prism segment.

Narratives, PDFs, directing to the documents, and then it goes through and talks about combining segments as the world of GPT.   📍 Here's an example, and then it gives you an example and it shows what's outputted from that example. Few Shot Example is a great way to get better quality output and really direct the AI to the kind of output that you want.

  📍 

So last topic and then we'll dive into open AI's part. You might wonder how we got such great output in our first session where we showed how the AI could take   📍 this image and give a really good prediction of where that picture was taken.   📍 We actually found that when we use a default prompt, we're playing geo guesser, whereas this image be as precise as possible.

No. Using the internet, we only got a mediocre answer. And my co-author Caleb Briggs, is phenomenal at prompting in context engineering. He looked at that and said, it's interesting. It's 120 miles away from the right answer. Whereas if I use a more advanced prompt that leans into the strengths that I know AI has, you can get within half a mile.

  📍  he created a rather elaborate prompt that says, we're playing geo gasser, whereas this image be as precise as possible. Focus on a variety of details. The goal is to find the street address so I can score 5,000 points. Pay attention to the trees, the sun image, context, car, sidewalks, house, any other data but here's what's important.   📍 He says, don't pay attention to any specific details too closely. Consider everything at once to get the answer. Use your deep knowledge of the world to answer this rather than spending too long on specific pieces of the image. Now, why did he do that? .  📍 

And and part of what he found that if the AI begins to build a context of its own intuition, that the inference power of the AI is much stronger than when it tried using tools or zooming in or trying to go too deep into thinking.

He ran it several different times and found that fairly consistently that if you are tasked relates to an inference or intuition then getting the AI to lean into that intuition inference can give you better results than trying to get the AI to be overly analytical. So something for you to try, I'm not saying it will always work for you, is you might try two different approaches when you're doing your evaluations and testing when you're building gpt.

  📍  📍  📍  📍 One is to be that very logical step by step leaning into the tools and capabilities. The other might be to go the opposite direction and say what happens if we just have the AI try to build its own narrative and look at its own intuition and use its own inference to make the best types of judgment that it can make you might actually get better output.

So the key point here is that there is not an exact science to prompting, there are some good rules and guidelines, but it requires testing and iteration. That's a theme that Open AI will end with as I hand it over to their content. 

To review. Prompt engineering is the process of designing and refining the language we use to get the best output from a large language model. Prompts provide chat GPT with the relevant context, information, instructions, and examples to help it formulate the most relevant response.

A good prompt requires context, role, and expectations. Context grounds the model in the information required to complete the task or answer the question at hand. Role allows it to adopt a persona based on its understanding of what a marketer does, or an engineer. An expectation helps them all understand how to structure its .

 Output. Are you looking for a sentence, paragraphs, bullet points. Et cetera.

I wanna quickly talk about why prompting matters and how the words we choose steer the output that the model produces. You see here four relatively similar prompts, which all have roughly the same context, but the desired output for each of them is d. So I hope this helps you see how working backwards from the output you're looking for to help inform how you prompt is really important.

If you're looking for a full detailed biography of a president, you'll need to write your prompt in such a way that you're very specific. You can see this last prompt here. Write a section of a biography of the sixth president of the United States, focusing only on his first year in office if you wanted that output, but you started with write a biography for each president of the United States.

It's going to provide you with 46 1 sentence summaries. So you really need to think about what you're looking to achieve and whether any single prompt can get you there, or if you need to break your prompt into a series of prompts. Let's dig into the prompt engineering techniques. I'm going to start with why persona is important without adopting a persona.

If we ask chat GPT to summarize perfume trends in India for the past three years, it will give us a pretty generic high level summary of shifting consumer fragrance preferences. However, if we tell it that you are a marketing manager at a beauty company exploring new territories , and asking it to summarize perfume trends in India for the past three years, it will provide a very targeted fragrance preference trend summary with details about sustainability and ingredients, insights online versus digital trends, key industry players.

In summary, it will target the output towards a marketing manager, which is the persona we assigned it to.

To talk about our first advanced concept delimiters, this is the idea of using something to create a logical break in the prompt. So here we've used quotations to highlight the input text that we are asking to be translated. You can see the prompt says, translate the text delimited by triple quotes to French.

Here is that text with the quotation delimiters, and the output provides us with the translations. The second key advanced topic I want to talk about is step by step instructions, so really breaking down the processing of a prompt into concrete steps. Here we are telling the model that it will be given text delimited by triple quotes, and we want it to start by reading the text, then provide feedback on grammar and structure.

Move on to rewriting the text with recommended edits, and finally translate the text into French and Spanish. We have broken down what could have been a paragraph explanation of our prompt into very distinct steps that will help the model achieve that. Moving on to few shot prompting. Few Shot prompting provides an example within your prompt for chat GPT to emulate.

In this prompt we've used a couple of the advanced techniques. We are telling it, it will be provided with a text that its task involves two steps that we've broken down into step-by-step instructions. The first will be to summarize the text into one concise sentence. The second will be to translate that summary into French.

We've given it more guidance in terms of creativity. We want it to not be very creative. And then we've used Delimiters to provide the text to process. And last here we've done what we call Few shot prompting, which is giving it an example of something that has already been summarized and translated 

last. Lastly, chat. GPT is a great prompt engineer so you can use it to help you write your prompts. I asked it to write a prompt that processes company 10 K documentation, and you can see that the output has given us a very detailed prompt. 

I'd like to move on to how to prompt within GPTs. Obviously it's very important within GPT for the model to follow the instructions, and so here you can see that the prompt within GPT is broken up into different sections. Our key takeaways are to use section headers like context instructions, example, use spacing as well as delimiters to visually separate key parts of the input and use formatting like mark down to help emphasize certain, key headers, key pieces of information the model should follow.   📍 Here's a good example of prompt engineering within A GPT. You might be creating a GPT for the human resources team to answer questions.

Instead of putting  this block of text, ideally you're breaking into context with markdown saying you are a member of the Human Resources team and instructions that inform the GPT, that the user's question should be found in the knowledge document or should be found by browsing the web. And if it cannot be answered, the user should reach out to human resources. 

You can see here some of those callouts.

 



Lastly, prompt engineering is always a process of iteration, iterating your expectation toward the model output. Our advanced prompt engineering best practices in summary, are to include ample context used delimiters, specify the steps required, provide examples, and specify your output.

This is the last wrap up section here. You've made it through. A key point here is we've talked a lot about prompting and prompt engineering, and that obviously is important, but it's critically important to think about what is context engineering, which is broader.

When you're pasting context at the beginning here from like the Harvard Business Review article between the brackets of document, or you are giving more background about the type of expert from your LinkedIn profile. That technically is context that you're adding, and it's more than just the prompt.

When you think about prompt, you should think about two levels of prompt. There's a system prompt and there's a user message. And when you think about building A GPT, you're in essence building the system prompt that tells the AI how to operate. And then a person might be chatting with that GPT to ask certain user message that can help modify or direct what they want out of that GPT within the guidelines of what you've defined the system prompt. It can either produce that information or not. Increasingly, we're getting into a world where we have context engineering for agents where the context we can give the AI is a lot more.

We can also give it tools as well as the memory file and documents and comprehensive instructions and those instructions might come in and API broken in different steps depending on where somebody's at through the process. You'll see that more in the yellow belt training and the green belt training.

The key thing to keep in mind of where you're going with this is you wanna get good at understanding these prompt and system instructions that you're creating because this will become incredibly helpful as you come to this new world of context engineering. 

