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Preface

This paper is a survey exploring the mathematics underlying continuous-time finance. Although
the earliest results in continuous-time finance were derived using classical analysis, for the most
part, I have chosen to also present them in a probabilistic setting to be consistent with current
preferences. In the former setting, the price of financial instrument is given as the solution to a
particular partial differential equation (PDE). In the latter case, the price of a financial instrument
is the expressed as continuous-time stochastic process under some risk-neutral probability measure.
Here, I will assume these processes are driven by Brownian motion which is generally sufficient for
the finance theory under consideration.

Additionally, I have generally avoided presenting mathematical results in their most general setting
to avoid technical issues that often obscure the heuristics. However, many of the results presented in
the paper can be extended to a more general setting. Jeanblanc, Yor, and Chesney (47| and Shreve
[76] are particularly good references for a discussion of this topic in the more general setting.

For the most part, I have chosen to present most of the results in a one-dimensional setting. While
this is also consistent with most of the references cited herein, many of the results can be easily
extended to higher dimensions. That disclaimer notwithstanding, in a few occasions, I state the
result in higher dimensions and, in some cases, note that a result cannot be extended to higher
dimensions or that such a generalization is non-trivial.

While discrete-time models are widely used in practice, I have chosen to limit the scope of this paper
primarily to continuous-time processes for two basic reasons. First, the mathematics is richer and
more interesting. Second, while many markets do not trade continuously, it is common industry
practice to assume that, in fact, prices change continuously in time even during non-trading hours.
However, I do make reference to discrete-time processes from time-to-time, primarily as motivation
for the continuous case.

Being a survey, I do not generally provide rigorous proofs or derivations for results which are overly
long or technical. Rather, I give an outline of such a proof or simply supply references to appropriate
sources. And while I hope that I have presented some original insights, I do not claim to offer any
original results. In this sense, my hope is that paper will serve as good reference to anyone interested
in the mathematical justifications behind continuous-time finance in general.

I have generally followed Bingham and Kiesle 9], Jeanblanc, Yor, and Chesney [47], Pascucci [66],
and Shreve [76] for results from mathematical finance. In terms of probability theory generally, I
have relied primarily Billingsley 8], Cinlar [14], Durrett [23], Evans [30], Feller [32], and Kallenburg
[50]. As for PDE-related results and analysis generally, I have relied on Evans |29, 28], Korn and
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Korn [54], Pascucci [66], Wilmott [89, 90|, and Yosida [91]. In terms of finance theory, I have
generally relied on Duffie [22], Elton and Gruber [25], Ingersoll [44], Neftci [63], Samuelson [72],
and Sharpe [74]. I have also provided references to specific topics and results in addition to a
general bibliography.

Lastly, a quick word about notation and terminology. Unfortunately, as an amalgam of finance,
analysis, and probability, there is no widely accepted standard for this subject. Given this, I have
tried to follow a standard throughout the paper that is consistent with mathematical analysis.
However, the notation and terminology used herein may not conform to that presented in original
papers or other references.
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Introduction

Although partial differential equations (PDE) played a central role in founding of continuous-time
finance, with the advent of risk-neutral valuation based on martingale theory, much of the subse-
quent work has relied heavily on measure-theoretic probability theory. A great deal of this involves
the analysis of relatively well-behaved, continuous-time stochastic processes known as Itd processes
(i.e. continuous-time and continuous-price processes). Generally, such processes are used to de-
scribe the price dynamics of various financial instruments. Additionally, most of the common price
processes are described as solutions to stochastic differential equations (SDE). As such, much of the
mathematical foundation of continuous-time finance involves the extension of classical calculus to
stochastic processes (in other words, stochastic calculus).

In this paper, I am primarily concerned with Itd processes and much of the mathematics presented
herein involves results necessary to (a) work with Itd processes; (b) rigorously establish stochastic
calculus with respect to Itd processes; and (c) subsequently develop theoretical foundation for rig-
orous solutions to SDE (i.e. Ito diffusions). I have also relied heavily on the well-known connection
between a particular class of PDE and It6 diffusions. In fact, this was the approached used by
Kolmogorov (e.g. [75]) and Feller (e.g. [31]) when such processes were first studied in earnest
(although Bachelier stated some of the same key results in his landmark dissertation which laid the
foundation for modern continuous-time finance (¢f. [3, Ch. 2|)).

In particular, I have followed the path of describing the evolution of price processes using transition
probability functions which ultimately results in the Feynman-Kac formula in which the expected
price of a financial instrument is expressed as the solution of a second-order PDE. I have also
followed the modern probabilistic approach to continuous-time finance by emphasizing the use
of Brownian motion to model price dynamics. Brownian motion possesses two key properties
making it an indispensable tool in mathematical finance - it is non-anticipative and memoryless.
Further, Brownian motion explicitly captures the fact that the information observable by investors
(as captured by its standard filtration) evolves over time.



CHAPTER 1

General Probability Theory

At first glance, the price of a financial instrument appears to follow a random path that evolves
continuously over time. Additionally, it is natural to think that these changes in price are due to in-
formation that becomes available to investors with the passage of time. In other words, information
evolves over time and investors react to it. Thus, we need some rigorous framework in which the
intuitive concepts of randomness, continuous-time paths (possibly with jumps), and information
can be rigorously define. Measure-theoretic probability theory provides such a framework.

In fact, many of the following results presented herein hold for general measure spaces and are
often presented as such in the literature. However, given the focus this paper, I have chosen to
develop the material generally in the context of probability spaces. For a more general approach,
see Billingsley (8], Cinlar [14], or Kallenberg [50].

1.1. Probability Spaces
I shall begin with the basic concept of experiments, outcomes, and observable events.

1.1.1. Measurable Spaces. Assume that some experiment has been designed and €2 is the
set of all possible outcomes. For instance, if the experiment consists of a tossing a single coin, then
Q) can be thought of as the two faces of the coin where each face (i.e. w; and wy) is an outcome
(i.e. wi,wy € Q). If this experiment is perform over and over again a finite number of times, say
n, the set of outcomes can be thought of as vectors w = wy,...,w, where w € Q" :=Q x -+ x Q.
If the experiment is performed a countably infinite number of times, the sequence of outcomes can
be thought of as €2, := lim 2". On the other hand, the experiment might consist of picking some

n—,oo
point at random in the interval [0, 1]. In other words, the set of outcomes can be countably finite,

countably infinite, or uncountable.

Now, assume that the experiment consists of measuring the outside temperature. Since any ther-
mometer has only limited accuracy, we can only observe the temperature based on the accuracy of
the thermometer. In other words, we can only record the outcome of the experiment as measured
by that particular thermometer and not the actual temperature itself.

These heuristics are captured in the following definition which mathematically captures the concept
of information.

DEFINITION. Let €2 be an arbitrary, non-empty set. Then the set F consisting of subsets of €2 is
called a o-algebra if



(1) 0,Q e F;
(2) A° e F for all A € F (closed under complements); and
(3) Uiy A € F with Ay € F for all k (closed under countable unions).

THEOREM 1.1. A o-algebra F is closed under countable intersections, or

(Ax € F with Ay € F forallk =1, ...
k=1

PROOF. The proof follows directly from property (2) and DeMorgan’s laws. U

DEFINITION. Given an arbitrary, non-empty set € and a o-algebra F on €, the pair ({2, F) is called
a measurable space. € is called the sample space and any w € ) is called a sample point or
outcome. Similarly, F is called the family of events and any F' € F is called an event.

ExXAMPLE. The Borel o-algebra, denoted as B, is the smallest o-algebra that contains all open
intervals in R. Its elements are called Borel sets. The pair (R, B) forms a measurable space. [

DEFINITION. Given the measurable space (2, F), if 2 is countable, the space is said to be discrete.
Else, it is said to be infinite.

DEFINITION. An event A € F is considered to have occurred if an outcome w € A has occurred.

DEFINITION. An event A € F is said to be indivisible if there are no non-empty sets B,C € F
such that A= BUC.

Clearly, the existence of a o-algebra is not in doubt since every arbitrary non-empty set has at least
two o-algebras. The first is the trivial o-algebra consisting of {(), 2}, which essentially contains
no information (i.e. some outcome has occurred or no outcomes have), and the largest c-algebra,
which is the collection of all subsets and contains all possible information (i.e. all outcomes are
observable).

REMARK. Generally, the largest o-algebra is much too large to be of any use. However, in the case
of a countably finite sample space, the largest o-algebra is known as the discrete o-algebra and
is denoted as 2%.

O

As the names imply, the trivial o-algebra is smaller than the largest o-algebra since both its elements
are contained in the latter. This notion of the relative size of two o-algebras is captured in the
following definition.



DEFINITION. Given two o-algebras F and £ defined on the same set 2, F is said to be smaller
than £ if A € £ for each A € F. In this case, F is also said to be a sub-c-algebra of £ denoted
as F C€&.

Essentially, a o-algebra represents all information about outcomes that are observable. A smaller o-
algebra contains fewer events and, consequently, contains less observable information about the state
of the sample space while larger ones contain more. For instance, after conducting an experiment,
only the events containing a given outcome can be observed and not the outcome itself. The
greater the number of events in the o-algebra containing that outcome, the more information we
have about it. If the o-algebra consists of all the events that contains that outcome, it will contain
all information possible regarding that given event. This is captured in the next result.

THEOREM 1.2. Given some set Q0 and any set A C Q, let 0 (A) denote the intersection of all o-
algebras containing A. Then o (A) is a o-algebra on 2 and there is only one such o-algebra. Such
a o-algebra is called the smallest o-algebra generated by A.

PROOF. Let A C Q and assume the set o (A) is the intersection of all o-algebras containing A.
Further, let G be any o-algebra such that A € G. Clearly, Q and ) € o (A) since they are contained
in every such G. Additionally, for any B € 0 (A), B € G since o (A) is the intersection of all such
G. By assumption, G is a o-algebra, thus B¢ € G and |J;; B; € G where B; € G fori = 1,....
Since it is true for any such G, it must be true all their intersection. Thus, o (A) is closed under
complements and countable unions and, thus, it is a o-algebra. It clearly is unique and the smallest
o-algebra by since it is the intersection of all o-algebras containing A. 0

REMARK. Based on the above theorem, the smallest o-algebra generated by a given event contains
all information about that event. If the o-algebra is known, then the event is known and vice versa.
Such a o-algebra will play an important part in the concept of conditional expectation introduced
later in the paper. 0]

In the context of continuous-time finance, the sample space represents the total breadth of informa-
tion in a given market. However, not all information may be observable to investors at any point in
time. Conversely, the o-algebra represents observable information available to investors who subse-
quently determine the price level of a given instrument based on this information. However, since
all information may not be observable, such prices may not accurately reflect the true price of the
instrument (a result in finance known as the efficient market theorem expresses this phenomenon
in economics terms (cf. |25, Ch. 17])).

1.1.2. Probability Measures. Generally, probability theory is concerned with measuring the
likelihood that a given event will occur. This is captured in the following definition.

DEFINITION. Given a o-algebra F on the set 2, a mapping P : F — [0, 1] is called a probability
measure if



(1) P(0) =0 and P(Q2) =1 (i.e. a finite measure);

(2) P(A) >0 for all A € F (non-negativity); and

(3) P(Upey Ak) = Do P(Ax) (Ax € F, such that A; N A; =0 for i # j) (countable addi-
tivity).

For the proof of the existence of such a measure and relevant properties of measures generally, see
Kallenberg [50, pgs. 23-25|.

REMARK. Any non-negative, finite measure that is countably subadditive can be transformed into

1
probability measure by scaling (i.e. for such measure p (-), let P(+) := W,u (+)). O
o

The following result follows directly from the definitions.

THEOREM 1.3. Let F be o-algebra on the set €2 and that P is a probability measure. Further, assume
that {Ax} is a countable set of events in F. Then P is countably subadditive or

P (U Aj) < Z]P)(Aj) (for Aj € {Ax}).

PROOF. Let F be o-algebra on the set 2 and assume that P is a probability measure. Since P
is a probability measure then it is countably additive. Therefore, assume that A; and A, are any
two non-empty events in F such that A; N Ay # (. Now, let B := A;N Ay and C := AN Ay. Then
A; and C are disjoint sets. Hence, by countable additivity

P(AUA) =P(AUC)=P(A)+P(C).

On the other hand, B and C are disjoint sets since A; and A, are non-empty. Thus
P(BUC)=P(B)+P(C).

But, BUC = A,. Therefore,
P(Ay) =P(B)+P(C).

By assumption, B # () and P (B) > 0. Hence,

and
]P)(Al UAQ) < P(Al) +IED(A2) .

Again, the general result follows from induction. O

DEFINITION. Given a measurable space (€2, F), the probability of an event A occurring (a.k.a.
the probability mass of A) is denoted by

P(A):=P(we A).



REMARK. There is a slight abuse of notation here. There is an implicit assumption that there
is some underlying selection process which causes an outcome to occur. Generally, this is viewed
as some experiment which results in certain outcomes to become true and others to become false.
Then the probability of event A occurring is the probability that following some experiment, an
outcome contained in A will occur. 0

EXAMPLE (Dirac measure). The mapping d,, (-) on the measurable space (€2, F) defined as

1, weA
(L(A):{O >

is called the Dirac measure (a.k.a. Dirac point mass) and expresses the fact that the total
probability mass is located at w (i.e. P (w) = 1). O

REMARK. In the context of continuous-time finance, the probability that a specific price level will
occur is based on the probability that observable information admitting such a price will occur. [J

The next theorem follows directly from the definition and its proof is given in Durrett |23, pg. 2|.
THEOREM 1.4. Let P be a probability measure on the measurable space (2, F). Then

(1) P(A°) =1—-P(A) for all A€ F;
(2) P(A) <P(B) forall A,B € F with A C B (monotonicity); and
(3) P(Ax) TP(A) if Ax 1T A with A, Ay € F for all k. (sequential continuity).

1.1.3. Probability Spaces. For much of the sequel, I will be interested in a special class of
measure spaces known as probability spaces.

DEFINITION. A probability space is the triplet (2, F,P) where (2, F) is a measurable space and
P is a probability measure on F.

REMARK. A measurable space generally admits numerous probability measures. Often these are
determined from empirical observation. However, in the context of continuous-time finance, there
is a canonical measure, often called the risk-neutral measure, which expresses the price level of a
given instrument as the present value of its expected cash flows under that measure (¢f. Section

46). O

EXAMPLE. ((0,1),8(0,1), L) is probability space where B (0, 1) is the collection of Borel sets on
(0,1) and L is the Lebesgue measure. U

The following definition helps characterizes discrete probability spaces.



DEFINITION. Given a given probability space (€2, F,P), an outcome w € {2 is said to be an atom
(a.k.a. point mass) of the probability measure P if it is an event (i.e. {w} € F) and P{w} > 0. P
is said to be diffuse on the set I' := {w € Q| {w} € Fand P({w}) =0}. U T =0 (i.e. there are
only atoms), then P is said to be purely atomic or discrete. If I' = Q (i.e. there are no atoms),
then P is said to be diffuse or continuous.

REMARK. In other words, a probability measure is continuous if has no atoms. U
ExXAMPLE. The Dirac measure is purely atomic and Lebesgue measure is diffuse. 0
Motivation. In the sequel, I will frequently rely on the property almost surely which holds that a
given proposition is true except on sets with probability zero (cf. on page 17). However, there is no
guarantee that all sets of measure zero are observable. For instance, assume that F' € F for some
o-algebra F and that P (F') = 0. Further assume that A C €. It is quite possible that A C F', but
A ¢ F. Hence, A is not observable and it is not clear how to apply “almost surely” to such sets.

Fortunately, the following results show that it is generally necessary to only consider probability
spaces in which all sets with probability zero are observable. 0

DEFINITION. Given a given probability space (€2, F,P), any arbitrary subset of an event with
probability zero is called a P-null set or simply a null set (a.k.a. a megligible set). The
probability space is said to be complete if all null sets are in F (i.e. ).

REMARK. In other words, all impossible and all certain outcomes are observable (i.e. those with
probability zero and probability one, respectively)

THEOREM 1.5. Any probability space (2, F,P) can be uniquely extended to a complete probability
space (Q,]:", Iﬁ’) such that

F={AUN|AcF and N e N}
where N be the collection of all null sets of (2, F,P) and

I@’([l) =P (A) (for allfle]:"wherefl:AUNforsomeNEN).

PROOF. Let N be the collection of null sets of (€2, F,P). Further, define F as
F={FUN|FecFand N e N}.

First, it follows that F is a o-algebra by DeMorgan’s laws since F is a o-algebra and N is closed
under countable unions.

Further, the mapping P defined as
I@’(A) =P (A) (for all A € F where A= AU N for some N EN)

is a probability measure since [P is a probability measure and P (AU N) =P (A). O

Given the above theorem, I will assume in the sequel that all probability spaces are complete.



1.1.4. Finite Product Spaces. Product spaces and product measures play an important part
in continuous-time finance and probability theory generally. For instance, the price of a portfolio
can be represented as a (random) vector in (R™;B™) where B" is the o-algebra of Borel sets in R”
(i.e. B" = B(R™)). As much of this subject involves somewhat deep results from measure theory,
I will only provide a rather brief introduction generally following Williams [88, ch. §|.

Motivation. Assume that I want to conduct an experiment to determine the probability of tossing
two consecutive heads. This can be modeled as a single coin tossed twice. Now, I can represent the
outcome of a single toss of a (fair) coin by the probability space (2, F,P) where Q = {{H},{T}},
F=(0,9,{H},{T}) and
P(4) = {/ A= {H}
o A=A{T}.

Then it seems reasonable to assume that the experiment of two consecutive coin tosses can modeled
using the product space (€, F) x (2, F) along with the mapping P : F x F — [0, 1] defined as

P(A,B):=P(A)P(B) (forany A,BeF).

The question becomes: is this product space with this mapping (a) a probability space and (b) does
it correctly model the tossing of a single coin twice?

Conversely, this experiment can also be modeled as an experiment in which two identical coins are
tossed simultaneously. In this case, the probability space, (A, £, Q), can be defined as

A={{H H} {H T} {T,H} {T,T}} and & = 2"

with
s, A={H H}
_ 1/47 A:{H7T}
Q)= s, A={T,H}
s, A={T,T}.

Since these two experiments are essentially equivalent, we should expect that (Q, F) x (Q,F) =
(A,€) and P = Q (whatever that might mean). The following results answer these questions. [

I will begin by showing that the product of two o-algebras is, in fact, a o-algebra.

DEFINITION. Let (F,F) and (E,€) be measurable spaces. For any A C Fand B C E, the
(Cartesian) product of A and B is denoted as A x B and defined as

Ax B:={(z,y) | forallz € Aand y € B}.
If Ae Fand B € £, then A x B is said to be a measurable rectangle.

THEOREM 1.6. Let (F,F) and (E,E) be measurable spaces and let G be the collection of all mea-
surable rectangles. Then G is a o-algebra on the product set F' x E.



PROOF. Let (F,F) and (E, &) be measurable spaces and let G be the collection of all measur-
able rectangles of F' x E. By definition, () := ((),0) and F x E are contained in G. Additionally,
any element of G is of the form (A x B) where A € F and B € £. Since F and £ are o-algebras,

(Ax B)° = {(x,y)]| forall z € A° and y € B}
= A°x B°eqg.

Therefore, G is closed under complements.

Now, I must show that G is closed under countable unions. Therefore, let {(A x B),};~, be an
arbitrary countable collection of elements of G. Then for any k,

(Ax B), ={(z,y) | forall z € Ay and y € By}
where A, € F and By € £.

Hence,
UAXB = U (xz,y) | for all z € Ay and y € By}
k=1 k=1
= {(a:,y) | forall z € U A and y € U Bk}
k=1 k=1
k=1 k=1
Thus, G is closed under countable unions and G must be a g-algebra. O

DEFINITION. Let (F,F) and (F,&) be measurable spaces. Then the o-algebra generated by the
collection of all measurable rectangles in ' x E is called the product c-algebra of F and £
and denoted as F @ £. The measurable space consisting of the product set F' x E along with
F ® & is called the product (measurable) space of (F,F) and (E,£) and is denoted as
(FxE F®E)or (F,F)x (E,E).

EXAMPLE. It is possible to construct the two dimensional product space of the reals as follows

(R,B) x (R,B) = (R xR,B® B) = (R* B?).
O

REMARK. The above example suggests that B (R?) = B? (R). In fact, this is generalized below. [J

The following result, which is due to Fubini, shows that a product measure can be similarly con-
structed. A formal proof can be found in Williams [88, pgs. 77-78|.



THEOREM 1.7. Let (F,F,u) and (E,E,v) be measure spaces with finite measures. Then the product
space, (F' x E,F ® E, ) is a measure space under the measure

MAB):=pu(A)v(B) (forAe Fand BEE).
Moreover, \ is unique.

DEFINITION. Let (F, F, ) and (E, &, r) be measure spaces with finite measures. Then the measure
A defined as
AMAB):=pu(A)v(B) (for Ae Fand Be€€)

is called the product measure of u and v and is denoted as A\ = pu x A\. The measure space
consisting of the product set ' x E along with F® £ and A is called the product (measure) space
of (F,F,u) and (E,&,v) and is denoted as (F X E, F @&, ux X) or (F,F,u) x (E,&,v).

If fact, these results can be extended to any finite product of measure spaces using induction.

COROLLARY 1.8. Let {(Fy, Fi, ux)} be a finite family of measure spaces, then

(Fa‘/t‘au) = XZ:l (Fkafknuk)

18 a measure space where

F =X F, JF= ®Z:1 Fry o= Ky Hg-

In particular,

(1.1.1) (R, B", L") = X;_; (R, B, L)

where L is the Lebesgue measure on the Borel sets.

The case of infinite products of measure spaces will be considered in the context of stochastic
processes below (cf. Section 2.2.3).

1.2. Random Variables

In the discussion so far, I have made remarkably few assumptions regarding the nature of a prob-
ability space. Generally, such a space can be a very abstract set with little or no mathematical
structure other than a set algebra and a finite measure. In other words, not much with which to
work. A special class of functions known as random variables help solve this problem.

As functions mapping one probability space into another, random variables allow us to work in prob-
ability spaces possessing much richer mathematical properties (such as topologies and geometries)
while still preserving the notion of observable events in the original probability space. Importantly,
under the rather weak condition of measurability, they also preserve the probability measure of the
original space (in fact, the probability measure on the target space is simply the pull-back measure

10



on the original space). As such, it is common to ignore the original probability space and simply
concentrate on the richer space.

These ideas are captured in the following definitions.

DEFINITION. Given the two measurable spaces (F, F) and (F,£), a random variable (or more
precisely, a random element) X (-) is the measurable mapping from F' into E such that w —
X (w). Further, the range of a random element is called the state space. If the random variable
takes on only a finite number of values, it is said to be simple.

REMARK. Under this definition a random variable is a simply a function from one measurable
space to another. The mathematical structure of the target space is often more important (and
interesting) than the random variable itself. In actually, the term “random variable” should only
refer to a mapping where the state space is R. Other important state spaces are R" (i.e. random
vectors), spaces of functions such as LP, and spaces of measures. However, I will follow the standard
convention and refer to all such mappings from some sample space to a state space as a “random
variable” unless otherwise noted. U

REMARK. A common abuse notation in probability theory is to refer to the random variable X ()
simply as X, thereby confusing the function X (-) with its value X(w) for a particular w € €.
Similarly, it is common to use the short-hand notation, {X =z}, for {w € Q | X (w) = z}. O

In the context continuous-time finance, the sample space often represents the state of all information
(both observable and unobservable) in the market while the state space represents all possible price
levels for all the financial instruments that trade in that market. A random variable then is used to
set the price level of some financial asset based on that information. As such, I generally will assume
that the price of a financial instrumental is a real-valued random variable mapping the sample space
to the reals equipped with the o-algebra of Borel sets B (i.e. X : (2; F) — (R, B)). In some cases,
the price of an instrument will be considered in the context of a a portfolio consisting of a finite
number of instruments. Here, the price of the constituents of the portfolio can be thought of as
vector in R™. This gives rise to the following definition.

DEFINITION. Given two measurable spaces (F, F) and (E,£), a random wvector is a mapping
X (F;F)" = (E,&)" denoted by

X (W)= (X"(w),..., X" (w)).

EXAMPLE. For any A € F, the indicator function (of A) defined as

1, wed
1A(w>:{0 we A

is a random variable. O
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REMARK. For any A € F,
0w (A) =14 (w) .

In other words, the indicator function is a random measure. O

EXAMPLE. Given the probability space (€, F,P), let {Ax};_, be a finite disjoint partition of the
sample space Q (i.e.|J,_, Ax = Q and A;NA; =0 for i # j). Then the simple function ¢ (-)
defined as the finite sum of indicator functions

p(w) = apla, ()

where the a;, are real-valued constants is a random variable. O

ExXAMPLE. Standard step functions are examples of simple functions and, thus, are random vari-
ables. 0

An important property of random variables is measurability which ensures that events in the state
space are probabilistically equivalent (i.e. have the same probability of occurring) to those in the
original space.

DEFINITION. Given two measurable spaces (F,F) and (F,€), a random variable X : (F;F) —
(E;€) is said to be F-measurable (relative to &) if the inverse image of an event in the state
space is an event in the sample space, or

X1 (A)eF (forall A€ &)

where

X1(A)={XecA ={weQ|X(w)€ A} (foreach AcE).

The following result is helpful in the sequel.

THEOREM 1.9. Let X be a measurable, real-valued random variable on the probability space (€2, F,P)
and f some real-valued continuous function on R. Then f(X) is a measurable random variable.

PROOF. Let X be a measurable, real-valued random variable on the probability space (€2, F,P)
and f some real-valued, continuous function on R. Further, define the random variable Y : Q — R
as

V()=foX()=f(X()),

For any B € B, I have to show that Y~!(B) € F . Or, in other words, I have to show that
(foX) ' (B)y=X"tof(B)eF.

Therefore, let A := f~'(B) :={x € R| f (x) € B} for some B € B. Now, B is open by definition
and f is continuous. Hence, A is open and A € B since all open sets in R are in 5. However, X is
measurable. Thus, X! (A) € F. Hence, X 1o f7! (B) € F. O
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DEFINITION. Given two measurable spaces (F, F) and (£, &) and a random variable X : (F; F) —
(E; &), the set o (X) := {X 1 (A)| for all A € £ } is called the o-algebra generated by X.

The following result proves that such a o-algebra exists

THEOREM 1.10. Given two measurable spaces (F,F) and (E,&) and a measurable random variable
X : (F;F) = (E;€E), there exists a unique smallest sub-o-algebra of F with respect to which X is
measurable.

PROOF. Let (F,F) and (F,€&) be two measurable spaces and let X (F; F) — (E;&) be mea-
surable. Further, let
c(X)={X""(A)|Ae€}
Define G to be the collection of sets in F' of the form
{XeAl ={weQ| X (w)e A} (foreach A€f).

Now, for any countable collection {4} € £, U2 | Ay € £ and Af, € &€ for all £ since € is a o-algebra.

Hence,

and
(X e A} ={X e A} ed.

Therefore, G is closed under countable unions and complements and, thus, it is a o-algebra since
() and F are also in G. By definition, X is o (X )-measurable. Hence, G C o (X). By construction,

X is G-measurable. Hence, o (X)C G. Thus, 0 (X) =G. O
REMARK. The o-algebra generated by some random variable X contains all the information about
X. For instance, if f is some nice function, then the random variable, Y = f(X) is o (X)-
measurable. In other words, if we know X, we know Y. [l

The above result can easily be extended to countable collection of random variables directly from
the definition of o-algebras.

COROLLARY 1.11. Let { Xy : (F;F) — (E; &)} be a countable collection of random variables, then
there exists the unique smallest sub-o-algebra with respect to which the X are measurable.

1.2.1. Distributions. Through random variables, an outcome in the sample space (which may
a very abstract set like the faces on a die) can be expressed in terms of the state space, a presumably
nicer space such as R". Likewise, a random variable’s distribution provides the means of expressing
the probability of an event occurring in the sample space in terms of an event occurring in the state
space.

Motivation. Given a measurable random variable X : (; F) — (E; &), every event in the state
space A € & corresponds to the event in the sample space B = {w € Q | X (w) € A}. This leads
naturally to the existence of a measure on the state space p(-) induced by X which is simply
w(A) =P(B) (i.e the pullback measure). This is formalized in the following definition. O
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DEFINITION. Given a probability space (€2, F,P) and a measurable space (F, £), the (probability)
distribution (a.k.a. law) of a random variable X : (; F) — (£; &) is the measure, Py : &€ — Q,
defined as

Py (A):=Po X 1 (A)=P{we Q| X(w)€ A} (forall Acf).

NOTATION. Py (-) is sometimes denoted as p (-) to stress that it is a measure. O

EXAMPLE (Poisson distribution). A real-valued random variable X is said to have Poisson dis-
tribution with rate ) if, for A > 0 and any k € N,
e M\

k!

O

EXAMPLE (Binomial distribution). A real-valued random variable X is said to have Binomsial
distribution if, for some n >0 and any k=1,...,n

P(X =k)= ( Z )p’“(l—p)"_k

where 0 < p <1 (p is often referred to as the probability of a successful trial).

In particular, if p = 1/2, then

The next result follows directly from the above definition.

THEOREM 1.12. Let (2, F,P) and (E, &) be a probability space and a measurable space respectively.
Then for a measurable random variable X : (0 F) — (E;E), its distribution is a probability measure
on (E,E) and it is the unique probability measure generated by X .

The distribution of a real-valued random variable leads naturally to the following definition of a
distribution function.

DEFINITION. If X : (Q; F') — (R; B) is a measurable, real-valued random variable, then the function,
Fx : R — [0, 1], defined by

Fx () =Px (X <z)=P{weQ|X(w) <z} (zeR)

is called the (cumulative) distribution function (a.k.a. cdf) of X.

REMARK. This is an abuse of notation since the distribution function depends on X and the
probably measure P. U
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NOTATION. Unless it is necessary to avoid confusion, it is customary to drop the subscript indicating
the random variable and simply denote the distribution and distribution function of a real-valued
random variable as

F(z)=P(X <ux).
O

Generally, distribution functions arising in continuous-time finance have sufficient regularity (i.e.
absolute continuity) to admit a (strong) derivative. This gives rise to the following definition.

DEFINITION. Given a real-valued, measurable random variable X on a probability space (2, F,P),
if its distribution function F' has the form

Fx)= 7 f(y)dy < oo,
then the real-valued function f is called the (probability) density function of F (a.k.a. pdf).

REMARK. The name arises from the fact that the probability mass of any interval [a, b] is given by
b
P<X<h=FO)-Fl)= [ f)dy

In particular,
| rwa=1
OJ

REMARK. From the definition, a distribution function admits a density only if it is absolutely
continuous (cf. [8, pg. 439]). As such, only the distribution function of a continuous distribution
can admit a density. ([l

EXAMPLE (Normal distribution). Since a Poisson distribute is discrete, it does not have a density
function. On the other, the standard normal (a.k.a. Gaussian) distribution, denoted as

X ~N(0,1),

has a density function of the form

(1.2.1) flz) =

Thus,

Similarly, a mormal (a.k.a. Gaussian) distribution with mean ;i and variance %, denoted

as
X ~ N (n,0%),
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has a density function of the form
1 —(2—p)?

vV 2mo?

fz) =

Then

1 * 7y7,u2
]P)(XS'Z'):W/ e (252) dy

O

REMARK. As I will show in sequel, normal random variables play a central role in continuous-time
finance since most price processes are assumed to normal or log normal. [l

The concept of a distribution can be extended to multiple random variables.

DEFINITION. Given a probability space and a measurable space (2, F,P) and (E,E),if Xy,..., X,
are random variables from (Q; F) — (E; &), their joint (probability) distribution (a.k.a. joint
probability measure) is defined as

PXl ..... Xm<A1a---7Am): = ]P)(XleAl,...,XmEAm).

where Aq,...A,, € .

If Xy,..., X, are random variables from (2; F') — (R; B), then the function, Fl,
defined by

Fx, . x, (x1,...,xm) =Px, x, (X1 <z1,.... X, <x,) (forall zy,...,2, €R).

X, : R™ —[0,1],

.....

is called the joint distribution function of Px, x,,.

EXAMPLE. Let X and Y be real-valued random variables. Then for A = (A;, Ay) € B2 their joint
probability distribution is

Pxy (4) = P((X,Y)€ A)
P(X € A, X € Ay)
= P(XeANXeA).
[

DEFINITION. Given the real-valued random variables X, ..., X,, on a probability space (2, F,P),
if the joint distribution function F' has the form

T T
then the real-valued function f is called the (probability) density function of F.
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EXAMPLE (Multivariate normal distribution). Let X = (X! ..., X™) be a n-dimensional real-
valued random vector with a joint density of the form

1 1 Ts—1
— —z(@—p) 7 Hz—p) n
T)= ———e 2 reR
/(@) (2m)" det 2 ( )

for some p € R™ and some positive definitive n X n symmetric matrix ¥. Then X is said to have
multivariate normal (a.k.a. Gaussian) distribution (with mean ;1 and covariance matriz
¥) and

X ~N(u,X).

O

1.2.2. Uniqueness. Since random variables are functions, there are a number of ways to con-
sider equality. Assume that (€2, F,P) is probability space and that (F, &) is some measurable space.

DEFINITION. If X, Y : (Q; F) — (E; ) are two measurable random variables, they are said to be
(point-wise) equal, denoted as X =Y | if

X(w)=Y (w) (forallweQ).

Similarly, they are said to be equal in distribution, denoted as X < Y, if

Py (A) =Py (A) (forall A€f).
In the latter case, X and Y are said to tdentically distributed.

The next result follows directly from the definitions. Note that the converse is false .

THEOREM 1.13. Let X, Y : (4 F) — (E; &) be two measurable random variables such that X =Y,
then X Y.

Viewed as functions, it is natural to apply the measure theoretic property, almost everywhere, to

random variables.

DEFINITION (Almost surely). We say that a property holds almost surely or a.s. if the probability
of it being true is one (or, equivalently, it has probability zero of not being true). If particular, an
event A € F is said to happen almost surely if

P(A)=1.

DEFINITION. The measurable random variables X,Y : (; F)) — (E; &) are said to equal almost
surely, denoted X =Y a.s., if

Pwe|Xw) =Y (w) =1

NoTATION. Typically the set {w € Q| X (w) =Y (w)} is denoted as {X =Y}. O
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Two random variables on a complete probability space are equal almost surely if they agree every-
where except on a set of outcomes with probability zero. In other words, they are indistinguishable
from a probabilistic perspective. This creates an equivalence class much like functions that agree
almost everywhere in measure theory. This is captured in the next result.

THEOREM 1.14. The property “almost surely” creates an equivalence class of random variables.

PRrROOF. Reflexivity and symmetry follow directly from the definition. Consequently, I need only
prove transitivity (i.e. P (X = Z) = 1). Therefore, let X,Y,Z : (Q; F) — (E;&) such that X =Y
a.s. and Y =7 a.s.

First note that
(1.2.2) {X=Y}In{y=2}C{X=27}

Now, I claim that {X =Z} C {X =Y}. If not, then there is some A € {X = Z} such that
AN{X =Y} = 0. However, by the additivity property of probability measures (cf. Theorem 1.3),
PAU{X =Y}) = P(A+P{X =Y}
> 1

which is impossible since PP is a probability measure (i.e. 0 <P < 1).

Similarly, {X = Z} C {Y = Z}. Given these results
{X=Z}C{X=Y}n{Y=Z}.

Combining this with (1.1.1)
{(X=Z}={X=Y}n{Yy =172}.
If T claim that {X =Y} = {Y =Z}. If not, then {X=Y}'N{Y =2} # 0 or {X=Y}N
{Y = Z} # (. Without loss of generally, assume {X =Y }*N{Y = Z} # 0. Then
PUX =Y}u{Y =2}) = P{(X=Y}IUu({X=Y}"n{Y =2}))
= PUX=YH+P{X=Y}"n{Y=2}) (1)
> 1.

Therefore, {X =Y} ={Y =Z}={X=Z}and P( X =2) = 1. O

Clearly, equality is a stronger property than almost surely equality since two equal random variables
are also equal a.s., but not vice versa. However, two random variables that are equal a..s. have
the same distributions since they only differ on a set of probability zero. This is captured in the
following result.

THEOREM 1.15. Let X,Y : (O F) — (E; &) be two measurable random variables such that X =Y
a.s., then X Ly,
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PROOF. Let A = {w € Q| X (w) #Y (w)}. Since X =Y a.s., then P(A) = 0. Therefore, for
any Be F,Px (ANB)=Py (ANB) =0 and
Px (B) = Px((BNA)U(BNAY)
= Px(BNA)+Pyxy(BNA°
= Px(BNA9
= P{weQ] X (w)e BNA}
= P{weQ|Y(w)e BNA} (X =Y as. on A
= Py (BN A9
= Py (BNA)+Py(BNA
= Py ((BNA)U(BNA")
Py (B).

1.3. Conditional Probability and Independence

Often, we are interested in the knowing the probability of an event occurring predicated by the
occurrence of one or more other events (e.g. what is the probability of tossing 10 heads in a row).
Mathematically, this is captured by concept of conditional probability.

Assume in this section that (Q, F,P) is a given probability space and that all random variables are
real-valued and F-measurable unless otherwise noted.

DEFINITION. Let A, B € F such that P(B) > 0. Then the conditional of probability of A
given B is
P(ANB)

(1.3.1) P(A]B) = 5

The next result follows directly from the definitions and helps illustrate the nature of conditional
probability.
THEOREM 1.16 (Bayes theorem). Let A, B € F such that P(A) ,P(B) > 0. Then
P(B)
P(B|A)=P(A|B) ——.
(B14)=P(A|B) 55
Motivation. Let (€2, F,P) be a probability space. Then given some event B € F, the probability
conditioned on B can be thought of as the restriction of P to a new measurable space (Q,f)
“generated” by B, where
Q=Band F:={ANB|Ac F}.

This is formalized in the following result. U
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THEOREM 1.17. Let (2, F,P) be a probability space. Then for any B € F, the subspace (Q,]:', ]I~D>
1s a probability space, where

Q=B, F.={ANB|AcF}, andP(-):=P(-|B)

PROOF. The fact that (Q, F ) is a measurable space follows directly from the definitions. I need

only to show that P is a probability measure on <Q, F ) . However, P agrees with P on F except for

the scaling factor, 1/p(B). Hence, it is non-negative and countability subadditive. Also,
P(@) =0 and P(B)=1.
Thus, P is a probability measure. 0

Motivation. Recall
P(ANB)=PweAandw € B).

After rearranging terms, (1.3.1) yields the probability of A and B occurring, or
(1.3.2) P(ANB)=P(A| B)P(B).

Recall that P (A|B) is the probability of A occurring given the fact that B occurs. However, if A
and B are independent events, the impact of B occurring should have no impact on the probability
of A occurring. Therefore, if A and B are independent events, is seems reasonable that

P(A|B) = P(A)

which, by (1.3.2), implies
P(ANB)=P(A)P(B).

This is formalized as follows. [l

DEFINITION. Given A, B € F with P(B) > 0, A is said to be independent of B (or A L B) if
P(ANB)=P(A)P(B).

This definition can be extended to collections of multiple events, random variables, and o-algebras.

DEFINITION. Let A = {A;} be a countable collection of events such that A, € F forall k =1,....
Then the Ay are said to be independent if for all indexes, 1 < k; < ko, ..., < k,,

P (ﬁ@) _ jﬁlp (4).

DEFINITION. Let {X}},-, be a countable collection of measurable, real-valued random variables.
Then the X are said to be independent if for all integers m > 2 and choices of Borel sets,
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P(Xi€Bi,..., X, € By) = |[P(X; €By).
j=1
The next result follows directly from the definitions.
THEOREM 1.18. Let Xy,..., X,, be measurable, real-valued random variables. Then the following

statements are equivalent:

(1) The Xy are independent for k=1,...,m;

(2) ]P)Xh...,Xm (Bl, ce 7Bm) = szl]P)Xk (Bk) s Bl, . ,Bm € B,’

(3) Fxy,oxp (@1, ym) =11 Fx, (z),  21,..., 2, € R; and

(4) If the random variables have densities fx, for all k =1,...m, then

m

Fxixo @) = [ fxn (@) (z €R).

k=1

DEFINITION. Two o-algebras F and G on the same sample space are said to be independent if
F and G are independent for all F € F and G € G, or

P(FNG)=P(F)P(G) (forall FeFandGeQg).

The next two results follow directly from the above definition.

THEOREM 1.19. Let X and Y be measurable random variables, then o (X) and o (Y) are indepen-
dent if and only X and Y are independent.

THEOREM 1.20. Let {X]};i;" be a collection of random wvariables and suppose that f : R —
R and g : R™ — R. Then

Y::f(le...,Xn> and Z::g(Xn+17-"7Xn+m>
are independent.

In terms of continuous-time finance, if the price of an asset is a random variable that is independent
from a o-algebra F, then the information contained in F has no bearing on the price. On the other
hand, if the random variable is F-measurable, then F contains all the information necessary to
determine the price level.

1.4. Integration with Respect to Probability Measures

Integration plays a key role in continuous-time finance and probability theory generally. However,
since the sample space can be an arbitrary set without a geometric structure, standard Riemann
integration is not viable. The solution is to use measure-theoretic integration that is similar to
Lebesgue integration.
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Assume in this section that (Q, F,P) is a given probability space and that all random variables are
real-valued and F-measurable unless otherwise noted.

Motivation. Assume for the moment that X : (©; F) — (R;B) is a measurable random variable
and let R be partitioned into a countable disjoint open intervals {I;} such that R = U2, I;,. Now,

| X@apw

in terms of the {I;} whatever that might mean.

I wish to define the expression

Since [, € B for all k and X is measurable, then each [ has finite mass (which may be zero)
under the pull-back probability measure Px. Then it seems reasonable to define integration under
a probability measure as the sum of the appropriately weighted (probability) masses of the intervals,
or

X (W) dP (w) = 1 Py ()
/Q (w) llkl‘rgozxk x (Ir)

for some z, contained in the image of X on I;.

Going forward, my plan is to generally follow the construction of general Lebesgue integral and
establish integration under a probability measure first for simple functions and then extend this
construct to functions of greater and greater complexity. This is formally proved in Durrett [23, ch
1.4]. OJ

DEFINITION. Let {A;}", be a finite, disjoint partition of Q2 and let f be an almost surely bounded,
non-negative simple function on € of the form,

- Z a’i]'Ai (w>

=1

where 0 < a; < oo foralli=1,... m.

Then its tntegral with respect to P is defined as

[y f (W) dP (w) := Z a;P (w € A4;)

This definition is reasonable since the right-hand side is well-defined (in fact, it is bounded since
it is the finite sum of bounded summands). Moreover, the following result shows this integral is
unique.

THEOREM 1.21. Let f be an almost surely bounded, non-negative, simple function. Then fQ w) dP (w)
as defined above is independent of the partition and is therefore unique.
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PROOF. Let {Ai}le and {Bj}ézl be two finite, disjoint partitions of ). Additionally, let f be
an almost surely bounded, non-negative, simple function such that

:ZailAi(w) 0<a;<oo (foralli=1,...,m).

and

l
w) =Y bilp (w) 0<bj<oo (forallj=1,..1).

Since P is countably additive over disjoint sets (¢f. Theorem 1.3)

k l
Z (weA) = Y ay PweAnNB)
i=1  j=1

=1
k l
= ZZGZP (w S Az N B])
i=1 j=1
and
l l k
dbPweB;) = Y by PlweAnB))
j=1 j=1 i=1
! k
= > > bP(we AnB)
j=1 i=1
Therefore,

Y aPweA) =) bPweB;)=> > (a;i—b)PweANB).

i=1 j=1 i=1 j=1
Now, if A; N B; =0 for all ¢ and j, then the right-hand side is zero and the result is proved.

Therefore, assume that A;NB; # () for some ¢ and j. Then there exists a £ € 2 such that £ € A;NB;.
Thus, f () = a; and f(§) = b; since f is simple. Consequently, a; = b;. Since this is true for all
such ¢ and 7, the result holds. ([l

/Q f () dP ()

Jo £ @) P (dw) or [, f dP.

NOTATION. The integral

is commonly written as

U

We now relax the assumption that f is simple and extend the definition to general bounded, non-
negative functions as follows.
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DEFINITION.

Assume that f is real-valued, bounded and non-negative a.s. Then its integral with respect to

P is defined as
/ fdP:= sup / g dP.
Q g<f JQ

g simple

Based on the previous result, it follows from the above theorem that the right-hand side is well-
defined, unique, non-negative and it is bounded since f is bounded. Hence, the left-hand side is

well defined.

DEFINITION. If [, | f|dP < oo, f is said to be summable.

Now, I can relax the assumption that f is bounded and extend the definition to non-negative
functions as follows.

DEFINITION.

Assume that f is non-negative a.s., then its integral with respect to P is defined as

/fd]P’:: sup /ngP.
Q 0<g<f JQ

g summable
Here, we allow [, f dP (w) = occ.
Based on the previous result, it follows that the right-hand side is well-defined (although possibly

o0), unique, and non-negative. Hence, again, the left-hand side is well defined.

To complete the derivation of integration with respect to a probability measure, note that any
real-valued function f can be expressed as difference of two non-negative functions as

f(z)=f"(x)— f () (for any x € R)
where
ff(x)=f(z)vOoand f~ (z) = (=f (z)) VO.

Using this, integration of any general function with respect to a probability measure can be defined
as the difference of two integrals with non-negative integrands as follows.

DEFINITION. If f is any real-valued, measurable function, then its integral with respect to P is

defined as
/fd]P’::/f+dIP—/f_dP
Q Q Q

provided that one of the two integrals on the right-hand side is finite.

As constructed above, integration with respect to a probability measure possesses many of the
properties of Lebesgue integration as captured in the following result which is proved in Durrett
[23, ch. 1.4-1.5].
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THEOREM 1.22. Suppose X,Y are real-valued random variables. Then

(1) [pa(X+Y)dP=a [, XdP+a [, YdP forall a € R (linearity);
(2) IfY < X a.s., then [, YdP < [, XdP (comparison);

(3) If X > 0 a.s., then [, XdP > 0;

(4) If Y = X a.s., then [,YdP = [, XdP; and

(5) [fo XdP| < [, |X|dP.

Generally, it is easier to compute the integral with respect to a probability measure in terms of its
distribution using the following result which is proved in Durrett |23, pg. 30-32|.

THEOREM 1.23 (Change of variables). Let X be a real-valued random variable and let f € L' (R)
be a measurable function. Then

(1.4.1) | = [ @)

where Py (dx) = Px (X (w) € dx).

REMARK. The right-hand expression is integration in the sense of the Lebesgue-Stieltjes integral
(cf. [5, pg. 65]). [

REMARK. To understand the name of the theorem, recall that Px (-) = Po X1 () and let

h(w) = X (w). Then
/Q F (1 () dP (w) = / f(@)d(Poh™ (2))
~ [ F@pon )

which is the general change of variable formula. 0

NOTATION. If X is a real-valued random variable, Px (dx) is sometimes written as p (dz) to em-
phasize that it is integration with respect to a measure. U

Motivation. It also seems reasonable to define integration with respect to a distribution function as
follows. For a real-valued random variable with the distribution function, F' and define the function
dF : R — R, as

dF(z): =lim F(z)— F(y)

ytx

where z,y € R with y < x.
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Then by the definition of a distribution function,
dF(x) = li%nF (x) — F (y)
yTa
=lmP (X < z) -P(X <y)
ylx
=limP (y < X < x)
ytz

=P (X € dx)

This suggests that for some nice function f
[rx @) = [ rwer).
Q R
- [ swir@
where the the right-hand is a Riemann-Stieltjes integral (¢f. [66, Ch. 3.4]). This is captured in the

following corollary. 0

COROLLARY 1.24. Let X be a real-valued random variable with the distribution function F. Then
for any measurable function g € L* (R)

(1.4.2) AQMWWMP@):/fg@MF@)

o0

Moreover, if the distribution is absolutely continuous with density f, then

[ ax @)@ = [ gla)f ) de

—00

/Zf@mx:L

NOTATION. dF (z) is sometimes written as F' (dx). O

In particular, if g =1, then

The following result permits the explicit calculation of the probability of the occurrence of a par-
ticular event when the random variable admits a density function. The proof follows directly from
the definitions and the fundamental theorem of calculus (cf. [8, pg. 237-238]).

COROLLARY 1.25. If X 1s a real-valued random variable with density f, then for any B € B,
P(X € B) :/ f(x)dz.
B

The next result also follows from the fundamental theorem of calculus (cf. 8, pg. 237-238]).
COROLLARY 1.26. If X is a real-valued random variable with density f, then

P(dz) = f (x) dx.
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Integration can be easily extended to vector-valued functions as follows.

DEFINITION. If X = (X! ... X") is a random vector, its integral with respect to P is defined

) /Xdp ([ xae.... | xae).

The next result follows from the definitions of product spaces and product measures above (cf.
Section 1.1.4). A proof for the case a two-dimensional product space is given in Durrett |23, pgs.
37-38|. The n-dimensional case follows directly by induction.

THEOREM 1.27 (Fubini’s theorem in two dimensions). Let (Q, F,P) = (4, F1,Py) x (Qg, F2,P2) be
a product measure space. If X is a R"-valued random vector and f € L' (R"), then

frec@nape) = [ [ 700 ). X8 ) dBa ) aBy )
= /Q2 /ﬂlf(X1 (wi), X2 (ws)) dP; (wr) dPs (ws) -

NOTATION. dP (w) = P (dw; X dws) = dP (wy) dP (w2) where w = (wy, ws). O
The next two results, which rely on Fubini’s theorem, help illustrate the importance of convolution
and kernels in probability theory that will be used extensively in the sequel.

THEOREM 1.28. Let X and Y be independent, real-valued random variables with distribution func-
tions F' and G respectively. Then for any z € R,

[e.9]

IP’(X+Y§Z):/ F(z—y)dG (y).

[e.e]

Moreover, if X and'Y are absolutely continuous with densities f and g respectively, then the density
of the random variable Z = X + Y exists and is given by

=/Oof(:r—y)9(y)dw-

PROOF. For any z,y € R, let h(2,y) = l{z1y<s} (2,7). Then for a fixed y

[n@aPyin) = [ e @By @)
= /1{$<Z—y} (%?J)PX (dx)

= [ 1 (@)Px (d2)
P(X <z-—y)
— Py,
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By Fubini’s theorem

POC+Y <2) = [ hloy)Pry (doxdy)

RQ
/ { h(z,y) Px ( dif)} Py (dy)
R L/R

= /F( —y) Py (dy)
R

- / F(z—y)dG (y).

The second result follows immediately from this and the definition of a density function. OJ

1.5. Expectation and Expected Value

Given a random variable, it is natural to ask what should we expect its value to be after conducting
a given experiment? This is captured in the concept of expectation.

Assume in this section that (Q, F,P) is a given probability space and that all random variables are
real-valued and F-measurable unless otherwise noted.

DEFINITION. The expectation (a.k.a. expected value) of a real-valued random variable X is an
operator into the extended reals (i.e. RU{—00,00}) given by

/XdIP>

If the random variable is vector-valued, then, for any X = (X! ... X"),

Ep [X] = (Ep [X'],....Ep [X"])

where

Ep [X*] := / XkaP  (fork=1,...,n).
Q
The variance of a random variable, X is defined as

Varp [X] = Ep [(X — Ep [X])?] = /Q | X — Ep [X]|? dP.

If the random variable is vector-valued, the variance is a positive, semi-definite matrix known as
the covariance matriz, Varp [X], where the ij" entry is

Varp [X]7 = /Q (X" — Ep [X']) (X7 — Ep [X7]) dP.

NOTATION. Generally, the dependency on the specific probability measure is dropped unless it is
needed to avoid confusion, or

E[-]:=Ep[-] and Var[-]:= Varp[-].
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THEOREM 1.29. Given any random variable X,
Var [X] =E [X?] - E[X]*.

PROOF. By definition,

Var[X] = E[(X -E[X])’]
= E[X?-2XE[X]+E[X]’]
= E[X?] - 2E[X]E[X]|+E[X]?
= E[X? -E[X]*.

DEFINITION. If X and Y are random variables, then their covariance is defined as
Cov[X,Y]=E[XY]-E[X]E[Y].
The distribution of a random variable can be characterized in terms of its moments.

DEFINITION. If X is real-valued random variable, then the expression
E[X"] = / X"P (da)
R

is called the n'*-moment. Similarly, the expression

E[(X — E[X])"] = / (X — E[X])"P (dz)

is called the n'"-centered moment.

ExXAMPLE. The expected value of a random variable is its first moment. Its variance is its second
centered moment. O

The next result, which follows directly from the definitions, shows how expectation can be expressed
in terms of the distribution function.

THEOREM 1.30. If X is a real-valued random wvariable with the distribution function F', then for
any measurable function g € L' (R),

Elg(X)] = / g ()P (dz)

Moreover, if a density function f exists, then

(15.1) Bly(¥)] = [ g(0)f (@)d

29



The distribution function of a real-valued random variable provides a natural way to compute its

moments.

COROLLARY 1.31. If X is a real-valued random variable with the distribution function F', then

E[X]:/_ooa:dF(a:)

and
anj:/“(x—EMUWF@)

—0o0
Moreover, if a density function f exists, then

B = [ of @)da,

o0

and

Var [X] = /00 (z —E[z])* f (z) de.

—00

PROOF. In the first case, let g(z) = = and, in the second, let g(z) = (z — &)* where Z :

E[X].

The following results hold for independent random variables.

THEOREM 1.32. Let X and Y be independent, real-valued random variables and let g € L' (R?)
a measurable function, then

Elg(X,Y)] = / / g (2, 9) Px (dz) Py (dy)

In particular, if g (z,y) = xy, then
E[XY]=E[X]E[Y].

PROOF. By Theorem 1.18 and Fubini’s theorem

Eflg(X,Y)] = tA;g(x,y)ny(dx><dy)

= [ [ 9Py (@) dpy (ay).
R JR
Now, if g (z,y) = zy, then

B(XY] = [ [ oyPx (@o)Py (@

- /Ra:IP’X (dx)/RyPY (dy)
_ E[X]E[Y].
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The next two results follow directly from the above theorem.

COROLLARY 1.33. Let X and Y be independent, real-valued random variables. Then Cov [X,Y] =
0.

COROLLARY 1.34. If {X;} is a finite collection of independent, real-valued random variables, then
koo k

E([]x|=]]EX
i=1 ] =1

COROLLARY 1.35. If {X;} is a finite collection of independent, real-valued random variables, then

k 7 k
Y Xi| =) Var[X)]
i=1 _ =1

Var

PRrROOF. This is a proof by induction. Let kK = 2. Then for two independent, real-valued random
variables, X; and Xs,

Var [X; 4+ X,] = E[(X1+X2 —E[X; + Xa])?]
= E[( Xa]) + (X2 — E[X]))]
= E[(X, [ 1)? + (X2 — E[X5))?

+2(X1 — E[Xq]) (X2 — E[X5])]

= Var[Xi] + Var [Xo] + 2E (X1 — E[X1]) (X2 — E[X2])] .

Now, X; and X, are independent and E[X;] and E [X,] are numbers. Hence, (X; — E[X;]) and
(X2 — E[Xy)]) are independent. Thus, by Corollary 1.33,

E[(X: —E[X4]) (X; —E[Xs])] = E[X; — E[Xi]]E[X; — E[X,]] = 0.

Hence,

Var [X; + X5] = Var[X;]+ Var[X,].

Now, assume that the result holds for k. Then letting ¥ = Zle X, and applying the above result
to Var [Y + X1, the result holds. O

I shall end this section with some important inequalities.

THEOREM 1.36 (Markov’s inequality). Let X be a non-negative real-valued, random variable. Then
for any a > 0

P(X>a) <

RIr

[X].
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PROOF. Let X be a non-negative, real-valued, random variable and v > 0. Then

E[X] = /qu»(dx)

> /mw(dx)

vV
Q
z\
v
)
=
=y
8

v
Q
=

>y
V

£

O

COROLLARY 1.37 (Chebyshev’s inequality.). Let X be real-valued random variable. Then for any
a>0

P(X|>0) < SE[IX}] (for1<k<oo).

PROOF. Let Y = |X|k for 1 < k < oo and apply Markov’s theorem above. O

COROLLARY 1.38. Let X be real-valued random variable. Then for any o > 0

1
P(X -E[X]| > a) < 5 Var[X] (for1<k<o0).
o
PROOF. Let Y = X — E [X]2 and apply Markov’s theorem above. O

1.6. Spaces of Random Variables and Uniform Integrability

Viewed as functions, it seems reasonable to ask what properties, if any, a collection of random
variables may have in a functional analysis sense. In fact, under the proper norm, the collection of
real-valued, measurable random variables forms a Banach space. This is simply an application of
standard LP spaces to probability spaces. See Cinlar[14, ch. 2, sec. 3| for a rigorous treatment of
the subject.

Throughout this section, assume that (€2, F,P) is a given probability space and all random variables
are real-valued and F-measurable unless otherwise noted.

My first task is to show that the collection of all real-valued, measurable random variables forms a
linear space. For this, I will need the following lemma.

LEMMA 1.39. Assume that (E,&£) and (G, G) are two measurable spaces. Further, let X : (2; F) —
(E;E) and f : (E;E) — (G,G) be F— and E-measurable, respectively. Then f (X) is F-measurable.

PROOF. Let (E, &) and (G;G) be two measurable spaces. Further, let X : (Q; F) — (F; &) and
f:(E;E) = (G,G) be F— and E-measurable, respectively. Define the mapping g : (2; F) — (G;G)
as

gw)=f(X(w)) (forweQ).
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Then for A€ G
97 (4) = {weQlgw) e A}
= {we|f(X(w) e A}
= {weQ|X(w)ef'A)}
= X7 (/71(4).

Since, f is E-measurable, f~! (A) € £. Consequently, since X is F-measurable, g~ (4) € F. Hence,
f(X) is F-measurable. O

THEOREM 1.40. Let V be the collection of all real-valued, measurable random wvariables on the
probability space (2, F,P). Then V with the operations (+, -) is a (possibly infinite) linear space
over R.

PROOF. Let V be the collection of all real-valued, measurable random variables on the proba-
bility space (2, F,P) and let X,Y € V. Further define Z as

Z (w) =aX (w)+ Y (w) (forwe Q)

where « and 3 real constants. Clearly, Z is a real-valued random variable. Applying the lemma
above, Z is also measurable. Hence, Z € V. [l

Importantly, the space of real-valued, measurable random variables is a Banach space under the
following norm.

DEFINITION. For any 1 < p < oo, define the space L (2, F,IP) to be collection of real-valued,
measurable random variables such that

1 X[ o (0,7 < 0

where
1/p
X0 oarp) = €58 supg | X] = (EHX!”D/”—( / pqup) .

Further, define the space L™ (2, F,P) to be collection of real-valued, measurable random variables
such that
HX”L"O(Q,]-",IP) < o0

X\ oo rpy : = inf(C€Ryx{oo} |[|X]<Cas.).

REMARK. While the full description of the probability space is necessary to define the function
space LP (2, F,P), for this paper, I will adopt the common abuse of notation and refer to it simply
as LP (). O

The nest result shows that the collection of measurable random variables form a Banach space. The
proof, which relies on the Riesz-Fischer theorem, is given in Billingsley [8, sec. 19].
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THEOREM 1.41. For any 1 <p < oo, L?(Q) is a Banach space under the norm, || - || 1, q)-

The next result follows directly from the definitions of expectation and the L? (£2) norm.

COROLLARY 1.42. L?(Q) is a Hilbert space under the inner product
(s Dz s L2 (Q) x L (Q) = R

defined as
(XY )iy = / XYdP = E[XY]
Q
for XY € L*(Q).
NOTATION. Unless there is some confusion, I will refer to (-, +);2q, simply as (-, -) herein. [

The next result is well-known inequality from analysis.
THEOREM 1.43 (Lyapunov’s inequality). Let X € LP N L7 for 1 < p < co. Then for 1 < q < p,
X1 Loy < 1X oo,
PROOF. Let X € L? N L% for 1 < p < oo and let 1 < ¢ < p. Define the set S as
S={xeR|z>0}

and the function ¢ : R -+ R
o (z) ==z

Then both S and ¢ are convex. Therefore, applying Jensen’s inequality for some summable random
variable Y
[E[Y]) <E[p(Y)].

Hence,

Setting Y := | X%, then
E[| X" <E[X[].

Hence,
E (X" <E[ X"

and
1 X Loy < 11X M| 2o ().
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As in traditional analysis, LP spaces of random variables admit a natural dual space. Consequently,
a number important results under the weak topology from functional analysis can then be stated in
terms of random variables. I shall begin with a number of definitions.

DEFINITION. Assume 1 < p < co. Then its conjugate ¢ is the number such that

1 1
4+ =1
P q
or
=P
p—1

If p = o0, the its conjugate ¢ = 1 and vice versa.

DEFINITION. Let 1 < p < 0co. A linear functional on LP () is a real-valued mapping ¢ from
LP () to R such that

p(aX 4+ 0Y) = ap (X) + Bp (V)
for XY € L (Q) and o, B € R.

DEFINITION. Let 1 < p < oco. A linear functional ¢ on L? (Q2) is said to be bounded if there exists
a finite C' € R such that

o (X < ClIX iy (for all X € L7 (2)).

DEFINITION. Let 1 < p < oco. The collection of all bounded linear functionals on L? () is said to
be the dual space of L? () and denoted as LP* (2).

The next result is a classical result from analysis and is proved in Billingsley [8, pgs. 259-260)|

THEOREM 1.44. Assume 1 < p < co. The dual space LP* (2) on LP (2)is a Banach space with the

norm ||-|| o) where
o (X
el oy = sup { | X #0

xerr(@) | X oq)
= sup {Jo (O [ 1X 10y < 1}

Moreover, LP* (Q) = L9 () where q is the conjugate of (i.e. % + % =1).

The next result provides some motivation behind the concept of uniform integrability.
LEMMA 1.45. X is summable if and only if

Lm B [|X]1x15] =0.

PROOF. Assume that X is summable. Then it is clear that

|X| 1{‘X|>5} —0 ase— 0.
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Also, | X|1x|se} < |X]| < oo for all e. Then since X is summable, by the dominated convergence
theorem (cf. Theorem 1.55), the result holds.

Conversely, if the result holds, choose ¢ large enough so that E [\X | 1y X|>€}} < C for some finite
constant. Also, for any € < oo

(XT = [X[Lxse + 1X] Lyxi<e
< X[ L{xsep t e
Therefore,
E[X]] < E[|X]1gxse) +¢]
< C+e<oo.

O

DEFINITION. A collection of real-valued random variables C is said to be uniformly integrable if

lim SupE [|X| 1{\X|>5}} = 0.

E—O0 XeC

By the comparison property of integration with respect to a probability measure (¢f. Theorem 1.22)
and the above lemma, the following result holds.

THEOREM 1.46. Let C be a uniformly integrable collection of real-valued, measurable random vari-

ables, then C C L' (Q).

REMARK. The converse is false (cf. [14, pg. 72]).

1.7. Properties of the Integral under a Probability Measure

As constructed, integration with respect to a probability measure is simply a special case of in-
tegration with respect to a finite measure. Hence, such integrals possess of number of important
measure-theoretic and analytic properties that I will state without proof. See Durrett |23, ch.
1.4-1.5] for a rigorous treatment of the subject including proofs for the following results.

Assume in this section that (Q, F,P) is a given probability space and that all random variables are
real-valued and F-measurable unless otherwise noted.

DEFINITION 1.47. We say that X is integrable if [,|X["dP < oo for some 1 < p < oo. In
particular, we say that X is summable if [, |X|dP < occ.

THEOREM 1.48 (Jensen’s inequality). Suppose that ¢ € L' (R) is conver and X is a summable

random variable. Then
gp(/ XdIP’) §/gp(X)d]P’
2 2

e (E[X]) <Elp(X)].

or
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THEOREM 1.49 (Holder’s inequality). Let 1 < p,q < oo such that % —I—é = 1. Then given X €
LP(Q2) and Y € L1(92)

[ XY |dP (w) < ||XHLP(Q) HYHLq(Q)
Q

or

E[XY]) < E[XP)" E[Y])".

Setting p = ¢ = 1/2 gives the next result

COROLLARY 1.50 (Cauchy-Schwarz inequality). Given X,Y € L*(Q)
XY 18P < X 1Y i

or

1/2 1/2
E(IXY] < (E[IXP]) " (E[YF])".

THEOREM 1.51 (Minkowski’s inequality). Let 1 < p < oo. Then for any X,Y € LP ()
X + Y o) < 1XM o) + 1Y o)

or

EIX +YP)"” < E®[XP)7” + E[Y])".

The following results are useful in passing to the limits of a convergence sequence.

THEOREM 1.52 (Bounded convergence theorem). Assume X is a summable random variable and
{Xy} is a countable sequence of summable random variables such that Xy, — X a.s. If there exists
some finite constant C such that | Xy| < C for all k, then

lim [ XpdP = /likad]P’

k—o0 Q k—o0

Q
= XdP
Q

limE [X,] = E[X].

k—o0

THEOREM 1.53 (Fatou’s lemma). If { Xy} is countable sequence of summable random variables such
that Xy > 0 for all k, then

/limiandeS liminf/ X, dP
Q Q

k—o00 k—o0
or
E [hm inf Xk] < liminf E [X,].
—00

k—o0
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THEOREM 1.54 (Monotone convergence theorem). If X is an summable random variable and { Xy}
is countable sequence of random wvariables such that 0 < X; < Xy < ... a.s. where X, T X a.s.,
then

< /XdIP’
Q

limE [X,] < E[X].

kToo

or

THEOREM 1.55 (Dominated convergence theorem). If X and Y are summable random variables and
{Xy} is countable sequence of summable random variables such that X — X a.s. and |Xix| <Y
a.s. for all k, then

lim | XpdP < /likadIPJ
Q

k—o0 Q k—o0

< /Xd]P’
Q

limE [X,] < E[X].

k—o0

or

1.8. Conditional Expectation

Often the price of a financial instrument is represented by the random variable. If it is independent
of a given o-algebra, then the information contained in that o-algebra has no bearing on its price.
On the other hand, if the random variable is measurable with respect to that o-algebra, then the
o-algebra contains all the information necessary to determine price. In other words, if the state
of the o-algebra is known, the price of that financial instrument is known. However, it is quite
possible that g-algebra may contain some, but not all of the information required to determine the
price completely. Mathematically, this is captured by the concept of conditional expectation - the
expected value of a random variable predicated on the occurrence (or not) of one or more observable
events.

Assume in this section that (€2, F,P) is a given probability space and that all random variables are
real-valued and F-measurable unless otherwise noted.

Motivation. Recall that we wanted to determine the probability of tossing two heads in some
experiment (cf. motivation on page 8). This could be modeled by tossing two individual coins
simultaneously. In this case, the sample space is

Q:{{H’H}7{H7T}a{T7H}7{T’T}}
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and we can select the family of events to be F = 2. Given this, the probability of tossing two heads
is 25% since the results of each coin are assumed to be independent and fair (i.e. the probability
of tossing a head or a tail is equal).

Now, this experiment can also be modeled as two sequential tosses of the same coin. As I showed
earlier (cf. Section 1.1.4), this can be modeled by the probability space,

(A, G, P)? = (A,G,P) x (A, G,P)

where

A= {{H} {T}}

and the family of events is

g = (®7Q’{H}7{T})

Then
AXxA=0Q and GRG=F.

Hence, this model is probabilistically equivalent to the first and, thus, the probability of tossing two
heads is also 25% .

Finally, this experiment can also be modeled as follows. Prior to the first toss, the sample space
of possible outcomes of the first toss can be thought of as Q; := {{H},{T}} and the family of
events as F := (0,0, {H},{T}) while the possible outcomes of the second toss can be thought
of as Qy := {{-,H},{-,T}} and the family of events as F» := (0,Q0,{-, H},{,T}). Here, {-, H}
indicates that the outcome is unresolved and is dependent on the result of the first toss.

For instance, assuming that the first toss is a head, prior to the second toss, the sample space of
possible outcomes following the second toss is

Q= {{H,H} {H,T}}

and the family of events is
-FQ = (®7Q2){H7 H}7{H7T})

Therefore, knowing that the first toss was a head, the probability of tossing two heads is 50%.
Obviously, if the first toss was a tail, then
Qy = {{T’H}){TvT}}
and
F2 = ((aaQQa{T?H}a{T?T})
Hence, the probability of tossing two heads is zero.

In other words, the probability of tossing two heads is conditioned on the first outcome and, there-
fore, is not fixed, but depends on the result of the first toss. As such, the probability of the second
toss is a random variable.
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This simple example suggests that the occurrence of given event should inform our expectation of
some subsequent event. In the above example, knowing the result of the first toss (i.e. having more
information) changes our expectation regarding the result of second toss absent that information.
However, it also seems reasonable that if the two events are independent, then the outcome of one
event should not have any impact on our expectation of the other.

Now, recall that the expectation of some summable, real-valued random variable is define as
E[X] = / XdP.
Q

Essentially, the expected value is the “average” value of X over the complete sample space. This
suggests that the expected value of X conditioned on the occurrence of some event B € B should be
the “average” value of X on the subspace generated by B. Recalling Theorem 1.17, this probability
measure on this subspace is

P() = P(-|B)

_ P(AnB)
- P(B)
This suggests defining conditional expectation as
E[X|B] = [ XdP
B
= L XdP
P(B) /g
1
= ——E[X1
where the symbol E [+ | B] indicates the explicit dependence of the expression on the choice of the
event, B. In other words, conditional expectation is a function of B. Since the occurrence of B
is random, E[- | B] is a random variable. Given this insight, let me first provide a definition of
expectation conditioned on the occurrence of a given event. 0

DEFINITION. For any event B € F and a summable random variable X, the conditional expec-
tation of X given B, denoted by
E[X | B],

is any random variable Y that is o (B)-measurable and satisfies

(1.8.1) éymzéxm

This definition can be naturally extended to any sub-family of events as follows.

DEFINITION. Given a proper sub-g-algebra G C F and a summable random variable X, the con-
ditional expectation of X given G, denoted by

EX |G =E[X (w)|weGforal G e g,
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is any random variable Y that is G-measurable and satisfies
(1.8.2) /Yd[P _ / XdP  (for all G € G).
G G

NOTATION. If the g-algebra is generated by some other random variable Z, then the conditional
expectation of X given o (Z) is typically written as E [X | Z].

The following result provides that such a random variable exists and is unique. It’s proof is given
in Shreve [?, pg. 69].

THEOREM 1.56. Given a proper sub-c-algebra G C F and a summable random variable X, the
conditional expectation of X given G exists and is unique a.s.

1.8.1. Conditional Expectations with respect to Hilbert spaces. Conditional expecta-
tion can also be viewed in geometric terms using the fact that square-integrable random variables
form a Hilbert space (c¢f. Corollary 1.42).

Motivation. Intuitively, if a random variable X is G-measurable for some proper sub-o-algebra,
G C F, then G contains all the information we need to determine X (i.e. if we know G, then we
know X). In other words, we should expect E[X | G] = X. On the other hand, if X is independent
of G, then knowing G should provide no insight into X and we should expect E[X | G] = E[X].
Geometrically, this suggest if X is G-measurable random variable, it must lie in the subspace of F
generated by G . Conversely, if knowing G provides no information about X whatsoever, it suggests
that X lies in a subspace orthogonal to the one generated by G.

Recall that the space of all square-integrable, real-valued measurable random vectors on the prob-
ability space (Q, F,P), L? (Q, F,P), is a Hilbert space (cf. Corollary 1.42). Then for any sub-o-
algebra, G C F, L*(Q,G,P) is also a Hilbert space such that L?(Q,G,P) C L*(Q, F,P). Hence,
L?(9,G,P) is a closed linear subspace since it is complete. Consequently, for any X € L? (Q, F,P),
I can construct a Y €L? (Q, G, P) such that Y is the “closest” random variable to X in the following
“least-squared” sense

: 2
(1.8.3) YV € arg min [|X — Z|72q 7p) -
ZeL?(Q,G,P)

In other words, Y is the best approximation of X that is in the subspace, L*(Q,G,P) (clearly, if
X € L*(Q,G,P), then the minimizer is X itself).

To prove this claim, I need to rely on the following result which is the generalization of the least
square method applied to infinite dimensional spaces. The result is proved in Chorin and Hald [15,

Ch 1.1]. 0

LEMMA 1.57. Let V be a closed linear subspace of a linear space U. Then for any x € U, there
exists a unique y € V' such that
2 . 2
lz = y|I” = min flz — 2|]".
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Moreover, for any z € V., x —y s orthogonal to z, or
(z,x—y)=0 (forallzeV).
DEFINITION. Given the set up above, the minimizing vector y is called the projection of x onto V

and represents the best of estimation of x restricted to V. The vector, x — y, is called the residual
vector and represents the error in the estimation of x by .

The above lemma can be used to prove the following result.

THEOREM 1.58. Let G C F be a proper sub-c-algebra and X € L* (Q, F,P). ThenY € L*(Q,G,P)
1s the almost surely unique minimizer of

min || X — Z|?

Z€L2(Q,G,P)

if and only Y =E[X |G].

PROOF. Assume that G C F is a proper sub-c-algebra and let X € L?(Q,F,P) and Y €
L?(9,G,P). First, assume that Y a minimizer. Then by Lemma 1.57, for any random variable
ZeLl*(Q,G,P),

0 = (Z,X-Y)
= (Z.X)-(2,Y).

This implies
(Z,X)=(2,Y) (forall Z e L*(Q,G,P)).

In particular, let Z = 14 for any event A € G. Then by the definition of the inner product on
L*(Q,G,P)

/XlAdIP’:/YlAdIP’ (for any A € G).
Q Q

Thus,
/XdIP> = / YdP (for any A € G).
A A

However, by (1.8.1)
Y=E[X|A (forany Aecg).

Then by (1.8.2)
Y=E[X|G].

Therefore, the conditional expectation of X on G is the G-measurable random variable that is the
best approximation of X in G in the least squares sense. Reversing the steps proves the converse. [
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1.8.2. Properties of Conditional Expectation. Conditional expectation has a number of
useful properties that are captured in the following results which are proved in Williams [88, ch.
9.3].

THEOREM 1.59. Let G C F be a proper sub-o-algebra and let X € L' (Q). Then

(1) If Y is any version of E [X | G], then E[Y] = E [X];

(2) E[X | G] =X a.s. if X is G-measurable;

(3) EE[X | 6] = E[X]

(4) E[l1 X + kY |G = kE[X | Gl +kE[Y | G] for Y € L' (Q), and real constants, ky and ks
(linearity);

(5) If X >0, then E[X | G] > 0 (positivity) ;

(6) EE[X |G] | H]| =E[X | H] if H is a sub-c-algebra of G (tower property) ;

(1) EIXY |G| =YE[X | G] if Y is G-measurable (“taking out what is known”) ;

(8) E[X | G] = E[X] if X is independent of G (independence); and

9) E[p(X) | G] > ¢ (E[X]) for any summable, convez function ¢ (Jensen’s inequality).

A number of important results of expectation which are proved in Section 1.7 an be extended to
conditional expectation.

THEOREM 1.60. Let { X} be a countable sequence of summable, measurable random variables and
let G C F be a proper sub-c-algebra.

(1) (Conditional Fatou’s lemma) If X} > 0 for all k, then
E [lim inf X, | g] <liminfE[X, | G];
k—o0 k—o0

(2) (Conditional monotone convergence theorem) If 0 < X; < Xy < ... a.s. such that Xy T X
a.s. where X 1s a summable random variable, then

’1€1TI§10E[X,€|Q] <E[X|J];

(3) (Conditional dominated convergence theorem) If X and Y are summable random variables
and Xy — X a.s. where | Xi| <Y a.s. for all k, then

lim E[X, |G| <E[X|G].
k—o00
1.8.3. Conditional Independence. Recall that two events, A, B € F are independent if
P(ANB)=P(A)P(B)

where

P(ANB)=P(we Aand w € B).

Therefore, it seems natural to define independence with respect to conditioning on some event
CeFas
PANB|C)=PA|C)P(B|C)
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where

P(ANB|C)=P((weAandweB)|C)=PweA|Candwe B|C).
This is captured in the following definition.

DEFINITION. Let A, By,..., By € F , then the By, ..., By are said to be conditionally indepen-
dent given A if

P(ﬁBHA) —ﬁp[gij].

j=1
This concept can be extended to o-algebras as follows.

DEFINITION. Let F,Gy,...,G, be sub-o-algebras of H, then the Gy, ..., G, are said to be condz-
tionally independent given F if

]P’(ﬂGj |J:) =1[riG, | 7

for all events Gy, ...,Gy such G; C G; for j =1,... k.

In particular if 7 = o (X) for some random process X, then the Gy, ..., G, are said to be cond;i-
tionally independent given X if the above condition holds.

Consider two o-algebras that are conditionally independent given a third one. Then any information
contained in the first should be of no benefit in regard to predicting the future state of the other
once the state of the third is known and visa versa. This is capture is the following result whose
proof is analogous to the non-conditional case (c¢f. Theorem 1.32).

THEOREM 1.61. Let F,Gy,...,Gr be sub-g-algebras of H. Then the Gy,...,G, are conditionally
independent if

E

[IGi17|=]IEG;| 7

j=1
for all Gy,...,Gy such G; € G; for j=1,... k.
PROOF. Let F,G1,Gs be sub-o-algebras of H and assume that
E[G\Gy | FI]=E[G: | FIE[G: | F]
for all G; € G; and Gy C G,.
By the definition of conditional expectation
P(Gi|F) = Efle, | F],
P(Gy | F) = Ellg, | F],
P(GiNGy | F) = Ellgineg, | Fl-
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Hence,

P(GiNGy | F) = Ellgne, | Fl
= Ellg1g, | F]
Ellg, | FIE[lg, | F] (by assumption)
= PG| F)P(G2 | F).
Thus, G; and Gy are conditionally independent. The full result follows by induction. O

1.9. Characteristic and Moment Generating Functions

Generally, computations involving random variables that do not admit a density function are dif-
ficult. In these cases, integral transforms can be used that completely characterize the random
variable’s distribution. I will consider two such transforms in this paper: the characteristic function
and the moment generating function. This discussion generally follows Billingsley [8, sec. 26| and
Bauer (6, ch. 4].

There is some confusion in the literature regarding the specific definition of these transforms in the
context of probability theory. I have chosen to follow the above texts in this regard. 0

Assume in this section that (€2, F,P) is a given probability space and that all random variables are
real-valued and F-measurable unless otherwise noted.

1.9.1. Characteristic Functions. Assume that X has density f € L' (R). Then its inverse
Fourier transform exists and is given by

f \/%/ lgmf dr (for any £ € R).

However, since f (+) is a density function

Moreover, by the Fourier inversion theorem

1 < ; —ifx
f(fc)z\/—z—ﬂ/_oof(é)e £ .

In other words, if it exists, the density of a random variable X is the Fourier transform of E [\/%eif)( } )
This is formalized as follows. 0

DEFINITION. The Fourier transform (a.k.a. Fourier-Stieltjes transform) of a probability
measure f is defined as

o) = [ e ay)

where z € R™.
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REMARK. This is generally considered to be the inverse Fourier transform in classical analysis. [J

Motivation. Since, the distribution function of some real-valued random variable X is a probability
measure, its Fourier transform is

Py (z): = /Re””y]P’X (dy)
- K [ emX}
where z € R.
This is formalized below. OJ
DEFINITION. The characteristic function of X is defined as
ox(x): = E[e™¥] (forz €R").

REMARK. This definition is somewhat of an abuse of notation. The characteristic function is
actually the Fourier transform of the distribution of X and not X itself. As such, characteristic
functions are unique up to random variables that are identically distributed. 0

REMARK. Note that since e®®X is bounded, the characteristic function always exists. 0

EXAMPLE (The characteristic function of a Dirac measure). Let X be a random variable on the
probability space (R", B",J,,) where d,, is the Dirac measure centered at o € R". Then

px (z) = ™.
([l

EXAMPLE (The characteristic function of a Gaussian variable). Let X ~ N (u,0?). Then for any
reR

122

(1.9.1) ox (¥) = errm20

For a derivation, see Bauer [6, pg. 187-188|. O

The next theorem follows directly from the definitions.

THEOREM 1.62. Let X have the distribution function F' and the characteristic function px. Then

ox () = /edeIP’
Q

= /eixy]P’X (dy)
R
= / eVdF (y) .
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Further, if X has the density function f, then @x () is the inverse Fourier transform of the density
function, or

ox (@) = / ey (y) dy

(e 9]

and

fa- [ " e () dy.

—00

In other words, when a density does exist, it is the characteristic function’s dual in the sense that
they are the Fourier transform of each other.

COROLLARY 1.63. Let X have the characteristic function ox. If ox € L' (R). Then X has a
density function f defined as

oo

f () = / e~y (y) dy.

—00

PROOF. For such a f to exist, | merely have to show that it is bounded. Then for some fixed
y €ER, |[e”™| = e "We—ity = ¢~ = ] for any x € R, by definition

/ e oy (y)dy < / le"™ox (y)| dy

—00 oo

< /_OO e |ox (y)| dy

[e.9]

< / lox (y)] dy < oo,

oo

Hence, f (z) = [72_ e ™oy (y) dy is well defined. O

Characteristic functions have a number of important properties.

THEOREM 1.64. Let X have the characteristic function px. Then

(1) ox (0) = 1;
(2) lpx (z)| <1 forall z € R; and
(3) ¢x is uniformly continuous.

PROOF. (1) ¢x (0) =1 follows from the fact that the mass of the sample space is one under a
probability measure.

(2) As shown in the proof of Corollary 1.63, |¢"*¥| = 1. Hence, for any = € R,

/ leixX| dP
Q
1.
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(3) By definition, ¢y is continuous. To see that it is uniformly continuous, let h > 0. Then using
the fact that || =1 for all z € R

|§0X (fE + h) — QX (;p)| - ei(a:—l—h)X _ X gp

< / |6iIX (eihX o 1)}6&?
Q

S /|6ixX| }(e’hX—1)|dP
Q

< /|eihx_1\dp.
Q

Now
e 1 as h — 0 and ‘eih”| =1 (forall z € R).

Then by the bounded convergence (Theorem 1.52), the right-hand side converges to zero as h — oo
independently from x. Thus, ¢y is uniformly continuous. U

THEOREM 1.65. Let {Xj};nzl be a finitely countable collection of random wvariables. Then for any
r € R,

OX )t X (T) = H@Xj (z)

PROOF. Let X and Y be independent real-valued, measurable random variables. Then
pxvy (z) = E[e"0Y]

[ ix X za:Y]

— [ mX] [ezxY}

= ox (z) ey (z).

The result follows by induction by defining X = Zle X; and Y = Xj4, for some k < m. 0J

As stated earlier, the advantage of a characteristic function is that it exists for any random variable
even when the random variable does not have a density. Moreover, it is unique in the weak sense
(i.e. up to modulo distribution). In other words, given px for a real-valued random variable X,
it is possible to determine Fx. This follows from a result known as the inversion theorem which,
along with the following corollary, are proved in Billingsley[8, pg. 369-370].

THEOREM 1.66 (Inversion theorem). Let X have the distribution function Fx and characteristic
function px. Then

1 h _—iza __ _—ixb
Fx (a,b] = lim —/ #gpx (x)dx.

h—oo2m |} 1r

COROLLARY 1.67 (Uniqueness of the characteristic function modulo distribution). If Y is a real-
valued, measurable random variable, then X Ly if and only if ox (x) = @y (z) for all x € R.
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This corollary points to one the most useful aspects of characteristic functions which is captured in
the following result that is proved in Billingsley [8, pg. 372].

THEOREM 1.68. Let {X,,} be a sequence of real-valued, measurable random variables. Then for
some real-valued, measurable random variable X

lim X, — X if and only if lim ¢y, () = px () (for allz € R).

m—r 00 m—r0o0

THEOREM 1.69. Let X have the distribution function Fx and characteristic function px€ L' (R).
Then Fx has density f of the form

Moreover, f is continuous.

PROOF. Let X be a real-valued random variable with the distribution function Fx and char-
acteristic function px € L' (R). The plan is to use the inversion theorem to compute the density.
First, I need to show that in the limit, the integral is defined over all of R. In other words, I need
to show

h e—iTa _ e—ixb 00 o—iza _ e—ixb
lim ——x (z)dx = / ——x () dr < c0.
h—oo | _p, i e i
Now
’ h e—iza _ e—ixb oo e—ima _ e—ixb
lim T — )| dr < x)| dx.
i | [ @ ae < [T e @)
But,
e~ira _ o—ixh j2etza (67ix(b7a) _ 1)
1T - 1T
(e—ix(b—a) _ 1)

— |67i:1:a ’
X

(67i:p(bfa) _ 1)
T

Using Taylor’s formula,

(e—ix(b—a) _ 1)
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Hence,

efia:a _ efizb
dx

IN

h efiza _ efi:pb
i PE——
lim ] / o e w) lox (@) dx

[.

< ]b—a|/ lox (z)| de < oo.

1T

Since px€ L' (R), the right-hand side is bounded for a and b finite. Thus,

h _—izxa __ _,—ixb oo —ira __ ,—ixb
lim #cpx (x)dx = / %gpx () dr < 0.

h—o00 _h 1T 00 1T

Consequently, I can compute the derivative of the distribution function using the fact the integrand
is continuous as follows. For some = € R, by the inversion theorem (cf. Theorem 1.66)

PR = [T
— % Z ,111356_% _Z.Z;we_ihym (y) dy
- L mlimwe‘“%x (y) dy

By L’Hopital’s rule (cf. |78, pg. 204])

. (1 e‘ihy)
lim - = 1
h—0  iyh
Thus,
: FX<x+h>_FX(h) _ 1 = —izy
}lllir(l) Y = 5 _Ooe ox (y)dy < oo (for all z € R).

Hence, F'x has a density. Letting,

(@) = Jim
then
1 [~ _.
f@) =5 [ e ex iy
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Moreover, since @ is continuous, f is continuous. By the fundamental theorem of calculus (cf.
[78, pg. 285-287|), f is unique and

FX(x):/_x f(y)dy < oo (forall z € R).

Hence, f is the density of F. 0

Finally, the characteristic function of random variable completely determines its moments and,
hence, the random variable itself.

THEOREM 1.70. Let X have the characteristic function px with countably many (possibly infinite)
derivatives. Then if the moments E [Xk} evist fork=1,...

P 0)=FE (X (k=1,...)

PROOF. Let k£ = 1. Then for any z € R,
Py (z) = (B[eX]),

= / iXe" X dP
Q
— E [Xe ]
h wypn_— 7
where o
Hence,
¢ (0) = iE [X]

A similar argument holds for k£ > 1. U

This leads directly to the following result which characterizes the regularity of characteristic func-
tions.

COROLLARY 1.71. Let X have m moments. Then its characteristic function (near zero) is of the
form

goX(x):Z X E[X*] (forz €R).
k=1
REMARK. This is essentially a Taylor expansion (c¢f. |78, pg. 511]) which shows that random
variables are generally infinite dimensional. 0

The following theorem is helpful in practice.

THEOREM 1.72. Let {Xj};"’:l be countable collection of independent, real-valued, measurable random
variables with characteristic functions px; for j=1,...,m. Then

k
PXi+4Xm (‘T) = H Xy (]3) :
j=1
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PROOF. Let Sy, =3 7", X;. Then for any z € R,
ps, (x) = E[e]
) [eingnzl Xj:|

m
H eiij

Jj=1

Il
=

k
= HE [¢"%]  (the X; are independent)
=1

e

= H@Xk (I)
]

1.9.2. Moment Generating Functions. As discussed above, the characteristic function as
the advantage that it always exist even when a density function does not. However, it involves
complex numbers. In many cases, it is possible to characterize the distribution of a non-negative
random variable using a form of the Laplace transform known as the moment generating function.

DEFINITION. Let f be a real-valued function on the non-negative reals R, the (one-sided)
Laplace transform of f is given by

L(z):= /0 e f(y)dy (for any z € Ry)

and

L(z)= / T e (y) dy

—00

is known as the bilateral Laplace transform.

Motivation. If f is the density of some real-valued, random variable X that is positive a.s., then
for any x € R, then the bilinear Laplace transform is

Liz) = / T () dy

o0

= E [e’”‘“X} .

Moreover, the derivatives of the Laplace transform give the moments of X, since

L0 () = (~1)F / TR (y)dy  (forz € RY).

—00
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Hence,

L® ) = (-1 / T () dy

o0

= (-1)"E[X*].
This is formalized below. 0]

DEFINITION. If X is an almost surely non-negative, measurable random variable with the distribu-
tion function Fly, then the moment generating function of X is defined as

My (z): = Aw~léwawwk@) (for z € RY).

REMARK. Under this definition, the moment generating function is typically said to be the Laplace
transform of X. Again, this is somewhat of an abuse of notation since Mx (—z) is actually the
Laplace transform of the distribution function of X. O

Given a real-valued, measurable random variable X such that P (X < 0) = 0, upon inspection

In other words, the characteristic function is the moment generating function of the complex-valued,
measurable random variable :.X. Equivalently, the characteristic function is the moment generating
function confined to the complex plane.

Given the relationship expressed in 1.9.2, the moments of a real-valued random variable can be
expressed in terms of the derivatives of the moment generating function.

THEOREM 1.73. Let X be an almost surely non-negative, measurable random variable. Then

MP0)=(-1)"E[X*] (k=1,....)

PROOF. For any k =1,... and z € R, by (1.9.2)
M (z) = oY (i)

by Theorem 1.70.
In particular,
M (0) = i (0)
— PR X
= (-1)'E[X*].
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COROLLARY 1.74. Let X be an almost surely non-negative, measurable random variable with m
moments. Then its moment generating function (near zero) is of the form

()"
Rl

My (z) = E [X*].

k=1
The following two theorems also follow immediately from (1.9.2).

THEOREM 1.75. If X and Y are almost surely non-negative, measurable random wvariables, then
X 2Y if and only if Mx () = My (x) for all x € R,.

THEOREM 1.76. Let {X; };nzl be independent, almost surely non-negative, measurable random vari-
ables with characteristic functions, Mx, for j =1,--- ,m. Then for any r € R*

k
M, oo, (@) = [ M, (@),
j=1

1.10. Convergence of Random Variables

Considering random variables as functions, there are number of notions of convergence that are
commonly used in continuous-time finance. These are captured in the following definitions.

Assume in this section that (Q, F,P) is a given probability space and that all random variables are
real-valued and F-measurable unless otherwise noted.

DEFINITION. Let X have the distribution function F'. A countable sequence of real-valued, measur-
able random variables { X} with distribution functions F}, for each k = 1,... is said to converge

in distribution (a.k.a. weakly) to X, denoted as Xy 2 X, if
klim Fy (z) = F(z) (for all z € R).
—00

Alternatively, X 4 X if
ImP (X, <z)=P (X, <z) (foral zeR).

k—o0

DEFINITION. A countable sequence of real-valued, measurable random variables {X}} is said to
converge in probability to X, denoted as X, 2> X, if for every e > 0,

ImP (| Xy — X|>¢) = limP{we Q|| Xk (w) — X (w)| >} =0.
k—oo k—o00

The following result, which is proved in Billingsley (cf. [8, pg. 353]), shows that convergence in
probability implies convergence in distribution. However, the converse is false (c¢f. [14, pg. 110]).

THEOREM 1.77. Let { X} be a countable sequence of real-valued, measurable random variables such
that Xy, 2 X. Then X; % X.
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Another notion of the convergence of random variables is analogous to almost everywhere conver-
gence in measure theory. Here, I need to use the fact that the liminf and limsup of a sequence of
random variables are also random variables. For a rigorous proof, see Durrett [23, pg. 15].

THEOREM 1.78. Let { Xy} a sequence of real-valued, measurable random variables. Then lilgn inf X
—00

and limsup Xy, are also real-valued, measurable random variables. In fact,
k—oo

li;n inf X}, = sup (inf (Xj)) and lilgn inf X, = inf (sup (Xj)) .
—00

—00 >0 \J=>k k20 \ j>k

This leads to the standard definition of almost surely convergence.

DEFINITION. A countable sequence of real-valued, measurable random variables {X}} is said to
converge almost surely to X, denoted as X, — X a.s., if

P{w €| ligniank (w) = lim sup Xy, (w)} =1

k—o00
Alternatively, X, — X a.s. if
IP’{w € Q| lim X, (w) = X(w)} ~1.
k—o00
The following result shows that almost surely convergence implies convergence in probability, hence,
in distribution as well. However, the converse is false (cf. [14, pg. 102]).
THEOREM 1.79. Let { X} be a countable sequence of real-valued, measurable random variables such
that Xy — X a.s.. Then X, 5 X and X, X,
Given the fact that the collection of measurable of random variables L? (2) forms a Banach space

under the LP-norm, it seems to be reasonable to define convergence under this norm.

DEFINITION. A countable sequence of real-valued, measurable random variables {X}} is said to
converge in LP to X for any 1 < p < 0o, denoted as X}, % X, if X and X, € LP (Q) for all k£ and

]}1_{20 [ Xk — XHLP(Q) = 0.

Alternatively, X; 2 X if
lim E[1X, — X|] = 0.
—00

If p=1 and X, LN X, the { X} are said to converge in mean to X.

The following result shows that L” convergence implies convergence in probability, hence, in distri-
bution as well. Again, the converse is false (¢f. [14, pg. 106-107]).
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THEOREM 1.80. Let { Xy} be a countable sequence of real-valued, measurable random variables such
thathE;Xforl <p< 0. ThenngX and ankaiX.

The next results comes directly from the properties of general LP spaces.

THEOREM 1.81. For any 1 < ¢ <p < oo, if { Xk} is a countable sequence of real-valued, measurable
random variables such that X and Xy € L? (2) N L2 (2) and X BX, then Xip 5 X

PROOF. Let Y € LP(Q) N L7(2) be some random variable where 1 < ¢ < p < oo. Further,
define ¢ (x) = ]x\p/ ! for x € R. Since, p > ¢, ¢ is convex. Thus, I can apply Jensen’s inequality (cf.
Theorem 1.48).

®VIY" < E[(v])"]
E[YP].

IN

Therefore,
E[Y)" < E[Y[)

or

Y Loy < 1Y oy -

Now, if {X;} is a countable sequence of real-valued, measurable random variables such that
X and X; € LP (Q) N L7 (Q) and X; 25 X, then

kh_fgo [ X5 — X”LP(Q) = 0.

But, for each £, by the above calculation,

||ch - XHLp(Q) Z ||Xk - XHLq(Q) Z 0.

Therefore,
kh_{go X% — XHLq(Q) =0.
If p = o0,
l/q
Wlw = ([ 1rape)
l/q
< ess supg |Y| (/ dP (w))
< WYl
and the result follows as above. U

The next result will be helpful in the sequel and it is proved in Cinlar [14, pg. 106-107]).
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THEOREM 1.82. Let { X} be a uniformly integrable, countable sequence of real-valued, measurable
random variables such that X, 2 X. Then X is summable and X, L—1> X.

1.11. Change of Probability Measure

As T show in the sequel, a core tenet of continuous-time finance is valuing a financial instrument
under a risk-neutral probability measure (¢f. Section 4.6). The construction of such a measure
requires a number of results, some of which are stated below. However, many are very technical
and beyond the scope of this paper. See Shreve [76, ch. 1.6] for a rigorous treatment of the subject
with a good discussion in the context of continuous-time finance.

Assume in this section that (Q, F,P) is a given probability space and that all random variables are
real-valued and F-measurable unless otherwise noted.

Motivation. In standard n-dimensional integration, a change of variables for some nice real-valued
functions f and v on some open set U C R" can generally be expressed as

F)dy= [ 10 @) ldet D ()
P(U) u
In terms of differentials,
dy = Z (¢ (z)) dz
where Z is the Jacobian ( Z (¢ (x)) = |det D (x)]).

Thus, it seems reasonable to define a change in probability measure as:

(1.11.1) dQ = ZdP

where Q and P are probability measures on the same measurable space and Z is some appropriate
random variable playing the role of the Jacobian. This is expressed in the following theorem whose
proof can be found in Shreve [76, pgs. 33-34]. O

THEOREM 1.83. Let Z be a real-valued, measurable random variable such that Z > 0 a.s. with
Ep [Z] = 1. Further, for all A € F, define

Q(A) = /A ZdP.

Then Q is a probability measure equivalent to P. Additionally, if X is summable, then
(1.11.2) Eg [X]=Ep[XZ].
Moreover, if Z > 0 a.s., then

(1.11.3) Ep [X] = Eqg {)—Z(} .
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The next result follows immediately from the above theorem.
COROLLARY 1.84. If Z and X are independent, then Eq [X] = Ep [X].

DEFINITION. Let P and QQ be probability measures on the same measurable space. Q is said to be
absolute continuous with respect to P if P(A) = 0 implies Q (A) =0 for all A € F. The mea-

sures are said to be equivalent if they have the same null-sets (i.e. P (A) = 0 if and only if Q (A) =
0for Ae Q).

REMARK. Null-sets and certain events are invariant under equivalent measures. 0]
THEOREM 1.85. If P and Q are equivalent probability measures, then

P(A)=1ifand only if Q(A) =1 (for Ae F).

PROOF. The proof follows from the fact that if an event has probability zero, its complement
has probability one. Hence, if P and Q agree on any event with probability zero, they will also
agree on any event with probability one. O

REMARK. If two measures are equivalent, they agree on what events are certain and on what events
are impossible. [l

Motivation. Theorem 1.83 provides a clue into the random variable needed to play the part of the
Jacobian in the change of measure formula (¢f. (1.11.1)). Rewriting (1.11.2) as

/Xd@ /XZdIP’

it seems natural to define Z as

dQ
7 =
dP
whatever that may mean. This is formalized in the following definition. U

DEFINITION. Let P and Q be two equivalent probability measures and let Z be the random variable
implicitly defined as

Q(A) ::/AZd]P’ (forall Ae F).

Then Z is called the Radon-Nikodym derivative of Q with respect to P and is denoted as

dQ

1.11.4 Z =
(1.11.4) B

The following result proves the existence and uniqueness of such a random variable. See Cinlar [14,
pgs. 208-210] for a rigorous proof.

THEOREM 1.86 (Radon-Nikodym theorem). Let P and Q be two equivalent probability measures.
Then there exists a unique random variable Z such that

(1) Z >0 a.s;
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(2) Ep[Z] = 1; and
(3) Q(A) = [, ZdP (for all Ac F).

Given sufficient regularity, the Radon-Nikodym theorem can be expressed in terms of densities for
a given real-valued random variable.

COROLLARY 1.87. Let P and Q be two equivalent probability measures. Further, let X have densities
f and g under P and Q respectively. Then there exists a unique random variable such that Z > 0

a.s., Bp|Z] =1, and
_fX)
SrTee)
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CHAPTER 2

Stochastic Processes

Stochastic processes provide the means to describe time-dependent random variables such the price
of a financial instrument. As such, they form the core of the mathematical foundations of continuous-
time finance. First, however, it is necessary to formalize how to mathematically express the evolution
of information with time.

2.1. Information Evolution

As mentioned earlier, the concept of information is a central character in continuous-time finance.
In the context of probability theory, we saw that information is expressed in terms of a family
of observable events captured in the form of a o-algebra. Intuitively, however, information is not
static, but becomes richer over time as investors learn. In probability theory, such an evolution of
information is described by a growing family of o-algebras known as a filtration. It is reasonable
to assume that investors’ expectations regarding future markets will change when presented with
such evolving information.

Before I jump into information evolution, I need to formalize what is meant by time in a probabilistic
context. Assume that (€2, F,P) is a given probability space in this section.

2.1.1. Time Indexes.

DEFINITION. A time index is a member of the ordered set of unique elements known as the (time)
index set that may be any abstract set. In the case that the index set is (possibly infinitely)
countable, it is called a discrete-time set (e.g. T = {to,t1,...,t,, =T}) where t}, < tp,1 for
k = 0,...,m. In the case that the index set is an (possible unbounded) interval, it is called
continuous-time set (e.g. T = [ty,T]). The upper bound of the index set T is called the time
horizon which may be infinite.

NOTATION. Unless I need to distinguish finite from infinite time horizons, I will simply use the
symbol, T, to indicate the use of a time index throughout this paper. Further, I will assume,
without loss of generality, that ty = 0 and that index set is closed. Lastly, I will generally use the
symbol “k” to indicate a discrete-time and the symbol “¢” to indicate continuous-time. U

DEFINITION. Given a time index set T, a partition Il is ordered finite collection of distinct points
in T including both endpoints {0 =ty < t; < --- <ty =T} where t; € T for 0 < j < k. Further,
the mesh size of a partition II is defined as

I = max 0 — 1]
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Lastly, if IT and II are two partitions of some index set T, II is said to be finer than IT if IIT] < ‘l:[‘

2.1.2. Filtrations. With the introduction of time, it is natural to ask how best to describe the
evolution of information over time. Recall that for a given probability space, the observable infor-
mation is captured by its g-algebra which is a static family of sets in the sample space. Therefore, it
seems reasonable that evolving information should is captured by a family of o-algebras increasing
with time.

DEFINITION. The family of o-algebras {F;},.r is said to be increasing if F, C F; for all s,t €
T such that s < t.

In other words, if a family of o-algebras is increasing, the observable events (hence, information)
increase with time.

DEFINITION. A filtration, denoted as ' = {F;},.r, is an increasing family of o-algebras on the
same measurable space (§2, F) such that F; C F for all t € T.

The next result follows directly from the fact that o-algebras are closed under countable unions by
definition (cf. on page 2).

THEOREM 2.1. Let F' = {F;},op be a filtration. Then the union of the o-algebras F;, denoted as
Foo := UgerFs, 18 a o-algebra and is called the o-algebra generated by F.

REMARK. By this definition, for an event A € F;, then A € F; for all s <t and A € F. In other
words, once an event becomes observable, it is observable for all time. O

EXAMPLE. Assume that the sample space € corresponds to the sides of coin {{H},{T'}} and the
events are {(),Q, {H},{T'}}. We can now construct a (discrete) filtration F' = (F},),op as follows.
Let {ai}fzo be the sequence of the outcome after k tosses. Then {a; = {H}, a0 = {H}...,a; = {H}}
is an event in the o-algebra F; for all j < k. Moreover, it is a event in the o-algebra Fj, since all
earlier events are observable. Thus, F; C Fj, for all j < k.

On the other hand, the event {a1 ={H},as ={H},...,ar = {H}} is not in the o-algebra F; for
any for j < k. Thus, Fj, ¢ F; for all j < k. In other words, there is more information Fj than F;.
O

DEFINITION. A probability space (€, F,P) equipped with a filtration F' = {F}, . is called a
filtered probability space and is denoted as (2, F, F, P).

In order to preserve many of the measure-theoretic results, I also need to ensure that F; is complete
for each t € T. This is captured in the following definition.

DEFINITION. A filtration ' = {F},. is said to be augmented if F is complete, or if A C
Qand P(A) =0, then A € Fy.

61



Motivation. To be a useful tool in the context of continuous-time finance, we should require any
filtration to be non-anticipating in the sense that we should not be able to see into the future. In
other words, for the filtration F' = {F;},., information about future states should not be available
at earlier times, or

FNF,=F, ifs<t
This is captured in the following definition. U

DEFINITION. Let F' = {F;},.q be a filtration on the measurable space (€2, F). Then for all 5,z € T
with s > t, set
ft+ = ﬂ fs.

s>t

Then F' is said to be right-continuous if F+ = F; for all t € T.

Similarly, set

E_:{O—(Us<tft)’ t>0
Fo, t=0.

Then F' is said to be left continuous if F,- = F; for allt € T.

Under these definitions, a right-continuous filtration is non-anticipating in the sense that there is
no material gain in information for a infinitesimal peek into the future. On the other hand, if the
filtration was not right-continuous, there are instantaneous jumps in the amount of observable infor-
mation at specific points in time. In other words, a small peek into the future would yield material
rewards. Additionally, I should require that all impossible and certain outcomes are known at the
outset. Given this, I will generally insist that all filtrations are right-continuous and augmented
which is captured in the following definition.

DEFINITION. A filtration F' = {F;},.; is said to have the usual conditions (a.k.a. the usual
hypothesis) if F is right continuous and F' is augmented.

Filtrations with the usual conditions play a key role in continuous-time finance since they represent
the evolution of observable information available to investors with time. Because a filtration is
increasing with time (i.e. additional information becomes available with time), investors gain from
experience. However, there is no point to trying to see into the future since no material information
can be gained by looking an infinitesimal amount into the future. In short, the return from any
investment other than one in the riskless asset is uncertain (i.e. it is non-anticipatory). Finally,
since any filtration with the usual conditions is augmented, all impossible events are known to
all investors at the outset. Hence, rational investors will never make investments based on the
anticipation of such events occurring.

For the remainder of the paper, I will assume all filtrations have the usual conditions.
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2.2. General Properties of Stochastic Processes

A stochastic process is a mathematical structure used to model the occurrence random events over
time. As such, they are well suited to describing non-deterministic evolution systems such as the
price of a financial instrument. In fact, much of modern finance involves the study of various classes
of stochastic processes. As usual, I shall begin with some basic definitions.

Assume that T is some arbitrary time index set which may be discrete or infinite as well as bounded
or unbounded and let (2, F, F,P) be a given filtered probability space unless stated otherwise.

2.2.1. Basic Definitions.

DEFINITION 2.2. A stochastic process X is an ordered family of random variables each from the
measurable space (€2, F) to (£, ) indexed by the set T and is denoted as

X = (X ())er-

If the index set is countable, the process is said to be a discrete-time process. Conversely, if
the index set is an interval (possibly infinite), the process is said to be continuous in time or a
continuous-time process.

If the stochastic process is vector-valued, then it is an ordered family of random vectors from the
measurable space (2, F)" to (F,£)" indexed by the set T and is denoted as

X=X)er=X"®),....X" (1)

teT *

NOTATION. Since X (t) is a random variable for each ¢, a more correct notation would be X (w (t) , )
to show the dependency on the sample space and time. However, this is commonly suppressed as
in the case of a normal random variable. Additionally, X; := X (¢) is the common notation used
to describe a stochastic process’s value at time t. However, this short-hand notation can also be
interpreted as the partial derivative with respect to time. Given the focus of this paper, I have
chosen the notation X () for continuous-time processes to remove any confusion. U

EXAMPLE (Symmetric random walk). In a discrete-time setting, a stochastic process can be defined
in terms of countable sequence of independent, identically distributed (i.i.d.) random variables
on some given sample space. In effect, such a process can be viewed a sequence of independent
experiments carried out at distinct times. Here, the family of events represents the collection of the
outcomes of each experiment up to a given time and the distribution of the random variables then
can be used to forecast future results.

Recall that I discussed the experiment in which a coin is tossed countably many times (c¢f. on
page 38). The probability space was defined as (2, F,P)" with Q = {{H},{T}} and F =
(0,9Q,{H},{T}). The probability measure for each toss was given by

P(4) = {/ A= {H}
o, A={T}.
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After k tosses for any k € T, an outcome in the product sample space QF is an order collection of
outcomes in €2 representing the successive tosses of the coin (i.e. a k-dimensional vector). Specif-

ically, any outcome w in QF is the “path” w = (wy, ... ,wk)Tof outcomes up to time k € T whose
probability is given by
k
P(w)=]]P(w).
j=1

REMARK. Note that P (w) represents that the probability that a specific path (wy, ..., wy) will occur
and not simply the probability of end point wy. In other words, P (w) # P (wy). O

I can model such a path by the stochastic process X = (X},),op such that X is the result of the

k" coin toss for all k € T, or
1 ={H
Xp(w)=1q" “ =)
—1, W = {T} .

Then the vector X = (Xj,..., X) represents the path of outcomes in the state space up to and
including the k™ toss.

Now, define the stochastic process S = (Si),r where Sy = 0 and

Sy = S+ Xg, (forall keT)
k
= ) X,
j=1

Essentially, S represents the net result of the coin tosses (X1,..., Xx) up to and including the k"
coin toss for all £ € T. Both S and X are examples of a discrete-time stochastic process. In fact,
they are very important discrete-time stochastic processes, known as a symmetric random walk and
the increments of a symmetric random walk respectively. 0

DEFINITION. Let X = (Xj),.r and S = (Sk),cr be defined as above. Then S is called a symmet-
ric random walk (centered at 0) with increments X.

REMARK. By definition, a symmetric random walk has independent increments since Sy —S,_1 = Xy
and the X, are assumed to be i.i.d. O

THEOREM 2.3 (Moments of symmetric random walks). Let S = (Si),or be a symmetric random
walk generated by X = (Xy),op such that X ~ N (0,1) and are independent. Then

S~ N(0,4) (for anyjeT)

and

Cov[S;,S;]=iAj (fori,jeT withi#j)

where “N 7 1s the “minimum of” operator.
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PROOF. Since the X}, ~ N (0,1) for all k£ € T, then given any j € T,

i:Xi] :z]:IE[Xl] = 0.

E[S;] = E

and

Var[S;] = E[S]] —-E[S;]°

=[5 ()

= E z]:Xf
Li=1

+E zJ:XlXi

1+
il=1

= Z]:Var [(X1] + XJ: E[X,X;] (X, arei.id.)

I#i
il=1

= j+ Z EX|E[X;] (XplX;)
I#i

il=1
Hence, S; ~ N (0, 7).

To prove the second statement, assume, without loss of generality, that 7,7 € T and 7 < j , then

Cov[S;,5;] = E[S:S;] —E[S]E[S)]

<= |(5) ()

e (S )

i=1+1

el ()

Noting that the X, are i.i.d. and using the proof above

+E

() (9]

Cov [SZ, SJ] = 1+ E

65



Other the other hand, I could have just as easily assumed that j < 4. In this case, Cov [S;, S;] = j.
Hence,
Cov [S,L, Sj] =1 A j

O

Random walks are often used to represent price dynamics, especially in regard to numerical esti-
mation and they will be used extensively in the sequel. In fact, one of the first important pricing
models to consider general options is known as the binomial option pricing model and is based on
a discrete random walk. See Shreve [76] for an exhaustive discussion of the model. O

Independence can also defined in terms of the distribution of a stochastic process as follows.

DEFINITION. Let X = (X (t)),cr and Y = (Y (t))
be independent if, for any finite partitions of T

{0<t; < <t, <T}tand {0< 1<+ <5, <T}

ter be stochastic processes. X and Y are said to

the vectors

(X (1) ., X (b)) and (Y (s1),....Y (s0)
are independent.
2.2.2. The Distribution of a Stochastic Process. The concept of a distribution can be

extended to a stochastic process X = (X (t)),or using the fact that for each fixed time ¢, X () is
random variable. This is formalized in the following definitions.

DEFINITION. Assume {ti,...,t,} is any finite collection of points in of T. Then the (finite-
dimensional) distribution of a real-valued stochastic process X = (X (t)),op is the joint distri-
bution,

]P)X(tl),...,X(tm) (Bl, ey Bm) =P (X (tl) S Bl, ce ,X (tm) S Bm)

for B; € B where 1 < j < m.

Equivalently,

Px(t,),..x(tm) (B) =P (X (t1),..., X (t,) € B)
where B € BF.

Stochastic processes with joint normal distributions are especially important in continuous-time
finance. They also help establish the connection between price processes and PDE which will be
heavily exploited in the sequel (c¢f. Chapter 4).

DEFINITION (Gaussian process). A real-valued stochastic process X = (X (t)),cp is said to be a
Gaussian (a.k.a. Normal) process if, for all finite partitions of T its finite-dimensional distri-
bution is a joint normal distribution. O
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To better understand the importance of normal stochastic processes in continuous-time finance,
note that for a normal stochastic process X = (X (t)),.r, the random variable X (¢) at any time

teT

t > 0 is normal (i.e. X (t) ~ N (0,t)) with density
1 -2
u(x) = e,

V27t

It easy to show that this is the solution to the heat equation

1
ut—iﬁu:o in R x (0,00).

In other words, if X represents the dynamics of the price of a financial instrument, then its distri-
bution evolves over time according to the heat equation. This is discussed in much greater depth
below (cf. Section 4.1).

An important class of stochastic process are those whose finite-dimensional distribution is indepen-
dent time.

DEFINITION. A stochastic process X = (X (t)),.y is said to be stationary if its finite-dimensional
distribution is invariant under shifts in time. In other words, for any finite collection of points
{t1,...,tn} in T and any reasonable fixed 7 > 0,

]P(X(tl—FT)GBl,...,X(tm+7)€Bm) = P(X(tl)EBl,,X(tm)GBm)
for all B; € Bwith 1 <j <m.

An interesting questions is: does a stochastic process exist for a given finite-dimensional distribu-
tion? The answer is yes provided that the two following consistency conditions hold. First, let me
begin with a definition.

THEOREM 2.4 (First consistency condition). Assume that X = (X (t)),cr is a real-valued stochastic

process and {ti,...,t,} is a finite collection of points in T. Further, assume that 7 (-) is some
permutation of (1,...m). Then for all B; € B with 1 < j <m,
(2.2.1) Px(t)X(tm) (Bro--s Bu) = Py(i ) X(trim) (Br(ys -+ » Brm) -

PROOF. Given the setup above, the result follows directly from the fact that
P(X (t1) € Bi,..., X (tm) € Bn) =P (X (tr1)) € Brt)s-- -+ X (trm)) € Brim))

for any permutation 7. 0
Consequently, for any m-tuple (sq,...,s,,) of distinct elements of T such that s; = ¢; for some
1<i,j<m.

Px (1), X (tm) (B1, -+, Bm) = Px(s1),.. X (sm) (Bsys - - - Bs,,) -

In other words, the finite distribution of a stochastic process does not depend on the order of the
time index set (i.e. it is invariant under coordinate permutations).
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The second consistency result provides the means to extend finite products spaces to infinite ones.

THEOREM 2.5 (Second consistency condition). Assume that X = (X (t)),cy is a real-valued stochas-
tic process and {t1, ..., t,} is a finite collection of points in T . Then for all B; € B with 1 < j <m

(2.2.2) Px (1), X (tmr) (B1s -+ Bme1) = Px ), X (b 1), X (t) (B1, -+, Bm—1, R) .

PROOF. Assume that X = (X (t)),cr is a real-valued stochastic process and {t,...,tn,} is a
finite collection of points in T. Since P (X (¢,,) € R) =1l and t; <t;for 1 <i<j<m
PX(tl) 77777 X (tm-1),X (tm) (Bl, . ,Bm_l,R) = ]P)(X (tl) e€By,...,. X (tm—l) € B | X (tm) S R)
= P(X(t1) € By,..., X (tm_1) € Bpn_1) -
U

The following result, which combines these two consistency conditions, will be helpful in the sequel.
Its proof follows Billingsley [8, pg. 514-515].

THEOREM 2.6 (Consistency condition). Assume that X = (X (t)),cr 5 a real-valued stochastic
process and let (t1,...,ty) be distinct points in T. Further, assume that 7 () is some permutation
of (1,...m). Then for all B; € B with 1 < j <m and any k <m

m—k
(2'2'3) PX(tl) ~~~~~ X (tr) (Blv S 7Bk) = PX(tﬂ—(l)) X(tﬂ—(k)) (BW(I)’ T B“(k)’ R ) )

-----

PROOF. Let’s begin by showing that the above statement incorporates the first consistency
condition. Assume the finite k-tuple (¢i,...,%;) has distinct elements of T such that & < m.
Further, let 7, be some permutation of (1,...k%) and let ¢ : R* — R* be a coordinate permutation
defined as

Or (1, x8) = (xﬂfl(l), . ,:L‘Wfl(k)) )
Then its inverse is also a coordinate permutation, or
ot (wy, ... 1) = (137r(1)7 e ,xﬁ(k)) .

Then, ,

Then by (2.2.1)

for all B; € B with 1 < j <k where
QDT_rl (Bl, .. .,Bk) = (Bﬂ(l), .. .,Bﬂ(k)) .

Hence,
Px(),..xt) (Biy- - Bi) = Px(), . xt)n (B, ..., B)
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for any permutation 7 and for all B; € Bwith 1 < j <k.

Now, let’s show that the second consistency condition is included in the above expression. Define
the projection ¢ : R¥ — RF~! as

O (x1,. . o) = (1, ..., 1) -

Then following the above argument and applying (2.2.2)
Px(),. Xt ) (Bis - Bie1) = Pxqy). . x)® " (Bi, ..., Bi_1)

for all B; € B with 1 <4 < k where
¢ " (By,...,By_1) == (By,...,B_1,R).
Further, I can combine both of these results as follows. Let (71,..., Tk, Tkt1, - - - Ty) be any m-tuple

of distinct elements of T such that ¢; = 7; for some 1 < j < kand 1 <4 < m. Then there exists
some permutation 7 such that

7%(717--~,Tk,7'k+1,~-7'm) = (Tﬁ(l)w--anr(k)var(k-i-l)w‘-Tfr(m))

= (tl,...,tk,Tk+1,...Tm).
Further, define v : R™ — R* where k < m as

¢<x17"'7xm) = Qofrogbk(xhw-axm)

= 1‘7}—1(1), . ,l‘ﬁ—l(k)
where ¢ (+) == Hle ¢ (+). Therefore,
P (). X(t) (Bt Br) = Py ) (tag0)Y (Broeoos Br)

where
U (Bi,..., By) = (Baqt), - - -, Briy, Rm*k) .
0O

REMARK. The finite distribution of a stochastic process does not completely characterize the process
since it is not path-wise property. In other words, it is possible for two stochastic processes to have
the same finite distribution and, yet, have different paths a.s. See Billingsley [8, pages 523-525| for
discussion on this topic. O

2.2.3. Infinite Product Spaces. Above, I defined a real-valued stochastic process X =
(X (t)),er on some probability space (€2, F,P) as a collection of random variables {X (¢)},.; where
X (t) : (9 F) = (R;B) for each t € T in some arbitrary time index (cf. definition on page 63).
However, it is not clear that such a process exists, especially if the time index is infinite.

Recall that earlier, I discussed how to construct such a product space from finitely many probability
spaces. (cf. Section 1.1.4). If the index set is finite, say T = (¢y,...,t,), then process X can be
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seen as mapping (2 : F)" — (R: B)". In other words, a stochastic process can viewed as X is a
random variable on the product space (2, F,P)". Hence, such a stochastic process exists.

However, in the case of continuous-time stochastic process, I will need something equivalent to
infinite product spaces since any time interval will be infinite. The issue here is confirming that
a o-algebra and probability measure can be constructed for such spaces. Unfortunately, this is
non-trivial and requires a number of highly technical results from measure theory, the key result
being the Kolmogorov’s extension theorem.

REMARK. In the finite case, [ was able to construct a product space from a collection of probability
spaces. In the case of an infinite product space, this is limited to a single probability one (cf.
Theorem 2.7). However, this is not a real limitation since this is sufficient for all stochastic process
discussed herein (c¢f. [TBD]). O

While the task at hand is to construct a infinite product space given some probability space (2, F,P),
since a random variable maps one measurable space to another, let me begin by constructing a
infinite product of measurable spaces.

Motivation. Assume that X = (X}), . is a discrete-time, real-valued stochastic process on some
probability space (2, F,P). Then it maps a point in €2 to a point in R for each fixed time n (i.e.
Wy — T,). However, the process can also be thought it terms of its history of states up to time n.
In other words, it can be viewed as a function that, for each n € T, maps a sequence of n-outcomes
to a vector in R", or

(Wi, ywp) = (T1,...,2,) €ER”
where z; := X (w;) for 1 <i <mn.

From this perspective, for each time n € T, X,, is a random vector from taking a vector of outcomes
w € Q" to points in R™. Essentially, this can also be thought of a mapping from Q@ x T — R x T
when T C N.

This suggests that a continuous-time, real-valued stochastic process might be thought of as a map-
ping from Q x T — R x T where T = [0,7]. Consequently, I will need to define an appropriate
o-algebra each space which preserves the concept of measurability for them to be of any use.

The following discussion generally follows Billingsley (cf. [8, Section 36]) and Cinlar (c¢f. [14, pg.
164-166]). Let me begin with a couple of definitions. O

DEFINITION. Let RT be the collection of real-valued, measurable functions on T. Then an element
v € R" is a function from T — R and its history up to time ¢ € T is the set

{v(s) | s <t such that s € T}.

REMARK. Note that I have not made any assumptions regarding the regularity of the elements of
RT. OJ

Following the discussion above, if T is a finite discrete set with n elements, then the history of
v (-) € R"is the real-valued vector (v (t1),...,v (t,)). Since any element of RT is uniquely identified
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by its history, RT can be thought of as product space X}‘ZlRl. Additionally, changing notation so
that z; := v (t;) for 1 <4 < n, then the history of any v (-) € RT is vector in R", or

(v(ty),...,v(ty) = (z1,...,2,) € R™.
As such, for a discrete index set T, it is easy to see that RT can be identified with R™ and, in

particular, R' is equivalent to R.Consequently, in order construct a o-algebra on R, lets begin by
first looking at R!.

REMARK. Two stochastic processes that have the same history on some time index set are indis-
tinguishable. Hence, the path of a stochastic process creates an equivalence class among members
of RT. Tt also establishes an isomorphism between RT and RT (modulo this equivalence class) when
T is discrete.

As seen above, R! is equivalent to R, so we should expect any o-algebra on R! to be equivalent to
B (R). Now, consider the collection of sets of the form

Ra:={v(-)€R"|v(t)e A}

where A € B (R). It is easy to show that R! := {R4 | A € B(R)} is a o-algebra since B (R) is one.

Also, recall that we constructed a c-algebra on a product space of two measurable spaces using
measurable rectangles. Specifically, for two measurable space (E, ) and (F, F), the collection G of
all measurable rectangles of the form

{(z,y) |z € A,y € B}
where A € £ and B € B is a o-algebra on the product space E x F' and (E x F,G) is a measurable
space (¢f. Theorem 1.6).

Therefore, consider R? as the product space R! x R! along with the collection of sets of the form
Raxp ={(v(-),w(-))|v(-) € Raandw(-) € Rp}

where R4, Rg € R'. From the definition of R4 and Rp above
Raxp={((-),w(-))[v(t) € Aand w(l) € B}

Then, it is clear that collection of such sets R? := {Raxp | A, B € B(R)} is equivalent to B* (R).
Hence, there is a o-algebra on the product space R?* = R! x R! and (R?,R?) is a measurable space.

On the other hand, setting T = (¢;,%5), we can also consider R? in terms of the histories of its
elements, or

{(0(t) .0 () | 0(-) € B
In this case, R? is the collection of sets of the form

{(v(t1),v(t2)) |v(t1) € Aand v (t2) € B}

where A, B € B (R).
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In other words, this o-algebra is constructed using the projection of each of the two components
of (v(t1),v(tz)) onto R'. This suggests a general method to construct a o-algebra on RT for any
arbitrary index set T.

For instance, assume that T = [0, 7], it is possible to define a projection from RT — R! which
represents selecting one point in the history of a given function in RT. Then, for some v (-) € RT
and any t € [0,T], the projection of the #** component of v (-) is simply v (¢). This leads to the
following definition which will be used to generate a o-algebra on the set RT for any arbitrary index
set T.

DEFINITION. Assume that T is an arbitrary (possibly infinite) index set. Then for any ¢ € T, the
projection Z, : R — R! is defined as

Zi(w(-):=v(t)€eR
where v (t) is the value of function v (-) € RT at time t.
REMARK. In particular, if T = (¢1,...,%,), then (v (t1),...,v(t,)) = (z1,...,2,) € R™. O

REMARK. In the event that the function in question is a stochastic process, then for some t € T,
its history up to time ¢ is its path up to time ¢ and this projection is the value of the stochastic
process at time t. [

Following the motivation above, let RT be the o-algebra generated by the collection of all projections
Z, on R, or
R'=0(Z (v(-))|teTandv(-)€R").
Then R" consists of sets of the form
{v() cR" | Z,(v(-)) EA} = {v() cR"|v(t) EA}

for t € T and some A € B(R). In other words, R is generated by functions that are in the set A
at time ¢.

REMARK. If T = (t1,...,t,), then by the motivation above, RT is equivalent to B" (R). O

This projection can be used to construct the analog of measurable rectangles for infinite product
spaces which, in turn, can be used to show that R is a g-algebra for any arbitrary (possibly infinite)
index set T. Let me begin by defining a generalization of measurable rectangles.

DEFINITION. Assume that T is an arbitrary (possibly infinite) index set and Z is the projection of
RT onto R' defined above. Then for the finite k-tuple (¢y,...,) of distinct points in T, define a
k-cylinder as a set of the form

fo(-)eR" | Z, (v(:)),.... Z, (v(-)) € A} ={v(-) e R" |v(t;) € Aj for 1 < j <k}
where A = (Ay,...,A;) € B¥ (R). Further, define R} to be the collection of all such cylinders.

REMARK. A k-cylinder consists of real-valued functions on T which are in the set A; at time ¢;.0]
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To see the similarity to measurable rectangles, set z; = v (¢;) for 1 < j <k, then a k-cylinder is of
the form
{v(-)€R" |2y, € Ajfor 1 <j <k}

which is equivalent to the measurable rectangle

{(@e,. . w0) | @, € Ay for 1 <j <k}

However, unlike the collection of measurable rectangles, it can be shown that R is not a o-algebra;
however, it is a field and it can be shown that RT = o (R{) (cf. [8, Section 36]). Hence, (R", RT)
is a measurable space. Consequently, all that is left to show is that it is possible to construct an
probability measure on the measurable space (RT, RT).

Let me begin by expressing the projections dependency on time explicitly, or

Z((+),t) =2 ((+)).
Then for some fixed v (-) € RY, the projection Z (v (-), -) is a real-valued function on T. On the
other hand, for some fixed t € T, Z (-, ) is a real-valued function on RT. Moreover, if a probability
measure /4 on (RT,RT) exists, then by construction, Z(-,t) is a real-valued, measurable function
for each t € T.

Motivation. Assume that X = ((X (¢)),r is a real-valued stochastic process on some probability
space (Q,F,P). Then X € R". Hence, Z (t) = (Z (X (t),1)),cr can be viewed as stochastic process
on (2, F,P). Moreover, Z will have the finite-dimensional distribution Px ). x,) for some finite
k where tq,...,t, € T. This leads to the following definitions. 0

DEFINITION. Assume that p is a probability measure on the measurable space (RT, RT), then the
real-valued stochastic process Z = (Z (t)),.r on the probability space (R", R", 1) defined as

Z(t)=Z(v(-),t)
for some v (-) € RT and t € T is called the projection process.

REMARK. When v (-) € RT is fixed, then Z (v(-), -) is the history of v (-) over t € T. When
t € T is fixed, then Z ((-),t) is the value of some real-valued, random function at time t. O

DEFINITION. Let p be a probability measure on some measurable space (F, ), then for some real-
valued measurable function f : E — R for 1 < j < n, the product measure on (R™, B") defined
by

[yt (f, B) = (f(t1),... [ (tn) € B) (B €B").

is called a (n-) system of distributions. Further, if the system meets the consistency condition
(2.2.3), then the system is said to be consistent.

NOTATION. Often, the measurable function is not important. In the case, a system of distributions
is denoted as i+, (). O
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I am now ready to prove to the Kolmogorov’s extension theorem. This result can be stated in two
ways. The first shows that under certain conditions, a probability measurable exists on an infinite
product of measurable spaces isomorphic to(R, B (R)) such as (R!,R'). The second shows that
given the product of measurable spaces of this form, it is possible to construct a stochastic process
with a given distribution on that product space. The second essentially demonstrates the existence
of stochastic processes as defined herein. Both of these are proved in Billingsley [8, page 520-523].

THEOREM 2.7 (Kolmogorov’s extension theorem version 1). . Assume that p, 4, () is a consistent
system distributions for some finite k. Then there is a probability measure P on (RT, RT) such that
the projection process Z = (Z (t)),cp on (RT, R, P) has finite-dimensional distribution p, ., (-)
(ie. P(Z(t;) € (+)) =pe; (+) forall1 <j<k).

THEOREM 2.8 (Kolmogorov’s extension theorem version 2). . Assume that ji:,,. ¢, (- ) is a consistent
system distributions for some finite k. Then there is exists a stochastic process X = (X (t)),cr on
some probability space (Q, F,P) such that X has finite-dimensional distribution s, 4, ().

EXAMPLE. Assume that T = (¢y,...,t,) and that u;__, (-) is a system of distributions on (R™, B" (R)).
Then P defined as

]P(A) = H1,..n (B)
where B € B" (R) and A € R" is the form
A={o(-) € R | Zu (0 (), Zo (v(-)) € B}

EXAMPLE. Assume that T is some arbitrary bounded interval [0,7]. Further, assume that X =
(X (t)),er is a real-valued, measurable stochastic process on the probability space (€2, F,P). Then
the projection process Z = (Z (X (t),t)),er on X is a stochastic process Z = (Z (X (w,1),1))
from (@ x T; F x B(R)) = (R x T, B(R) ® B(T)) with the finite-dimensional distribution

teT

Px(t1),..x(t)

for some finite k. O

2.2.4. The Characterization of Stochastic Processes. At the outset of this chapter, I
characterized a stochastic process as a family of (possibly uncountably many) random variables
on the same sample space (¢f. 2.2). In other words, given a real-valued stochastic process X =
(X (t)),er on some probability space (€2, F,P), for each fixedt € T, X () is some real-valued random
variable Y; : (; F) — (R; B) where

Y (w) = X (w,t) (forallwe Q).

Essentially, this is the point-wise perspective of a stochastic process.

In the previous section, I showed that a stochastic process can be viewed in terms of its paths.
For example, given a finite index set T = (¢1,...t,), a real-valued stochastic process X = (Xj),crp
can be thought of as a function that maps n-outcomes to a vector in R™ for each n € T (i.e.
(w1,...wp) = (x1,...2,) ). From this perspective, X is a random vector from taking a vector of
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outcomes w = (wy,...w,) € Q" to points in R™ for each time n € T. This suggested that such a
random variable can be thought of a mapping from 2 x T — R x T when T C N.

On the other hand, if the index set is an interval, say T = [0, 7] for some finite 7', then a continuous-
time stochastic process can be thought of as a mapping from 2 x T — R x T . Here, an outcome
can be thought of as path starting w (0) € € and ending at w (¢) € € for each ¢t € T. In other words,
the sample space of a stochastic process can be viewed as the product space €2 x T and outcomes
are of the form,

w={(w(s))[0<s <t}

where w : T — €. As such, it also seems reasonable to view a real-valued stochastic process as a
function taking a path in {2 X T to a path in R x T. In this context, a stochastic process is a random
function or w (+) — X (w(+),-) where the graph of w () is a random path in Q x T starting at time
zero up and ending at time ¢ and the graph of X (w(+),-) is a random path in R x T also starting
at time zero up and ending at time t. In other words, the stochastic process takes (2-valued paths
to real-valued paths, or

X:(OxT;FeB(T)) - (RxT; B B(T)).

As such, we can consider stochastic processes to be random variables on path-spaces. This is
captured in the following definition.

DEFINITION. Assume T = [0, 7] where T' < oo and let X = (X (t)),.r be a a stochastic process on
some probability space (€2, F,P). Then for a fixed w (-) € €, then for any fixed ¢ € T, the set

{X ()} oo = {X (W(5),8)foeuey = {X (w(s),5) [0 < s <1}
is called a sample path up to time ¢t and represents the continuum of outcomes from time zero up
to time t.

In other words, a sample path represents the continuous history of outcomes up to the time ¢. Since
the outcome is random at each time, starting the process again will result in a different sample path
almost surely. For the remainder of the discussion, I will preliminary view a stochastic process is
this context.

EXAMPLE. In the context of continuous-time finance, a stochastic process often represents the price
of a given financial instrument (or portfolio of such instruments) as it evolves over time. As such,
for each fixed time ¢, X (¢) is random variable which represents the price of a financial instrument
at any given time t. On the other hand, for a fixed w (), {X (w(s),s)}y<,<; represents the price
history of a given financial instrument up to time . o 0

NOTATION. It is customary to denote a path of outcomes w (- ) simply as w. O

Given that a stochastic process is a random function, it seems reasonable to consider the regularity
of such functions.
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DEFINITION. A stochastic process X = (X (t)),cp is said to have a right limit if, for each sample
path w, ling (w, s) exists and is bounded a.s. Likewise, it is said to have a left limit if, for each

sample path w, limX (w, s) exists and is bounded.
st

Similarly, X is said to be right continuous if, for each sample path w, it has a right limit and
liEth (w,s) = X (w,t) a.s. Likewise, it is said to be left continuous if, for each sample path w,

it has a left limit and ling (w,s) = X (w,t) a.s. It is said to be continuous if right and left

continuous.
If X is right continuous with left limits, it is said to be RCLL or cadlag which represents the
equivalent French phrase continue a gauche, limite a droite.

2.2.5. Equality of Stochastic Processes. Like random variables, there a several means of
equating stochastic process. In the first case, two stochastic processes X = (X (f)),cp and Y =
(Y (t)),er are said to have the same law (a.k.a. are equal in distribution), if, for every finite
collection points in T, {t1,...,tn},

Xt)2Y(t;) (forallj=1,...,m).
This is clearly equivalent to the two processes having the same finite-dimensional distribution.
However, as mentioned above, finite-dimensional distribution is point-wise property and it is possible
to have the same finite-dimensional distribution, yet have different paths. The next definitions
consider path-wise equivalence.

DEFINITION. Given two stochastic processes X = (X (t)),cp and Y = (Y (£)),cq, X is said to be a

modification of Y if, for any fixed t € T,
X (t) =Y (t) as.

teT

REMARK. If one process is the modification of another, then at each fixed time, the two processes
agree except on a set of outcomes of probability zero. In other words, their sample paths over the
interval, [0,¢], have the same end points almost surely at each time ¢. O

Viewed as integrable functions, the definition of a stochastic process admits an equivalent class
on stochastic processes (i.e. they agree everywhere except on sets of probability zero). This is
expressed in the next definitions which are the analogs of equivalency results for random variables.

DEFINITION. If the process X = (X (t)),cr is a modification of Y = (Y (¢)),.r and the set A :=
{we QX (w,t) =Y (w, )} is measurable, then X is said to a version of Y (a.k.a. they are
indistinguishable) if

P(A) =1.

If X is a version of Y, they are said to be stochastically equivalent.

REMARK. In other words, two processes have the same sample paths almost surely if they are
stochastically equivalent. U
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THEOREM 2.9. Any stochastic process is stochastically equivalent to a cadlag process.

Given this result, which is proved in Stroock and Varadhan [81, page 51|, I will assume that all
stochastic processes are cadlag in the sequel.

2.2.6. Admissible Processes. As defined above, a stochastic process is rather abstract and
has virtually no properties other than it is family of random variables on some arbitrary probability
space. In this paper, I will generally be concerned with stochastic processes which have “nice”
properties, chief among them is that they are measurable in some meaningful sense.

Motivation. Recall that a real-valued stochastic process X = (X (t)),.r can be characterized as
family of a random variables mapping the same probability space (€2, F, P) to the reals. In particular,
for each fixed t € T, Y; (w) = X (w,t) is a random variable not only from (2, F, P) to R, but also
from the probability space (€2, F;, P) to R . As such, there should be form of measurability with
respect to the o-algebra F; for each ¢. This notion is captured in the following definition. 0

DEFINITION. A stochastic process X = (X (t)),.p on the filtered probability space (€2, F, F,P) is
said to be F-adapted (a.k.a. mon-anticipating) if X (t) is F-measurable for all t € T. When
the filtration is understood, the process is simply called adapted.

It turns out that simply being adapted (which is a point-wise in time property) is not sufficient to
ensure the measurability of a sample path unless the paths are sufficiently regular. As such, other
technical conditions will often be necessary. Generally, these conditions view a stochastic process
as a random function mapping paths in 2 x T to paths R x T. For the purpose of this paper, I will
only be concerned with one such a technical condition known as progressive measurability which
ensures that the path of a process stopped at any ¢t € T is observable.

DEFINITION. Given a filtered probability space (2, F, F,P), a real-valued stochastic process X =
(X (t)),er on the probability space of the form X : (@ x T; F®@ B(T)) — (Rx T;B® B(T)) is
called progressively measurable (with respect to the filtration F') or simply progressive, if,
for each fixed time t € T, X (w (¢),t) is F; ® B (T)-measurable where w (-) € Q2 x T.

REMARK. In the case of an adapted process, the end-point of each possible path is observable while
in the case of a progressively measurable process, each possible path is fully observable. O
The following result captures the relationship between progressive and adapted processes which is

proved in Morters and Peres [61, pg. 191].

THEOREM 2.10. Let X = (X (t)),or be a stochastic process on the filtered probability space
(Q,F,F,P). If X is progressive, then it is adapted. Conversely, if an adapted process is right or
left continuous, then it is progressive.

The following corollary follows directly from the fact that all stochastic process are stochastically
equivalent to a cadlag process (¢f. Theorem 2.9).
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COROLLARY 2.11. Let X = (X (t)),cr be stochastic processes. Then it has a progressively measur-
able modification.

REMARK. Given this corollary, I will assume that every process is progressive herein. 0

Recall that in the case of a random variable, there exists a unique o-algebra that is the smallest o-
algebra with respect to which that random variable is measurable (¢f. Theorem 1.2). Thus, it seems
seems reasonable to ask is there a “smallest” filtration with respect to which a stochastic process is
adapted? Any such construct, however, must include the fact that once an event is observable, it
is observable for all time.

Motivation. Let X = (Xj),or be a discrete-time stochastic process with a finite, countable index
set T = {0,...,7}. Then for each k € T, the o-algebra F}, = o (Xj,..., X)) contains all the
information about the process up to and including time k£ and is the smallest g-algebra for which
X}, is measurable (¢f. Corollary 1.11). This suggests that in the continuous-time case, there should
be some smallest filtration which is generated by each X () such that o (X (s)) C o (X (¢)) for each
s,t € T with s <. In other words, o (X (¢)) contains all the information in o (X (s)) for s < ¢ and
X (t) is measurable with respect to o (X (¢)). Importantly, since o (X (¢)) must contain all prior
information, it must be generated by the sample paths of X up to time ¢ and not simply the value
of X at time t. This is captured in the following definition. 0

DEFINITION. Let X = (X (£)),cp

smallest filtration with respect to which X is adapted and denoted as FX = <]:"tX ) where
teT

be a stochastic process. Then its natural filtration is the

FX=0(X(s)|t,seTand s <t)

REMARK. If A € ]:"tX , then by time ¢, an observer knows if the event A occurred or not since
}"S)(g]:f(forsgt. O

Motivation. Earlier, I defined a filtration to have the usual conditions if it was right-continuous,
complete, and augmented. The first property ensures that, if for any fixed t € T, a process is Fs-
measurable for all s > ¢, then it is F;-measurable. The latter two properties prevent the situation in
which two processes X = (X (t)),cr and Y = (Y (%)), are equal almost surely with X adapted, but
not Y. Unfortunately, there is no guarantee that the natural filtration of a arbitrary continuous-time
process will satisfy the usual conditions, especially right-continuity which is necessary to guarantee
progressivity. This is accounted for in the following definition. U

DEFINITION. Let X = (X (t)),cr be a stochastic process. Then its standard filtration, denoted

as FX = {FX}, ., is defined as

teT’
FX = Nesgo (ﬁt{ig uN) for all ¢t € T.

where N is the collection of all null-sets of €.

The next result follows directly from the definitions.
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THEOREM 2.12. Given a giwen stochastic process X = (X (t)),ep, its standard filtration FX =

<]:tX>teT satisfies the usual conditions.

Given the above results, I can now define admissible stochastic processes as follows.

DEFINITION. A real-valued stochastic process X = (X (f)),.p on the filtered probability space
(Q, F, F,P) where F is its standard filtration is said to be admissible if it is adapted, cadlag
(hence, progressive), and summable for all time ¢ € T.

Going forward, I will assume that all processes are admissible unless noted otherwise which is
sufficient for most price processes. However, it is worth mentioning that many of the results in
the sequel apply to much larger classes of stochastic process with few, if any, additional technical
conditions.

2.3. Martingales

Much of modern mathematical finance involves a very rich class of stochastic processes known as
martingales. These were first used to model fair games of chance and, as such, they are well-suited
to model price dynamics in efficient markets. In fact, martingales play the central role in the
risk-neutral approach to dynamic asset pricing.

For the most part, I have chosen to present the material in terms of proper martingales rather than a
more general setting of local martingales or semi-martingales. While the more general setting allows
for a expanded statement of stochastic calculus than that presented herein, the analysis becomes
quite technical and is not necessary for this paper. See Jeanblanc, et al. [47] for a discussion of
this material in the more general setting.

For this section, assume that (£, F, F,P) is some filtered probability space and that all stochastic
processes on (2, F, F,P) are admissible. Further, assume that T is some bounded time index.

I shall begin by examining discrete-time martingales.

2.3.1. Discrete-Time Martingales. Motivation (Random walks as martingales). Let me
construct the following game that will be referred to throughout the discussion of martingales.
Assume that I bet $1 on the outcome of a coin toss. If the result is a head, I receive an additional
dollar. If the result is tails, I lose the dollar. As seen in 2.2.1 above, this can be modeled by a
symmetric random walk S = (Sy),cp Where Sy = C' (i.e. my initial wealth). Then

S = Sp_1 + X (forallk>O€T),

and the Xj ~ N (0,1) are i.i.d. random variables such that X = +1 for all k. In other words, Sy
represents my total wealth after k tosses starting with the initial wealth Sy. Now, the expectation
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of Sy conditioned on the previous tosses is given by
E[Sk | So,...,Sk-1] = E[Sk-1+ Xk | Xo,..., Xp_1]
E[Sk-1| Xoy. o, Xpa1] + E[ Xk | Xo, ..., Xp_1]
Si—1+E[Xy] (the X} arei.i.d.)
= Sp1 (Xg~N(0,1)).

Hence, the best guess of my wealth after the next coin toss based on what has happened so far is
simply my current wealth. This is formalized in the following definition. 0]

DEFINITION. Let X = (Xj),cr and Y = (Y}),op be summable, discrete-time stochastic processes.
Then for any k£ € T, we say that

(1) X is a (discrete) submartingale (with respect to Y) if
E[Xps1 | Yi] > X as;
(2) X is (discrete) supermartingale (with respect to Y) if
E[Xpi1 | Yi] < X as.; and

(3) X is (discrete) martingale (with respect to Y') if it is submartingale and supermartin-
gale, or
E [Xk+1 ’ Yk] = Xk a.s.

REMARK. An important feature of this definition of a martingale is that Y can be any stochastic
process on the same filtered probability space. In other words, it does not have to be related to X.
O

By definition, a martingale is non-anticipatory in the sense that the best guess about the future
state of the process is simply its current state. This is captured in the following result.

THEOREM 2.13. Let X = (Xy),cp be a martingale with respect to Y = (Yy),cr.- Then for any
j k€T with j <k,
E[Xy | Y] =X, as.

Moreover, if X is submartingale, for j, k € T with j <k,
E[X: | Y;] > X; as.

and if X 1s submartingale, then for any j, k € T with 7 < k,
E[X: |Y;] <X; as.

PROOF. If X is a martingale with respect to Y, then for any j,k € T with j <k,
E [Xk | }/;c—l] = Xk—l a.s.
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By the tower principle (¢f. Theorem 1.59), the expected value of the left-hand side of the above
expression conditioned on Y;_o becomes

E [E [Xk | Yk—l] | Yk_g] = [E [Xk | Yk_g] a.S.

Hence, by repeatedly applying the tower principle, the left-hand side becomes E [X}, | Y;] for any
J € T such that j < k.

On the other hand, since X is a martingale with respect to Y, the expected value of the right-hand
side of the above expression conditioned on Y _s is

E[Xp1| Yo = Xpo
Hence, by repeatedly applying the tower principle, the right-hand side becomes X;. Therefore,

combining the two results
E[X: | Y] = X;.

A similar argument proves the other statements. U

The above theorem is true for all choices of j < k, in particular j = 0. The gives the following
corollary.

COROLLARY 2.14. Let X = (Xi),cp be a martingale with respect to Y = (Y3,),cp- Then for any
keT,

E [ Xk | Yo] = Xo a.s.
Moreover, for any k € T, if X is submartingale,

E[X, | Yo] > Xo a.s.

and if X s supermartingale,
E[Xk | Yo] < X a.s.

Since these results hold for any arbitrary summable, discrete-time stochastic process Y = (Yi),cr,
they hold when Y = X. This is captured in the following result.

COROLLARY 2.15. Let X = (Xy),.r be a martingale. Then for any k € T,

E[Xk ’ Xo] = X(] a.s.

teT

Moreover, for any k € T, if X is submartingale,

E [Xk | X()] Z XO a.s.

and if X is supermartingale,
E [Xk | Xo] S XO a.s.
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We saw at the beginning of this section that the coin-tossing game was a martingale. Given the
above result, after k tosses, I would expect that E[Si] = Sp. In other words, my winnings and
losses should net to be zero over the long haul. As such, the game is considered to be fair since
it does not favor either me or the house. On the other hand, if the game had been modeled by
a submartingale, then E[Sy] > Sy and my wealth would tend to increase over time. Hence, the
game is biased in my favor. Conversely, if the game had been modeled by a supermartingale, then
E [Sk] < Sp and my wealth would tend to decrease over time. Thus, the game is biased in favor of
the house.

In terms of continuous-time finance, martingales represent fair markets in which agents acting in
those markets cannot know future outcomes with certainty based solely on past information. A
submartingale favors an investor since his wealth is expected to grow while an investor should
expect to lose wealth in the case of a supermartingale.

2.3.2. Continuous-Time Martingales. Continuous-time stochastic processes can also be
martingales. Here, it is common to model the evolution of information using some filtration rather
than the history of a random variable.

DEFINITION. Let X = (X ()),.p be an admissible processes adapted to the filtration F' = {F;}, 1.
Then for any s,t € T such that s < ¢, we say that

(1) X is a submartingale (with respect to F) if
E[X; | Fs] > X as,;
(2) X is supermartingale (with respect to F) if
E[X;: | Fs < X as.; and
(3) X is martingale (with respect to F) if it is submartingale and supermartingale, or

E[X; | Fs) = X; as.
The next result follows directly from the definitions.
THEOREM 2.16. Let X = (X (t)),or be an admissible process.

(1) If X is a martingale, then (X (t) — X (0)),cr is also a martingale; and
(2) If X is a submartingale, —X is a supermartingale and vice versa.

Given this result, I can assume that X (0) = 0 for all martingales without loss of generality. Also,
any results pertaining to supermartingales apply equally to submartingales.

Motivation. Assume that I adopt a strategy to stop playing the above coin tossing game once I
have won a sufficient amount (or, equivalently, when I have lost a certain amount). In this case, is
it possible to predict when that might occur? Clearly, such a time is a random event. Therefore, to
answer such a question, such a time must be observable. The following class of random variables,
known as stopping times, will help answer this question. U
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DEFINITION. A stopping time (with respect to the filtration F) (a.k.a. a Markov time) is
a random variable 7 : 2 — T such that for every t € T and F;, € F

{r<t}={weQ|7(w) <t} eF.

In other words, all possible stopping times up to a given time ¢ are observable.

THEOREM 2.17. Let F' = (Fy),er be a right continuous filtration and suppose a given random
variable T : Q0 — T satisfies
{r<tteF (foreveryteT).

Then T is a stopping time with respect to F.

PROOF. Let 7 satisfy the theorem’s hypothesis. Then for any fixed ¢ € T, pick € small enough
such that t +1/c € T. Hence,
{r<t+1e} e Fis1ye.
Thus,
Nesoo {7 < t+ 1Y} € NesyooFigye-

Now, the left-hand side is

Nemoo {7 < t+ 1/} = {7 < t}.

On the other hand, since F' is right-continuous, the right-hand side is
ﬂe—wOE—&-l/s = JT_;&

Hence, {7 <t} = F. O

DEFINITION. Let X = (X (t)),cr be a stochastic process. Then the process X7 = (X7 (t)),cr
defined as
X" (t)=X(rAt) (forallteT)

is called a stopped process (at T) where 7 is a stopping time.
The following theorem, which is known by a variety of names and is stated in various forms,
characterizes martingales in terms of stopped processes.

THEOREM 2.18 (Doob’s optional sampling theorem). Let X = (X (t)),.r be a stochastic process.
Then X is a martingale if and only if for all finite stopping times 7, X7 is a martingale. In
particular, X is a martingale if and only if

E[X (7)] = X (0) (for all stopping times 7).

PROOF. See Williams [88, A14.3 and A14.4| O
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2.4. Markov Processes

Markov processes are another exceptionally rich class of stochastic processes that are used to rep-
resent the random evolution of systems that are memoryless (i.e. future outcomes do not depend
the full history of past outcomes). Essentially, such processes can be thought of as starting anew
at any point in time. Mathematically, this is captured by what is known as the Markov property.

In terms of continuous-time finance, the Markov property is important since it basically represents
the belief that all the information necessary to estimate future prices is observable in the market
today. Knowing the history of price movements provides no additional value than simply knowing
the current price. In other words, the current price level is all that is important, not the path it
took to get there (this is a big blow for adherents of a school of investments known as technical
analysis).

For this section, assume that (€2, F, F,P) is some filtered probability space and that all stochastic
processes on (€2, F, F,P) are admissible. Further, assume that T is some bounded time index.

Motivation (Random walks as Markov processes). Recall that for some discrete-time random
process X = (Xj),crwhere X, are independent, standard normal random variables for all £ € T, a
symmetric random walk S = (Si),cr is a discrete-time, real-valued stochastic process such that

Sgi1 =Sk + Xpy1 (forany k € T).
As such, the value at the next state only depends on the current state (i.e. Si) and not the path
it took to get there (i.e. Sy,...,Sk—1).
Mathematically, I can state this lack of dependence on past history as

P(Sky1=a[S1=m1,...,5 =) = P (Spp1 =2 | S = xp)

where z,zq,... 2, € R for all k € T.

To see this, by the definition of conditional probability (c¢f. on page 19)
]P’(Sl = .Il,...,Sk = xk,SkH = l’)
P(Sl :ZL'l,SQ :[L’Q,...,Sk :l'k) '

P(Sk,_'_l:xlSlle,..-,Sk:xk):

Using the fact that S; = x; for 1 < j <k,

P(Sy =x1,...,5k = Tk, Sk1 = @)
Sl:l’l,SQ—Sl:;CQ—JZl,...,Sk:ZEk)

P(Skﬂzx1512331,---,51@:%):1?(

_ P(51:131752_Sl:x2_I17---7Sk+1_Sk:$_$k)
IEI’(51=$1752—S1 =Ty —T1,..., Sk — k-1 :xk—xkfl)'

Recall that for any k € T, Sk is given by

k
Sk - ZXJ
j=1
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Hence, for any k € T,
T — LTp—1 — Xk.
Therefore,

P(Xi=x21,Xo=20—21,..., Xpp1 =2 —
P(Skpi=2|Si=a1,...,5% =) = (X1 =2, Xo = 2 — 10y X1 =7 — )

P(Xi=21,Xo=20 —x1,..., Xp =T — Tp_1)
But, the X} are i.i.d., thus
_ P(Xpp1=2—ap)P(Xy =21, Xo =20 —21,..., Xt = T — Tp_1)
P(Xy=x1,Xo=20—21,..., Xy = Tp — Tp_1)
=P (Xpp1 =2 — xp)
_ P (X1 =2 — x) P (S = )

]P(Sk = l"k)
P (Xpy1 =7 — 24, Sp = 1)

Z]P)(Xk+1+5k =x | Sk :l’k)
=P(Sit1=a|Sk=xr) (Skr1 =k + Xit1).
This property is captured in the following definition. 0]

DEFINITION 2.19. An admissible stochastic process X = (X (t)),or is said to be Markov if for
each t,s € T with s <t and any B € B

(2.4.1) P(X ()€ B|F,)=P(X(t)eB|X(s)).

Essentially, the Markov property implies that probability of the future of a process depends entirely
on its current state, not the path it took to get there. We can impose a stronger condition that if
a process is stopped at any time and then allowed to proceed, it can be viewed as beginning anew.
In other words, the sample paths from ¢y to ¢ are “indistinguishable” from those from ¢y + s to t + s
for some reasonable s. This is captured in the following definition.

DEFINITION. Let X = (X (t)),cr be a continuous-time Markov process. For some positive s, define
the process Y = (Y (t)),cr as
Y (t) =X (t+s)

for all ¢ € T such that ¢t + s € T. Then X is said to be time-homogeneous if Y (t) ' (t) for
some fixed s such that ¢ + s € T.

Recall that the o-algebra F, contains all observable information about any adapted process up to
and including time s. Therefore, its seems reasonable that the Markov property can be defined in
terms conditional expectation. This is captured in the following two results which are proved in
Shreve [76, ch. 2.4].
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THEOREM 2.20. Let X = (X (t)),or be an admissible stochastic process. Then for each t,s €
T with s <t
EX @) | F]=E[X ()] X (s)].

COROLLARY 2.21. If the admissible process X = (X (t)),cr is Markov, then for all s,t € T with 0 <
s <t and for every non-negative, measurable function f, then there is another measurable function
g such that

E[f (X (@) F]=g(X(s)).

PROOF. The result follows from the fact that the conditional expectation on X (s) is both a
measurable random variable and a function of X (s). O

REMARK. As discussed in the prequel, a filtration can be thought of as containing all information
about the markets up to the current time. However, since most price processes discussed in this
paper are Markov, all the information that an investor needs to predict the future price of a partic-
ular instrument is its current price. In other words, Markov price processes are path-independent.

O

2.4.1. Markov Chains. To understand the Markov property better, let me first consider a
discrete-time, discrete-state stochastic process with the Markov property process that is commonly
called a Markov chain. For this discussion, which generally follows Lawler [57, ch. 1,2, and 3|,
assume that X = (Xj),.p is a countable sequence of real-valued random variables indexed by
T ={0,1,...,T} taking discrete values in the state space R indexed by an ordered countable set
S CN.

DEFINITION. The discrete stochastic process X = (Xj),cp is said to be a (discrete) Markov
chain if

P(Xppr =2 Xo=20,..., Xy = 13) =P (Xpp1 = v | Xy = 1)
where £ € T and z,x; € R for all k. In other words, given the sample path up to step k,
(Xo = xo, ..., X = x1), the next state in the chain X;,; depends only on X} and not the path
it took to get there.

REMARK. By definition, the future state of a Markov chain only depends on its current and not its
past states. In other words, the future state is independent of its past states. O

EXAMPLE. Based on the calculations above, a symmetric random walk is an example of a Markov
chain (cf. on page 63). O
Given the above definition, it is possible to define a function that expresses the probability of

transitioning from one discrete state to another at any given time step as follows.

DEFINITION. Let X = (Xj),or be a discrete Markov chain. Then for any k& € T, define the function
pe:S x S —[0,1] as
pr (1, §) =P (Xpp1 = 5 | Xi = 25) .
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where i, j € S and z;,z; € E for all ¢, 5. Then py, (4, 5) is said to be a transition probability from
state z; to x; at time step k + 1.

REMARK. In other words, py (4, ) is the probability of being in the state j at step k+ 1 if the chain
is at state ¢ at step k. 0

The following class of Markov chains will be very useful in the following discussion.

DEFINITION. Let X = (Xj),cr be a discrete Markov chain. If the transition probabilities are
independent of time for all ¢, 5 € S, or

pk<l7j):pm(27j) (fOI" any kvaT)v
it is said to be time-homogeneous.

REMARK. In other words, if a Markov chain is time-homogeneous, the probability of transition for
one particular state to another is the same for all time. gedsymbol

REMARK. I will assume for the remainder of the discussion that all Markov chains are time-
homogeneous unless otherwise noted. 0

DEFINITION. Let X = (X), o be a discrete, real-valued Markov chain. Then the (possibly infinite)
matrix P; composed of all transition probabilities at step k € T,

P = pp (i,§) = P (Xp1 = 25 | Xi = 2;)

where 7,7 € S and z;,z; € R for all 4, j is called the transition (probability) matriz at step k.
Consequently, X is called the Markov chain with transition matrix P.

NOTATION. Since I am assuming that all Markov chains are time-homogeneous, I will drop the time
index subscript and simply refer to the transition matrix as P. O

The next result follows directly from the definitions above.

THEOREM 2.22. Let X = (Xj),or be a time-homogeneous Markov chain with transition matriz P.
Then

(1) P is unique,
(2)0<PY<1 4,57€8, and
(3) For any fixedi € S, ).

esPY =1

Now, assume for the moment that state space is countably finite (hence, P is finite).

Motivation. Using its transition matrix, it is possible to determine the probability of a time-

homogeneous Markov chain moving from the state x; to x; in two time steps as follows. For some
fixed k € T,

P(X]H_Q = [Ej ’ ch = [EZ) = ZP(Xk+2 = xj;Xk—f—l =T | Xk = {L‘Z)
les
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Since the process is time-homogeneous, by the Markov property

P (Xjq2 = €T | Xp =) = ZP(XkJrZ =15, Xpp1 =1 | X, = ;)
les

= ZP(XIHQ =Ty | X1 = $1>P(Xk+1 = I | Xi = Iz)
les

— Z PilPlj

les
- ()

This can be generalized using induction as follows. 0

THEOREM 2.23. Let X = (Xy),cp be a discrete Markov chain with the transition matriz P. Then
foranyi,j €S and k,m e T

P(Xk—i-m =T; | X, = l‘l) = (Pm)” (ZEZ',(L’J' € R) .

Since this is true for any starting time k, in particular, it is true for £ = 0.

COROLLARY 2.24. Let X = (Xj) o be a discrete Markov chain with the transition matriz P. Then
foranyi,j €S5S and meT

P(X,, = Z; | Xo=2;) = (Pm)ij (f’ciaxj €ER).

Motivation. Up until now, I have assumed that P is countably finite. Then for finite matrices,

(2.4.2) pktm — pkpm,

Hence, for i,j € S

(2.4.3) (PR =7 (PF)" (pm)Y.

les

By Theorem 2.22; this is well-defined for an infinite transition matrix as well. Hence, I can relax
the requirement that the state space be countably finite and consider countable Markov chains
generally. 0

Through the next result, which is known as the Chapman-Kolmogorov equation, equation (2.4.2)

shows the family of transition matrices process the semigroup property which will be discussed at
length in the sequel (cf. [TBD]).

THEOREM 2.25 (Chapman-Kolmogorov equation for Markov chains). Let X = (Xj), o be a discrete
Markov chain with transition matrix P. Then for any i,5 € S and k,m € T

(o) = 3 () oy

les

or more generally
phtm — prpm,
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Given these results, it is clear that the future states of any Markov chain are determined entirely
from its transition matrix and the probability distribution of its initial state. This is captured in
the following result.

THEOREM 2.26. Let X = (Xy),cqp be a discrete Markov chain with transition matriz P. If X's
initial probability distribution is ¢; for all i € S, then the probability of being in the j** state after
m time steps is given

P (X, =) = 3 6 (P

€S
PROOF. Let X = (X}),.r be a discrete Markov chain with transition matrix P and initial
distribution ¢; for all ¢ € S. Then
Thus, by the definition of conditional probability (cf. on page 19) and Theorem 2.23,

P(Xp=x;) = Y P(Xo=1)P(Xp =15 | Xo=1,)

€S
= Z ¢; (P™)".
i€s
U

NOTATION. Recall that vectors are in column major form (i.e. z = (z*,...,z", ...)"). Hence, the
above expression can be written in vector notion as
(2.4.4) P(X,, = z;) = (P"¢) - & = (P"¢)’
where ¢ = (¢!, ..., 9", .. .)T are the probabilities of the initial states and e’ is the j** unit vector.[]

Importantly, transition probabilities can be used to compute the expectation of any arbitrary func-
tion acting on a Markov chain.

THEOREM 2.27. Let X = (Xy),or be a discrete, real-valued Markov chain with transition matriz P
and initial distribution ¢. Then for any summable function f,

E[f (Xm)] = (P"¢)
where £ (z) = (f (x1),.... f (xw),...)" for any x = (x1,...,Zm,...) € R®.

PROOF. Given a summable function f acting on a random variable Xy : (; F) — (E; &), its
expected value is

E[f (Xo)] = / £ (o) dP.

In particular, when the sample space is discrete the expected value is simply the probability weighted
average of the observable outcomes in the state space, or

E[f(Xo)] =) f(a:)¢

i€S
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where ¢ := P (Xy = x;) with z; € E for all i € S. Then the conditional expectation of f given Xj
at the m** time step is

E[f (Xm) | Xo=ai] = Y f(@)P(Xp =25 | Xo = 7)

Then using the properties of conditional expectation (c¢f. Theorem 1.59)
E[f (Xm)] E[E[f (Xm) | Xo = xi]]
i€s

= (P"f)" ¢.

O

2.4.2. Transition Probability Functions. As was seen above, a Markov chain is com-
pletely characterized by its initial distribution and its transition matrix. This can be extended
to continuous-time processes as follows.

For the following discussing, all Markov processes are assumed to be continuous-time processes on
some filtered probability space (2, F, F,P).

Motivation. Assume X = (X (t)),cr is a real-valued Markov process. Then for any s,¢ € T such

that s < t, by the Markov property
P(X(t)eB|Fs)=P(X(t)eB|X(s)=x) (foranyxe€R,BeB).

This can be interpreted as the probability that the process will be in the set B at time t after
starting at x at time s. This suggest defining a transition probability for a continuous-time Markov
process as

pst (2, B) =P (X (t) e B| X (s) =x).

NOTATION. The transition probability is commonly expressed as p (x, s, B, t) to emphasis that it is
function of the starting and ending times s and ¢ respectively. U

Now, consider the probability of the processing ending up in the state B € B at time t + r after
starting at © € R at time s € T for some reasonable time r, or

P(X(t+r)eB|X(s)=x).

Given what we learned from discrete-time Markov chains, it seems reasonable that this can be
computed using the Chapman-Kolmogorov equation. In other words, we first consider all paths
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stopping at time ¢ which started at x at some initial time s and then consider all the paths that
start at time ¢ and end up in B at time ¢ + r, or

P(X(t+r)eB|X(s)=2x) = /R]P)(X(T)EB|X(t):y)IP’(X(t):dy\X(s):x)

= /pt,r (y, B) DPsit (% dy) .
R

Recalling that ps ;1 (x, B) =P (X (t +r) € B|X (s) = z), this gives the continuous-time Chapman-
Kolmogorov equation

poser (0.8) = [ pur (0.3 pus o).
R
Further, it follows that for some “nice” real-valued function f on

Ef(X(@®)[X(s) =2] = / f(y) P (dy)
(s)=2}
(2.4.5) = /f P(X edy|X(s)=x)
= /]R f @) pss (2, dy) .

In particular, letting p; := po,
pi (2, B) =P(X (1) € B| X (0) =0)

and

(2.4.6) E[f (X (1) X (0 /f ) pr (2 dy)

NoTATION. I will typically use the following notation for such conditional expectation throughout
the sequel

E= [ (X O] :=E[f (X (@) | X (s) = ]

and, in particular,

E*[F (X @)]:=E[f (X (1) | X(0) = 2].

This is formalized as follows. O

DEFINITION. Given some fixed ¢ € T and filtered probability space (2, F, F,P), the function p; on
R x B is called a transition (probability) function if

(1) pi (x,-) is a non-negative measure on B such that p; (x,B) < 1for allz € R and B € B
(i.e. pr: R x B —10,1]);
(2) p: (-, B) is a measurable function for all B € B;
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(3) po(x,-) =9, (+) for all x € R; and
(4) For any t,s € T,B € B, and x € R

Prs (2, B) = / pr (4, B) ps (. dy).

Further, if p; (-,R) = 1, then p, (-, -) is called a Markov transition probability function.

REMARK. A transition probability function is also commonly called a transition kernel. The
reason will become clear shortly (cf. remark on the following page). U

REMARK. All transition probability functions discussed in this paper will be Markov. Hence, they
will be referred to simply as transition probability functions. 0

DEFINITION. If a Markov process admits a family of transition probability functions {p: (-, -)},cr
it is said to be a Markov process with transition probability functions {p;}, ;.

REMARK. All of the Markov processes of interest in this paper admit a family of transition probabil-
ity functions. For an example of a Markov process without a family transition probability functions,
see Cinlar [14, pg. 416]. O

Given these definitions, it seems reasonable to ask: (a) under what conditions do Markov processes
admit transition probability functions? (b) is it possible to construct a Markov process from a family
of transition probability functions? and (c) does a family of transition probability functions uniquely
characterize a Markov process? The following results help answer these questions the first of which
follows directly from the definitions and the motivation above.

THEOREM 2.28. Let X = (X (1))
function p; defined as

pe(x,B)=P(X(t) e B| X (0)=2) (foranyzeR,BeB, andteT),

et be a real-valued Markov process. Then for a fized t € T, the

s a transition probability function.

In turns out that a Markov process is completely determined by its transition probability functions
which is proved in Stroock (cf. [80, pg. 84]).

THEOREM 2.29. The distribution of any Markov process is uniquely determined by its initial distri-
bution and its family of transition probability functions.

As in the case of Markov chains, I will generally be concerned with time-homogeneous transition
probability functions in the sequel.

DEFINITION. Let X = (Xj),or be a real-valued Markov process with transition probability func-
tions {p},cp. If the transition probabilities are independent of time for all # € R, B € B, or, for
any suitable r

Ps,t ({L’, B) = DPs+rt+r ([E, B) (fOI‘ any s,t € T) )

it is said to be teme-homogeneous.
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The next result follows directly from (2.4.5).

THEOREM 2.30. Let X = (X (t)),cr be a real-valued Markov process. Then for any summable
function f and any s,t € T such that s <t andt+s €T

B> [f (X (t+5) /f ) pa (2, dy)

In particular, when s =0
B £ (X 0)) = | £)mio.dy).
R
If the process is time-homogeneous, then

B2 [f (X (t + 5)) /f ) pe (., dy)

EXAMPLE. Let X = (X (1)), be a real-valued Gaussian process with mean x and variance ¢. Then
for each 0 <t € T and B € B, X (t) has the conditional distribution

_- z>2
P{X(t)e B| X(0)=x}=
XweB|xO=a-——/
Therefore, I can define the transition probability function for each time ¢t € T as
_ ; _ (= 96)

(2.4.7) {pt (2.B) = 7w Jpe dy

po(x,B) =6,(B).
Hence, for f sufficiently smooth,

(

2.4.8 E*[f (X (1)) = e 0<teT).
(2.48) X =—= [ I O<teT)

In particular,

E*[X (1)]

1 o y—z
:\/%/ ye( dy (0<teT).
O

Z2 .
REMARK. The function, ¢ (z,t) = ﬁe*ﬁ for 0 < t < oo, is known as the Gaussian kernel
or heat kernel and is the fundamental solution of the heat equation (cf. Section 4.1). As such,
(2.4.8) can be written is terms of convolution, or, for 0 <t € T

EE[f (X (1) = @(,0)%f(2)
_ / £ @) ® (y— 1) dy

1  w-=)?
— ﬂ_m/ f ) ey,
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In the case of real-valued processes, it is natural to define the transition distribution function as
follows.

DEFINITION. Let X = (X (1))
for all ¢ € T defined as

1 be a real-valued Markov process. Then the function p; on R x B

pe(z,y) =P(X(t) <y | X(0)==x) (forz,yeR)
is called a transition distribution function.
In the case that the distribution admits a density as above, we can define probability of transitioning
from one state to another in terms these densities as follows.
DEFINITION. Assume that X = (X ()),.r is a real-valued Markov process with transition proba-

bility functions {p;}. Then, if it exists, the function p; defined for each ¢t € T as

d
Pt (QJ;ZJ)Id_ypt(x’y) ($>y€R)

where
pela,y) =P (X (1) <y [ X(0) =)
is called the transition density functions of X and is denoted as {p;},cr.

REMARK. [t is easy to show the transition distributions and transition densities have the semigroup
properties using the previous results for transition probability functions. 0

EXAMPLE. Let X = (X (t)),cp be a Gaussian process with mean x and variance ¢. Then for any
0 <t e T, it has transition distributions

1 ® (y—o)?
2.4.9 T,Y) = e 2

and transition densities

pt($;y> = \/2_7'(75
L]

REMARK. While transition probability functions completely determine a Markov process (cf. The-
orem 2.29), as we shall see in the sequel, in most cases, explicit formulas for transition probability
functions8 to do not exist since they are solutions to general PDE. As such, they are generally not
a useful computational tool. O

2.5. Brownian Motion

Brownian motion is the “nicest” stochastic process in many ways and it is the bedrock of modern
continuous-time finance. On the other hand, while continuous, it is extremely erratic. In fact,
Brownian motion is so erratic that it is nowhere differentiable almost surely (c¢f. Theorem 2.40). 1
will only present a somewhat superficial treatment of a very rich subject here. See Karatzas and
Shreve [51] and Morters and Peres [61] for a much more complete discussion of Brownian motion.
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For this section, assume that (2, F, F,P) is some filtered probability space with usual conditions
and that all stochastic processes on (€, F, F,P) are admissible. Further, assume that T is some
bounded time index.

Motivation (Symmetric random walk as a proxy for Brownian motion). So far, we have seen that
symmetric random walks have a number of attractive properties that are well suited to pricing
financial instruments in a discrete setting. In particular, for a symmetric random walk S = (Sk),cp
generated by a family of i.i.d. random variables {Xj}rer where X ~ N (0,1) for all k € T, we
know from the Discrete-Time Martingales motivation starting on page 79

(1) S ~ N (0,k) for all k € T;
(2) S is a martingale; and

(3) S is Markov.

Additionally, the increments of a symmetric random walk defined as

Sy — S for any k,l € T with [ < k

possess a number of important properties as well. For instance, we also know the increments of a
random walk are random variables with mean zero since, for any k,l € T with [ < k,

E in] _iE[XJ] =

Additionally, they have variance k — [ since

E[S, — 5] =

Var [S;, — S;] = Var

k k
ZXj] = Var[Xj] =k -1
j=l j=l

Hence, the increments are normally distributed with mean zero and variance k — [ (i.e. Sy — S} ~
N (0,k —1)). Also, the increments are independent since, for any m,r € T with r < m,

P(Sk =518 = S) = P(Zk:Xj|Zm:Xj>
= zk:P (Xj | i&')
- iIP’(Xj)]P’ (i Xj> (X; are i.i.d.)

—<)()

= P(S,—S)P
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Lastly, it is clear that E[Sy_;] = E[Sx — Si] and Var [Sy—;] = Var [S, — Si]. Therefore, the incre-
ments are also stationary since the distribution of normal variable is completely characterized by
its first two moments.

Given this, it seems reasonable to ask if a continuous-time process with these properties exists. I
will begin with a formal definition of such a process. O

DEFINITION (One dimensional Brownian motion). The F-adapted, real-valued stochastic process
W = (W (t)),r is called a (one-dimensional) Brownian motion (centered at xo € R) (a.k.a.
a Wiener process), if

(1) W(0) = ;

(2) The map t — W (¢) is continuous a.s. (continuous sample paths);

(3) For all times 0 = tg < t; < tg--- < t; such that t; € T for all k, the increments
W(te) , W (t1) =W (to),..., W (ty) — W (tx—1) are independent (independent increments);
and

(4) For each s,t € T such that 0 < s < t, the increment W (t) — W (s) is a normal random
variable with W (t) — W (s) ~ N (0,t — s) (Gaussian stationary increments).

If o = 0, the process is said to standard Brownian motion.

Brownian motion can be extended to n-dimensions in the natural way.

DEFINITION. The m-dimensional, real-valued stochastic process

W= (W'@),..., W™ (t)

teT
is called a (m-dimensional) Brownian motion (centered at r, € R™ ) if W* is a one-
dimensional Brownian motion started at xy-e; where e is the k' unit vector.

NOTATION. A one-dimensional Brownian motion is often said to be linear. A two-dimensional
Brownian motion is often said to be planar. O
Using the above definition, it is easy to determine first two moments of Brownian motion.

THEOREM 2.31. Let W = (W (t)),er be standard Brownian motion. Then W (t) is a Gaussian
random variable for all t € T such that

W (t) ~ N (0,1).

PROOF. By definition, for any s,te T with s <,
W(t)—W(s) ~N(0,t—s).

In particular, this true for s = 0. Since W (0) = 0,
W(t) ~ N(0,t).

96



COROLLARY 2.32. Let W = (W (t)),or be standard Brownian motion. Then for any s, t€ T,
Cov [W (), W (s)] =t As.

PROOF. For any s,t€ T such that s <,
Cov [W (1), W (s)] = E[W (&) =E[W@)])(W(s) —E[W (s)])]
= EW @)W (s)] (W(') N (0,1))
= E[W(s)(W(t) = W(s)) + W?(s)]
= E[W(s)(W({) - ( ))] +E [ (s)]
= E[W?(s)] (mdependent increments)
)

= Var[W (s)] =

0

As will be shown shortly, the first two moments completely characterize standard Brownian motion
since it is a Gaussian process (cf. Corollary 2.34).

Motivation. The fact that the increments of Brownian motion are Gaussian provides a clue regarding
an important property of its “derivative”. Assume s,t € T with s <¢. Then

E[(W(t)—W(s)?] = E[W2(t)—2W (t) W (s) + W2 (s)]
= E[W?*(@t)] —2E[W (t) W (s)] + E [W? (s)]
= t—254+s=t—s.

Now, it can be shown that if X is Gaussian, E [X*] = 3Var [X]” by direct calculation using charac-
teristic functions (c¢f. (1.9.1) and Theorem 1.70). Hence,

Var [(W (1) = W (s)))] = E[W(t) =W (s)'] —E[(W (t) = W (s))*]”
= 3Var[(W(t) - W (s))]2 —(t— 3)2
= 2(t—2s)

In other words, as the increments get smaller, their variance is very small. This suggests ast—s — 0

(W (1) =W ()" =E[(W () =W (s))*] =t —s

or

AW (t) dW (t) = dt.

While intuitive, this argument is, in fact, incorrect. It will be shown that Brownian motion is simply
too erratic for such a result to hold. However, it does provide some motivation as to an important
result proved below (cf. Theorem 2.40). O
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2.5.1. Existence. While such a process clearly has a number of very attractive properties,
proving the existence of Brownian motion is non-trivial. In fact, there are several ways that give
deep insight into the nature of Brownian motion and its generalization (for a good discussion of one
such method due to Lévy, see Morters and Peres [61, ch 1.1|. Given the importance of random walks
in the numerical calculation of price processes, I have chosen an existence proof in which Brownian

motion is seen to be the limiting process of symmetric random walks. The proof generally follows
Shreve[76, Ch. 3.2] and Cox [17, Ch. 5.2|.

Motivation. Let be S = (Sk),cp @ symmetric random walk driven by with the coin flipping process

X = (Xi)per and assume that I will flip the coin over some finite, discrete time horizon, T =

{0,1,...,T}. Further, assume the time step is constant (say equal to one) and the wealth step size

is also constant and equal to £1 (i.e. X} = £1 for all k € T).

Now, I can construct a new random walk S = (§k> by rescaling the time step (i.e. flipping the
kET

coin more or less often in the same time span). If I want to ensure that the new random walk has
the same variance as the original, I will also have to rescale the wealth step size to account for the
change in the time step. Specifically, for some fixed m € N,

S =1/ mSum.

To see this, recall that since the X ~ N (0,1) and i.i.d., then

k
Var (Sy) = E[X7] =) X7 =kX}
i=1

(cf. 2.3).

However, in the case of scaled random walk, I have to toss the coin m more often to reach time k.
Hence, its variance is given by

mk
Var (S ) = E [X2] = > X7 = mrX?.
=1

Therefore, in order to have the same variance

. . 1
mkX; = kX7 = X; = —X.
1 1 1 \/ﬁ 1
Consequently, if the coin is tossed m times as often, in order to have the same variance, we will
have to reduce the wealth step size by factor of 1/y/m. In other words, for scaled random walk

~

S = <§k> with the time step 1/m, then the rescaled random variables must be of the form,
keT

% 1
However, such a process is not a good candidate for Brownian motion since it is still discrete and
Brownian motion is continuous (albeit still highly erratic). Therefore, I can use linear interpolation

between the times at which I flip the coin to create piece-wise continuous increments. Letting

98



wm) — (W]gm)) be such a rescaled random walk with continuous increments, the hope is that
keT

W™ — W as m — oco. This is formalized as follows. ]

DEFINITION. Let be S = (Si),cr @ symmetric random walk driven by the process X = (Xj),crp
where X ~ N (0,1) for all £k € T. Then for any ¢ € [0,7] and some positive integer k € T, define
the process W™ = (W™ ()),cr
1
W () = { Vm

Sime) (14 ([mt] — mt)) + Spg+1 ([mt] —mt) (mt # [mt])

St (mt = [mt])

7

where “[-]” is the “largest integer” operator.

Such a process is said to be a scaled symmetric random walk.

To see that a such a process is a good approximation for Brownian motion, note that it is continuous
by construction. Additionally, at each time that mt = [mt], the process is a symmetric random
walk so it is a martingale and Markov. Moreover, its is Gaussian with stationary, independent
increments (cf. 2.5).

To see this, fix m € N and let ¢ € [0, 7] such that mt = [mt]. Then

E [W (1)] = \/—%E (S) = 0

and
Var (W™ (¢)) = Var LS ¢ :i\/ar (Spt) = t.
vm ™" m "

As for increments, fix m € N and let {0 =ty <t; <--- <ty =T} be a partition such that mt; =
[mt;] for 0 < j < k. Then for any 0 < j <i <k,
P (WO (1) = W (&) | WO (t540) = WO (1))

1
- E]P) (Smti+1 - Smti | Smtj+1 - Smtj)

1

= E]P (Sm - Smtl) P (Smtj+1 o Smtj)

= P (WO (t330) = WO (1)) P (W (t55) = W (1))

Hence, the increments are independent. Additionally, they are stationary since, for any 0 < s <
t < T such mt = [mt] and ms = [ms]

E (WM () —wim (s)) = E (Spt — Sims) = 0.

1
Jm
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and

Var (W(m) (t) — Wi (s)) = Var <L (St — Sms)>

In fact, scaled symmetric random walk has all the properties of Brownian except that it is not
Gaussian for any finite m. While it is Gaussian at each time mt = [mt], due to the piece-wise linear
increments, scaled symmetric random walks are still too smooth compared to Brownian motion.
Fortunately, it is possible to show that the limiting process of a scaled random walk is, in fact,
Brownian motion. Here, I will rely on the following results which are proved in Durrett (cf. [23,

pg. 355]).

LEMMA 2.33. Let W = (W (t)),cr be some stochastic process such that for any w € €2, the mapping
t — W (w,t) is continuous for t € T. Then for any partition {0 =ty <ty - <t, =T}, the
following statements are equivalent.

(1) The increments W (tg41) — W (tx) ~ N (0,tg11 — tg) and are independent for 0 < k < m;
(2) The random variables W (to), ..., W (tn) are jointly normally distributed with mean zero
and covariance matriz > where

Ei’j =1; N\ tj.
The next result follows immediately.

LEMMA 2.34. A continuous Gaussian process with the covariance matriz X9 = X9 = t; A t; is
Brownian motion.

Therefore, in order to prove that scaled random walk converges to Brownian motion, I only to show
that limiting process is Gaussian. For this, I can turn to the following well-known result which is
proved in Shreve [76, pg. 89-91].

THEOREM 2.35 (Central limit ). Let W™ = <Wt(m)> be a scaled random walk centered at zero.

teT
Then for any fized t € T ©
lim W™ ~ N (0,t).

m—r0o0

Using the above the results, I have shown that scaled random walk, indeed, converges to Brownian
motion.
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THEOREM 2.36. Let W™ = (W™ (1))
W = (W (t)),er defined as

et be scaled symmetric random walk. Then the process

W (t) == lim W™ (t) (for each t € T)

m—0o0

1s standard Brownian motion.

2.5.2. Simple Invariance Properties of Brownian Motion. The following results are anal-
ogous to properties of scaled symmetric random walk derived above (cf. definition on page 99).

THEOREM 2.37 (Scaling invariance). Let W = (W (t)),or be standard Brownian motion. Then for
any reasonable o > 0, the process B = (B (t)),cq defined as
1
B(t) = —=B(at
(1) = =B (o

15 also a standard Brownian motion.
The following result is another form of Brownian motion scaling which follows directly from the

above result.

COROLLARY 2.38 (Time inversion). Let W = (W (t)),.p be standard Brownian motion. Then the

process B = (B (t)),cp defined as

teT

mo=fo

18 also standard Brownian motion.

2.5.3. Sample Path Properties of Brownian Motion. The next results give some insight
into the regularity of Brownian motion which are proved in Morters and Peres [61, pg. 18 and 21]
respectively.

THEOREM 2.39. Let W = (W (t)),er be standard Brownian motion. Then W is (locally) Hélder
continuous for any modulus of continuity 0 < v < 1/2, or, for some constant C,

W (t)—W(s)| <Clt—s|" (fors,teT).

THEOREM 2.40 (Paley, Wiener, and Zygmund theorem). Let W = (W (t)),.r be standard Brownian
motion. Then W is nowhere differentiable almost surely.

2.5.4. Quadratic Variation. Given the two results above, Brownian motion, although con-
tinuous, is extremely erratic indeed. However, my hope is to develop a calculus for price processes
driven by Brownian motion and it would appear the standard notions of integration and differenti-
ation do not apply given the extreme volatility of Brownian motion.

To better understand the problem, it is worth looking into the regularity of Brownian motion a
little more deeply. I will begin by examining Brownian motion in the context of its variation.
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Motivation. Consider a scaled symmetric random walk as a proxy for Brownian motion since it
has many of the same properties. A natural question is: how regular is the typical path of such a
process? One way to measure this is to look at the length of a path over some fixed time: the longer
the path over a given time span, the more erratic the process. Since each increment of the path is
piecewise linear, it seems reasonable to measure volatility in terms of the sum the Euclidean length
of the increments of the path. Such a measure of volatility is known as the variation.

REMARK. Variance is another a measure of the volatility of a stochastic process. However, unlike
variation which depends on the entire path of the process up to some time ¢, variance depends only
the value of the process at time ¢t and is not suited for our purpose. 0

In order to define variation, assume that f is some differentiable function on a bounded interval
[0, 7] with some partition (0 =ty <t; < --- <ty =T). Then by the mean value theorem (cf. [78,
pg. 193]), for all 0 < j < k — 1, there exist some point ¢; < 7; < ¢, such that

) = f (1) = [ (1)

i1 — 1

< 00

since f is differentiable on [0, 7).

Now, t;41 > ¢; for all 0 < 57 <k — 1. Hence,

|f (tir1) — [ ()]

(2.5.1) |f ()| = < 00.
i1 —
Then after rearranging terms
k—1 k-1
(2.5.2) SO ) = FE) =D 1 ()] (b — 1)
j=0 j=0

Taking the limit as the mesh size goes to zero, the right-hand side is a bounded Riemann-Stieltjes
integral (c¢f. |66, Ch. 3.4]). Hence,

=
=
S
+
=
~—

|
~
=~

Il

T
/0 (1)) dt < oc.

Upon inspection, the left-side is a measure of the length of the graph of f which is captured in the
following definition.

DEFINITION. Assume that f is a real-valued function on some bounded interval [0,7]. Then for
some partition [1 = (0 =ty < t;--- < ty =T), the (first) variation of f on [0,T] relative to II,
denoted as Vr (f,II), is defined as

k—1

Ve (£10) =) |f () — £ ()]

§=0
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Now, let {II} be the collection of all finite partitions of [0,7]. Then f is said to have bounded
variation if

Vr(f) = s{lél})VT (f,1I) < 0.

Vr (f) is called (first) variation of f on [0,T] (a.k.a. total variation) and the collection of all
such functions is denoted BV (0,7) (i.e. BV (0,T7) :={f:[0,7] — R | Vr (f) < o0}.)

The following result, which is proved in Pascucci (¢f. |66, pg. 129]), provides a convenient way to
compute the first variation of a function.

THEOREM 2.41. Assume that fe BV (0,7) N C(0,T) for some bounded interval [0,T] with the
partition 1= 0=ty <t;--- <ty =T). Then

Vo (f) = lim Vy (f,11).

|TT|—0

While the first variation may be good measure of the volatility of a differentiable function, it is
not suitable for Brownian motion since it nowhere differentiable by the Paley, Wiener, Zygmund
theorem (c¢f. Theorem 2.40). This gives rise to the second measure of volatility, quadratic variation.

DEFINITION. Assume that f is a real-valued function on some bounded interval [0,7]. Then for
some partition Il = (0 =ty < t;--- <ty =7T), the quadratic (second) variation of f on [0,T]
relative to 11, denoted as V2 (f, 1), is defined as

k-1
VE (LI =) 1 (t) = £ (1)1

§=0
Now, let {II} be the collection of all finite partitions of [0,7]. Then the quadratic variation of
f on [0,T], denoted as V2 (f), is defined as

VI (f) = supV7 (f,10) .
{11}

We can use this definitions of these definitions of volatility to characterize continuous-time deter-

ministic functions. First, I need the following lemma.

LEMMA 2.42. Assume that f € BV (0,7)NC (0,T). Then f is uniformly continuous on [0,T].

PROOF. Assume that f € BV (0,7) N C (0,7) and choose j such that 0 < j <k — 1. Then for
any € > 0, there exists some ¢; such that for t;11 —¢; <,

|f (tjs1) — ()] <e.

Taking ¢ = |II| = 0<m<ilrcl 1(5j, then f is seen to be uniformly continuous. O
<j<k—

Using this lemma, it is possible to show that continuous functions with bounded variation have zero
quadratic variation.
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THEOREM 2.43. Assume that f € BV (0,7) N C (0,T). Then VZ(f) = 0.

PROOF. Assume that f € BV (0,7)NC (0,7") on some bounded interval [0, T'] with the partition
M=(0=ty<t; <--- <ty =T). By the above lemma, f is uniformly continuous and for any finite
e > 0, there exists 6 > 0 such that, for 0 < 7 <k —1

|f (ti) = f ()l <e

Therefore,

=
&
¥
kh
=~
T
AN

oS Uf o)~ 1 1)
< eVr(f) <

since f has bounded variation. Therefore,
k—1
lim > |f (t1) = f (1) = 0.
=0
Since this true for any partition, VZ (f) = 0. O

The concept of quadratic variation can be extended to stochastic processes as follows.

DEFINITION. Assume that X = (X (¢)),co 7 is an admissible process on some filtered probability
space (2, F, F,P) with the usual conditions. Then for some partition (0 =ty <t; < --- <ty =1)
where t € [0, 7], the quadratic variation of X on [0,t], denoted as[X] (¢), is defined as

] —hmZ\thm X (w, 1)

k—o00
where w € Q x [0, ] is some fixed path.

REMARK. Although the notation ignores the dependency of quadratic variation on the path, the
quadratic variation is path-wise property which measures the volatility along a specific path. 0]

Motivation. Given the above discussion, a scaled random walk should be in BV (0,7") N (0,7) if
its first variation is finite and its second variation is zero. Thus, for some fixed £ < oo, select a
partition {0 =ty <t; < --- <ty =T} such that mt;=[m¢t;] for all j =0,..., k. Then

1
(m) - = _
Z| -W ( ))‘ B mj:1|(smtj Smtjfl)}
1 mig
= = (S5 = Sj-1)|
Jj=mt1
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Since Sj - Sj—l = Xj = +1 for all j,

i!(mm) (t;) =W (t;4))| = V%J%mt o

= Vmty = /mt.

Therefore, V; (W(m)) — 00 as m — Q.

As for its second variation, by definition,

1 k
DI (1) = W (1)) © = o > 1Sty = Sty |
j=1 j=1

1 mtk

Again, S; — S;_1 = X; = %1 for all 7,

k miy

SO 1) - W ) = S K ==t

j=1 Jj=mt1

Therefore, [W™] (t) =t for all m.
U

The following result confirms that, in fact, the quadratic variation of Brownian motion is non-zero
almost surely. It is proved in Shreve [?, pgs. 102-103|.

THEOREM 2.44. Let W = (W (1)),cjoq be standard Brownian motion. Then [W](t) =t for all
t€[0,T] a.s.

COROLLARY 2.45. Let W = (W (1)),cpo.r) be standard Brownian motion. Then W on any interval
[0, T] has infinite total variation a.s.

PROOF. Assume that{0 =ty < t; < --- < t; = t} is a partition on [0, t] where ¢ € [0, 7] and that
W = (W (1)) (o7 Is standard Brownian motion. Now, assume that V, (W) < co. Since [W](t) = t,
then for any path a.s.

k—1 k—1
Z(W (wvtj+1> _W(wvtj))Q < sup ‘W<w7tj+1) _W(wutj)|2|w(w7tj+1) _W<w7tj)|
=0 0<j<k-1 =0
< sup W (w,tjp1) — W (w, t;)| Ve (W).
0<j<k—-1
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Now,
k—1
Lm D (W (@, tean) = W (w, )" = W] () = T
§=0
On the other hand, since W is continuous,

T [ (@, t501) = W (@.8)] =0 (0< 5 <k—1)
—00
which is a contraction and V; (W) < oc. O

Above, I showed that the variance of standard Brownian motion is also equal to ¢ (¢f. Theorem 2.31).
However, quadratic variation is a path-wise property while variance is a statistic averaged over all
paths up to time t. Hence, they capture different properties of Brownian motion. The following
corollary is trivial, but helpful since variance is often easier to compute than the quadratic variation.

COROLLARY 2.46. Let W = (W (t)),or be standard Brownian motion. Then
(2.5.3) Var [W ()] = [W] (¢).

This suggests the following definition.

DEFINITION. Assume that X = (X (¢)),c/o 7 and and Y = (Y (?)),cyp are two real-valued stochastic
processes on some filtered probability space (€2, F, F,P) with the usual conditions. Then for some
partition (0 =ty < t;--- <ty =t) wheret € [0, 7], the covariation of X and Y on [0,t] is defined

Y1) = Jim D (X (@rty) = Xep ) O (0, 100) = ¥ (@11)

where w € Q x [0,¢] is some fixed path.

NoTATION. The symbol [, -] indicates that covariation is a bilinear form. U

2.5.5. Brownian Filtration. Earlier, I defined the standard filtration of a stochastic process
to ensure that it satisfied the usual conditions (¢f. on page 62). The following result, which is
proved in Pascucci [66, pg. 118-120|, shows that in the case of Brownian motion, the standard
filtration is simply the augmented, natural filtration.

THEOREM 2.47. Let W = (W (t)),.r be a standard Brownian motion with respect to some filtration.

Then the filtration FW = (]_—tw)

teT

rer IS equivalent to its standard filtration if

(2.5.4) FY=o (Y UN)

where N is the collection of negligible sets and ]:"J’Vz's the natural filtration of W satisfying the usual
conditions.

DEFINITION. Given a standard Brownian motion W = (W (t)),cr , the filtration defined in (2.5.4)
is called Brownian filtration.

106



2.5.6. Other Properties of Brownian Motion. Given that fact a symmetric random walk
is a martingale and Markov. It makes sense to expect that Brownian motion is as well. This is
captured in the two following results.

THEOREM 2.48. Let W = (W (t)),cr be a standard Brownian motion. Then W is a martingale.
PROOF. Let W = (W (t)),cr be standard Brownian motion and let F' = {F;} be its standard

filtration. Then recalling the properties of conditional expectation (Theorem 1.59) and the fact that
W (t)—W(s) ~N(0,t —s), for s,t € T with s <t

EW (@) | F] = EW({)-W(s)+W(s)|F
— E[W () - W (s) | F]+E[W (s) | )
= E[W (@) —W(s)]+W(s)
= W (s) (Gaussian increments)
U
COROLLARY 2.49. Let W = (W (t)),or be standard Brownian motion. Then W is Markov.

PROOF. Let W = (W (t)),.r be standard Brownian motion and let ' = {F;} be its standard
filtration. For s,t € T with s <,
E[W () | Fs] =W (s)

since Brownian motion is a martingale. Additionally, by assumption Fy; = o (W (r) |0 <r < s)
and
E[W (@) | W(s)]=W(s), (fors<t).

Hence, E [W (t) | Fs] = E[W (t) | W (s)] and Brownian motion is Markov by Theorem 2.20. O

In fact, the following stronger result holds which is proved in Mérters and Peres [61, pgs. 43-44].

2.5.7. Correlated Brownian Motion. Typically, the sources of risk in a financial market
are expressed in terms of m-dimensional Brownian motion. In other words, the randomness of the
price of any financial instrument trading in the market is described by m independent sources of
uncertainty (i.e. risk), each driven by an independent Brownian motion. Mathematically, this is
captured in the concept of correlated Brownian Motion.

DEFINITION. Two standard Brownian motions W and B are said to correlated with the correla-
tion (factor) p such that |p| < 1if, forallt € T

(W,B](t) =pt (forallteT).

If p = 0, the Brownian motions are said to be independent.
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Motivation. Let W' = (W' (t)),cr and W? = (W?(t)),.p be independent, standard Brownian
motions. It is possible to construct a new Brownian motion W3 = (W3 (t)),_ defined as

W3 () = pWh(t) + /(1 — p2)W?(t) (fort € T)
such that W' and W? are correlated Brownian motions with

(W W3] (t) = pt.

teT

To show that W? is a standard Brownian motion, recall that a continuous Gaussian process with
covariance matrix X of the form

Y =t;At; (forany 0 <i,j <k)

is a standard Brownian motion (c¢f. Corollary 2.34). Now, W? is continuous and W? (0) = 0 since
W' and W? are standard Brownian motions. Additionally, for any s € [0, ¢]

E[W?(s)] = E[oW'(s)+ /(=AW (s)]
= pE [W'(s)] + /(1 = p*)E [W?(s)]

= 0.

Further,
Var [W?(s)] = Var [le (5) + /(1 — p2)W? (s)}
= p*Var [W'(s)] + (1 = p°) Var [W? (s)]
= pls+ (1 — p2) s

= S.

Hence, W3 (t) ~ N (0,t) for all t € T.

Also, by Lemma 2.33, W3 has Gaussian, independent increments. Given this, I can compute the
covariance of W3 for any s,t € T with s < ¢ since

Cov [WP (1), W (s)] = E[(W3(t)—E[W3(s)]) (W*(t) — E W3 (s)])]
)

= E[W? (@)W (s)]

= E[W*(s) (W () = W3 (1)) + W (s)°]

= E[W?(s) (W3 (t) = W3 (s))] +E [W?(s)’]
= E[W?(s) W3 (t) —W?3(s))] +s

= EW3(S)|E[(W (1) —W?(s))] +s

= s=58ANTt.

Hence, W3 is standard Brownian motion.
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Moreover, for any t € T

Cov [W'(t), W3 ()] = E [Wl () (le (t) + /(1 — P22 (t))}
= pE W' (t)*] + V(1 = p)E [W* (1) W2 (1)]
= pt++/(1—p?)E [W' ()] E [W?(¢)]
= pt.
This gives rise to the following result which can be extended to finite number of Brownian motions.

Importantly, this results shows that collection of m independent Brownian motions form a m-
dimensional vector space. U

THEOREM 2.50. Let {W'= (W' (t)),cp,..., W™= (W™ (t)),er} be a collection m independent
standard Brownian motions on the same filtered probability space. Then the process W = (W (t)),er
as

W(t):= ijWj (t) (forallt €T)
j=1
where Z;n:l p* =1 is standard Brownian motion.

PROOF. The proof follows from the above motivation and induction. O

The next result can be used to show that the price of a financial instrument can be uniquely
expressed in terms of the m independent sources of risk in the market.

THEOREM 2.51. Let {W?! = (W' (®)),ep,.... W™ = (W™ (t)),er} be a collection of m independent
standard Brownian motions on the same filtered probability space. Further, assume that W =

(W (t))ser is standard Brownian motion. Then there exvists a unique p = (p1s--- pm)" where
>ty p* =1 such that

W(t) := iijj (t) (forallteT).

1s standard Brownian motion.

THEOREM 2.52. Let W = (W' (t)),cr and W? = (W2 (t)),cp be correlated standard Brownian
motions such that
(W W?] (t)=pt (for allt €T)
where |p| < 1. Then there exists W3 = (W3 (t)),cq defined as
W) — e (1)
(1—=p%)

such that W' and W3are independent Brownian motions.

W2 ()

(forteT).
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PROOF. Let W' = (W' (t)),cr and W? = (W2 (t)),.p be correlated, standard Brownian mo-
tions such that
(W W?] (¢t) =pt  (forall t € T)
with |p| < 1 and define W? = (W? (t)),.p as
LW - oV ()

W3 (t) (for t € T).
(1=p?)
Clearly, W3 is continuous and W3 (0) = 0 since W' and W? are standard Brownian motions.
Additionally, for any s € [0, ],
1
E [W?’ (S)] = WE [W2 (S) — ,0W1 (S):|
1
Further,
1
Var [W? (s)] = = p2)Var (W2 (s) — pW' (s)]
1
— =) (Var [W? (s)] — p*Var [W" (s)])

(1= _
= S 1—p2 = S.

Hence, W3 (t) ~ N (0,t) for all ¢t € T. Moreover,

= —— (E[W' &)W (1)) — pE [W' () W' (1))
(1—=p?)

1
= —(1 —5 (pt — pt) = 0.

Then by Lemma 2.33, W' and W? are independent Brownian motions. O
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CHAPTER 3

Ito Calculus and Stochastic Differential Equations

In the prequel, I suggested that the price a financial instrument can be modeled by a stochastic
process whose graph is a path in space and time. Frequently, the paths of deterministic dynamical
systems are expressed as solutions to an ordinary differential equation (ODE). This begs the ques-
tion: can a stochastic process be expressed as the solution to an ODE is some meaningful sense?
Fortunately, the answer is yes. However, it requires a different type of calculus to make sense of
both the integration and differentiation.

The following discussion largely follows Evans [30, ch 1.1] which places stochastic differential equa-
tions (SDE) in the context of classical dynamical systems. For this chapter, assume that (Q2, F, F, P)
is some filtered probability space with the usual conditions and that all stochastic processes on
(Q, F, F,IP) are real-valued and admissible unless otherwise noted. Also, assume that the time
index set is a bounded interval T = [0, 7] with T < 0.

3.1. Motivation

Let 29 be some point in R™ and assume that x : [0,7] — R™ describes the position of a particle
at time t € [0,T] where T < co. Defining the state of the system to be the particle’s position and
velocity at any point in time, assume that it is governed by the following dynamics

x(t) =f t for0<t<T
. k(f) =f(x(1) (for0<t<T)
X (0) =X
where “7= — and f : R® — R" is a given smooth vector field representing the instantaneous

velocity of the particle. Then the solution to (3.1.1), if it exists, describes the evolution of the
system over time. This is a purely deterministic system whose graph is a path in R"™ x [0, 00).
Absence any external forces, by this equation, the system will evolve at the (instantaneous) velocity
f for all time.

[t seems reasonable to ask if there is a similar expression to (3.1.1) when randomness is added to the
system. In other words, if state of the system is stochastic, I should expect the position and velocity
to now be R"-valued stochastic processes, X = (X (¢)),o 7 and X = (X (t)) respectively,

te[0,T
that are governed by the above dynamics perturbed by some random process, or

{X@) =f(X(t)+&@) (for0<t<T)

(3.1.2) X0 =z
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where the last term accounts for the randomness that has been added to the system.

While intuitive, this equation is purely symbology unless the following mathematical questions can
be answered:

(1) What does “X” mean in terms of a stochastic process X and under what conditions is it
valid?

(2) What type of process is €7 Does it exist? And, what properties does it have?

(3) What does it mean for X to be a solution to (3.1.2) and is it, in fact, an admissible process?

(4) How does the solution of (3.1.2), if it exists, depend on the parameters xo and £ in terms
of existence, uniqueness, and reqularity?

To begin to answer these questions, (3.1.2) can be written as (again, symbologically)
d

X ) =X () +£(1).

Abusing the notation further, the stochastic version of (3.1.1) can be written as

{dX ) =f(X (1) dt+£&(t)dt

(3.1.3) X©) —s

where “dX” is called a stochastic differential.

Given this, it seems reasonable to say that the stochastic process X “solves” (3.1.3) if
t t
(3.1.4) X (t) = o —i—/ f(X(s))ds +/ £(s)ds (for any t € [0,7]).
0 0

Here, the first integral represents the deterministic change in position and presents no problem since
the integral is well-defined for all “nice” f despite the fact that X is a stochastic process. However,
the second integral represents integration of a stochastic process with respect to time, whatever that
may mean. Therefore, I will begin by exploring the properties of such an integral and its integrand.
This will involve a calculus for stochastic processes generally referred to as Ito calculus.

NOTATION. For the remainder of this chapter, I will denote to R™-valued stochastic processes simply
as X = (X ())sco.1- O

3.2. White Noise

Based on the heuristics above and given the numerous attractive properties of Brownian motion,
ideally, I would like to express the dynamics of a price process as the solution of an SDE of the
form (3.1.3) in which its stochastic behavior is modeled by Brownian motion. However, even though
Brownian motion has continuous paths, recall that it is nowhere differentiable by the Paley, Wiener,
Zygmund theorem (c¢f. Theorem 2.40). Hence, a true derivative in the traditional sense cannot exist.

In the following derivation, which follows Evans [30, ch. 3.2.3], I will show that the “derivative” of
Brownian motion is a “generalized” function in some negative Sobolev space (i.e. a distribution in
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the Schwartz sense). For simplicity’s sake, I will only consider the one-dimensional case. However,
the result can easily be generalized to higher dimensions by creating a white noise vector whose
components are one-dimensional white noise processes.

Motivation. Let me begin by naively applying the standard definition of a derivative to Brownian
motion, or

£(1):= W) (te0.T)
where T' < oo and W = (W (t))te[

difference for some fixed A > 0 gives

e ) = W IE h})L W orante0.7)).

0.1) 18 standard Brownian motion. Approximating this by a finite

Now, since W is standard Brownian motion, W (¢t + h) — W (t) is an increment for all ~ > 0. Hence,
for all h > 0 and t € [0,T]

W (t+h) — W (t)

E[¢" (1] —E ) -0
and
Var [¢"(1)] = E[&" ()]
_ %]E (W (t+h) — W ()]
_ % (standard normal increments).
Therefore,

limVar [¢" (t)] = oo (for all ¢ € [0,7])

h=0
and, thus, £ ~ N (0, 00).
Moreover, for s,t € [0, 7]

Cov [¢"(t),€" ()] = E[&"()€" (s)]

_ %E (W (t+h) — W () (W (s + h) — W (5))]

- %(E[W(t—kh)W(s—l—h)]—E[W(t‘i‘h)w(s)”
—E[(W (s+R)W ()] +E[W () W (s))])

= (W AR —(F ) As—tA(s+h) +1As).

Hence, for s <t —h

Cov [¢" (), €" (5)] = %[(s+h)—s—(s+h)+s]:0.
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Likewise, for s > t + h,

Cov [€"(t),&" (s)] = %[(t+h)—(t+h)—t+t]:0.

Now, for t — h < s < t,

Cov [¢(1),€" ()] = 25 l(s+h) —1].

Finally, for t <s <t+h

Cov [€ (1) € (5)] = 5[+ 1) ).

Therefore, the support of Cov [¢" (t),&" (s)] is the interval (t — h,t + h). Now, for fixed ¢ € [0, ]
and any s € [0,7] such that s # ¢ and any h > 0, Cov [¢" (¢),&" (s)] > 0. Moreover,

/0 Cov [¢"(1),&" (s)] ds = t Cov [€" (t) | ds +/ Cov [£"(t),£" (s)] ds

t—h
_ hi(/th((sqth)—t)der/t ((t+h)—s)ds>
1.

Now, for any fixed s,t € [0, 7], Cov [¢" (t),£" (s)] — oo as h — co. Hence, for fixed ¢ € [0,7] and
any s € [0, 7]

limCov [¢" () ,£" (s)] = 6; (s) .

h—0

In other words, the “process” £ = (£ (t ))tE[OT defined as
) =

¢ (t

is a stationary, “generalized” Gaussian process with independent point mass distributions at each
time ¢t. This suggest the following definition. 0

= hmf (t) forallte[0,T]

DEFINITION. A stochastic “generalized” process, { = (£ (¢)),c(o.r), 15 called white noise if

(1) £(t) is Gaussian with zero mean and infinite variance for all ¢ € [0, T']; and
(2) E[§(t)&(s)] =0, (s) for all ¢, s € [0, T].

NOTATION. Generally, white noise is denoted as dW = (dW (?)) (o 1)- O
3.3. The It6 Integral

As discussed above, modeling price changes in terms of an SDE seems like a natural extension to

a purely deterministic dynamical system adjusted to account for Gaussian randomness. However,

it is clear that by the Paley, Wiener, Zygmund theorem that standard calculus no longer applies
to stochastic processes driven by Brownian motion (¢f. Theorem 2.40). The standard approach
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in mathematical finance is to employ [té calculus to provide the necessary rigorous mathematical
foundation.

It6 calculus is a rich subject with many important results, many of which are outside the scope
of this paper. Fortunately, for my purposes, I will only need to present three key results from It6
calculus: the [td integral, Itd’s formula, and It6’s product rule. See Karatzas and Shreve [51] and
(Oksendal |65] for a more complete treatment of It6 calculus and stochastic calculus generally.

In constructing the It6 integral, my plan is to generally follow Evans [30, Section 4.2| which adapts
the construction of general integration under a probability measure as I did in the prequel (cf.
Section 1.4). Recall this started by first describing integration in terms of simple random variables
and then this was extended to admit random variables of greater and greater complexity .

As usual, I will begin with a number of definitions.

DEFINITION. Let I? (0,T) denote the space of all real-valued, progressively measurable, admissible
processes X = (X (1)o7 such that

T 12

where T' < co. Further, let L' (0,7) denote the space of all real-valued, progressively measurable
processes X = (X (1)),cp) such that

T
HXH]LI((),T) =E {/0 | X ()] ds} < 0.

DEFINITION. A stochastic process X = (X (t)),cjo 0 in L?(0,7) is said to be a step process if
there exists a partition {0 =, <t; < --- <t, = T} such that

X (t)=X; fort; <t<tj where j=0,...,m.

DEFINITION. Assume that {0 = #o <t <--- <y =T} be a partition and let X = (X (t)),c0.1) be

a step process in L? (0,7) on II. Then the It6 integral is the stochastic process I [-] = (I [-](t)),cp
defined as )
LIXT() = ) X5 W (tj40) = W (25))
=0

where X = (X (t)),c/op and ¢ € [0, T7].

NoOTATION. Typically, the explicitly dependence on the stochastic process is ignored and the integral

is simply denoted as
I(t):=1[X](t) (forallte]|0,T]).
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However, going forward, I will use the more familiar notation
t
/ X (s)dW (s):=T1[X](t) (forallte]0,T]).
0
O

As expected, this integral is independent of the partition and, therefore, is unique. The proof of
this result follows the same logic as the proof of Theorem 1.21.

THEOREM 3.1. Let {0 =ty <t; < - <ty =T} and {0 =s9 <ty <--- < s, =T} be finite parti-
tions of [0,T] and let X = (X (1));co7) be a step process in L2 (0, T) with respect to both partitions.
Then

k—1 -1
Z@z (W (tis1) W(tl))Zij (W (1) = W (1))
i=0 j=0
where
X(t)E(ll (fOTtZ§t<tl+1 thhZZO,,k‘)
and
X(t)Eb] (fOT'tJSt<t]+1 ’LUZth]:O,,Z)
Hence, fo s)dW (s) as defined above is independent of the partition and is therefore unique.

As defined above, such integrals have a number of important properties which are proved in Evans
[30, pg. 66-67|

THEOREM 3.2 (Properties of Ito integrals with step process integrands). Let X = (X (t)),c 7y and
Y = (Y (t))epor) be step processes in IL? (0,T). Then for any t € [0,T)

fo CLX )+bY(s) —afo +bf0 s)dW (s) (for any a,b € R);
<2> E s>}
(3) E (fo ())1_E[IOX2 )ds|; and
(4) E| X (s)dW (s) 1Y (s)dW ] [ Jix ds}

In order to extend this definition to general stochastic processes, the following result shows that
any process in L% (0,T') can be approximated by step processes whose proof is outlined in Evans
[30, pg. 68|.

THEOREM 3.3. Let X = (X (t)),co.r) be a step process in L2 (0,T). Then there exists a sequence of
bounded step processes X™ = (X" (1))epo.1y, Such that

E [/:\Xm (s) — X (s)]*ds| =0 (for anyt €[0,T]).

Using the above theorem, it is now possible to define the Ito6 integral for general stochastic processes.
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DEFINITION. Let X = (X (t)),c(0.1) be a stochastic process in L2 (0, T') approximated by a sequence

of bounded step processes X™ = (X™ (t)),c(o.r) such that E [fot | X™(s) — X (s)|2ds] — 0. Then
the stochastic process I [X] = (I [X] (1)o7 defined as

t

I'X](t):= lim [ X™(s)dW (s) (forallte|0,T])

m— 00 0

is called the indefinite Ité integral of X and is commonly denoted simply as I (-) where the
integrand, X, is understood.

NOTATION. Typically, the integral is denoted as

/OtX(s) dW (s) :=1(t) (foranyte€[0,7T]).

REMARK. From a finance perspective, the Ito integral represents the profit (or loss) of holding a
position of X up to time ¢ in a particular financial instrument due solely to price changes driven
by the Brownian motion. Moreover, it is non-anticipating since it is Fi-adapted for t € [0,7]. O

EXAMPLE. Let W = (W (t)),cjo 7 be a standard Brownian motion. Then for all ¢ € [0, T

t

/0 W (s)dW (s) = %WQ (t) — 3

To see this, let {0 =t§ <t} <--- <tk =t} be a partition of [0,] for any ¢ € [0,7] and define the

step processes W* = (W* (t))te[o 71 35
mg—1
WE) = D W () Ly ().
=0
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Then the W* approximate Brownian motion in I.? (0, T') since, for any ¢ € [0, T]]

E [/ W (s) —W(s)ﬁds] - E mZ/ (W ()~ W ()" ds
_E / i) - W@)zd;

- [ e -w ]

z [ v b ) - w

Jj=0 "7
mp—1 1 ) )
= 3 (30 - ) - - )
j=0
mp—1 1 ) )
= 2 5 () + (#a)) — itk
=0
1 mp—1 )
= 3 (t;ﬁrl—t?) — 0 as k — oo.
=0

Therefore, using the fact that W* is step function for each k, I can express the stochastic integral
of Brownian motion for any ¢ € [0,7] as

/OW(S)dW(s) = kh—>120 i Wk (s) dW (s)
331 =i W) (W () — W ().
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The following calculation will be helpful in what follows.

1 bl ) 1 kel 1zk—1 -1
32 V() - W) = 3T W) -3 W) - W W )
j:O J=0

lp—1 l—1

1 1
IS L - S w e e
j=1 =0 =0

1 1
= W (th) + W2 (1) + D W () = DoW () W (#.).
Jj=1 j=0

- %WQ () - %WQ (1) + 2 W2 (1) = 2_ W () W (5,4) -

But, ¢f =t and t§ = 0 for all k. Moreover, W (0) = 0. Hence,

- l—1
1 2 1
IS () - W ) = W) 07 () - W () - b
j=0 7=0
l—1 )
- _ZW (1) (W (£42) =W () = 52 ()
Therefore, rearranging terms
le—1 ] =
DV 60 ) = W (1) = 519 0) =5 3 0V 630) = W )"
=0
Using this expression, I can rewrite (3.3.1) as
t lp—1
. k: k
[weave - Jim X (8) (0 () =7 (4)
1 1=
= W) - 5 lim 2; (W (t51) =W (1)) 2
=
Recalling the definition of quadratic variation (cf. 2.5.4)
t 1 1
[ W@ aw s = 5w e - me
0
Since, [W](t) = t for standard Brownian motion (cf. 2.44)
! 1 t
(3.3.2) / W (s)dW (s) = 5W2 (t) — 3
0
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REMARK. Recall that for a real-valued, integrable, deterministic function f such that f (0) = 0, by

the chain rule,
/Of(S)d(f(S)) - /Of(S)f’(S)ds

12 t_12
= PO =570,

Hence, the extra term in (3.3.2) accounts for the fact that Brownian motion has non-zero quadratic
variation. 0

Under the definition above, an It6 integral possesses a number of very useful properties which are
proved in Pascucci [66, pg. 145-149|

THEOREM 3.4. Let X = (X (1)),cr be a stochastic process in L?(0,T). Then fo s)dW (s) is
a martingale and has a version that has continuous paths.

THEOREM 3.5 (Properties of It6 integrals). Let X = (X (1)), andY = (Y (t)),co.1) be stochastic
processes in 1.2 (0, T). Then for any t € [0,T]

(1) fot aX )+bY (s))dW (s) :afOtX(s)d +bf0 s)dW (s) a,beR (linearity);
(2) fX _ng(T)dW(T)—fosX W (1) forOSsgt;
(3) E fX<>dW<>}:o;

(4) E _<f0 X (s)dW (3))2} [fo X2 (s ds} (Ito’s isometry); and
(S)E:IJX(s)dW(s)fJY(s)d ] [fo s)ds].

4 is known as Itdé’s isometry since it is equivalent to

11 [X]HL?(Q) - ||XH]L2(O,T)‘
The following useful corollary is proved in Shreve |76, Page 134|

COROLLARY 3.6. Let X = (X (t)),c/o7) be a stochastic process in L2 (0,7T). Then for anyt € [0,T)

:/OtXQ(s)ds

REMARK. It6’s isometry and the above corollary describe the relationship between the quadratic
variation of the Itd integral and its variance. Since the expected value of an It6 integral is zero,

then for all £ € [0, 7]
ar{/OtX(s)dW(s)] _ E{/Otﬁ(s)ds]
E[[1[X]] (t)]
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Here, the quadratic variation is computed over a single path and, although it is bounded a.s. for
each path, it may vary path to path. Conversely, the variance is the average quadratic variation
over all paths. O

3.4. The Stochastic Differential

Recall above (cf. (3.1.4)) that if a R"-valued stochastic process X = (X (t)),c(o.z) could be written
as

X(t):X(O)—I—/Of(X(s))ds—i—/OE(s)ds (for any ¢ € [0,T])

where f is a smooth vector field and & is n-dimensional white noise, I “defined” its stochastic
differential “dX” as

dX (t) =f (X (t))dt + & (t) dt.
Given the definition of the It6 integral and white noise, I can now provide a formal definition.

Here, I will restrict the discussion to a real-valued stochastic processes which can easily be extended
to higher dimensions. Further, assume that W = (W (1)), (o 7y is adapted standard Brownian motion
on some filtered probability space (2, F, F,P) and the time index is a bounded interval [0, 7] where
T < o0.

DEFINITION. Let X = (X (t)),c0zy be a real-valued, admissible stochastic process. If X can be
expressed as

X(t):X(s)+/ ,u(X(T),T)dT—I—/ o (X (1), 7)dW (1) (s,t€[0,T] with s <t).

for some real-valued (deterministic) functions u € L' (0,7) and o € 1.2 (0, 7)), then it is called an
Ito process and we say that X has the stochastic differential

(3.4.1) dX (t) = p(X (), t)dt+o (X (t),t)dW (t) (t€][0,T)]).

NOTATION. The stochastic differential is only symbolically defined since “dX” has no meaning on
its own. U

The next result follows immediately from the definition.

THEOREM 3.7. Let X = (X (1));cjop be an It6 process. Then X is a Gaussian process.

The next result, which is proved in Shreve |76, pg. 143-144], shows the computation of the quadratic
variation of an Itd process is rather straightforward.

THEOREM 3.8. Let X = (X (1));cjop be an It6 process. Then for anyt € [0,T],

(3.4.2) X () = /0 o? (X (), 5)ds.

EXAMPLE. In the case of Brownian motion, o (X (s),s) = 1. Hence, [W] (t) = ¢ which agrees with
the result from Theorem 3.16 above. U
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EXAMPLE. Given that the [to6 integral is an [t6 process of the form

T[X](t):= /0 X (s)dW (s)

then its differential is
dI [X](t) = X (t)dW (t).

Additionally, by 3.6, the quadratic variation of the It6 integral is

X)) = / X2 (s) ds.

Thus, the integral’s quadratic variation is an Itd process and its differential is

d[I[X]] () = X2 () dt.

O

Motivation. Recall above (¢f. Theorem 2.44), I showed the quadratic variation of Brownian motion
increases linearly with time, or

(W](t) =t
This suggests that the rate at which the quadratic variation of Brownian motion grows should be
constant, or, in terms of its differential

(3.4.3) d[W] (t) = dt.

However, if {0 =1ty <t;--- <ty =t} is some partition for any ¢ € [0,7], then by definition (cf.

2.5.4)
WI(®) = Jim > (W (1) = W (t541))°

which suggest
d[W](t) =dW (t)dW (t) = dW (t)dW (t) = dt.
This can be formalized as follows. O

THEOREM 3.9. If W = (W (1))cpo.r is Brownian motion, then for allt € [0,T]

(1) dW (t) dW (t) = dt;
(2) dW (t)dt = 0; and
(3) dtdt = 0.

PROOF. Let W = (W (t)),c (0.7 be standard Brownian motion and assume for for some ¢ € [0, T
that the partition
H:{0:t0<t1"'<tk:t}
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is of the form t; = %t for j =0,...,k. Then

O0<j<k-1).

|+

tiv1 —t; =

(1). Define the discrete-time stochastic processes (Xj)tjen such that, for j =0,...,k—1,
W (tjr1) — W (L)
Vit =1

Obviously, the X; are i.i.d. such that X; = N(0,1). Squaring both sides and rearranging terms
gives

tX2,,
(W (tj41) = W (t;)" = Tﬁ
By the law of large numbers (cf. |8, pg. 8-11])
k—1 2
: Xi 2
fim 2 =5 = Bl
=
= Var [X;]
= 1.
Therefore,
k-1
lim > (W (tj1) = W (t;)" =t
k—o0
=0
Since, t = Z?;S tj+1 — tj, then
k—1
Jim » (W (tj40) =W (;))* = (1 — t;) = 0.
=0

This limit can be written as
dW (t) dW (t) = dt.

(2). By definition, the covariation of Brownian motion and ¢ is
k-1
Wit (t) = lim » (W (tj1) =W (t))) (tj1 —t))

k—o00
=0

T
L

< khm sup |W (tj+1> - W (tj)l (tj+1 - tj)
—O00<i<k—1

< lim sup |W (ti-i—l) - W (t1)| tk—l =0

T k—oop<i<k—1

<.
Il
=)
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Since Brownian motion has continuous paths,[IV, ] (¢) < 0. On the other hand,

k—1
W @) = lim > (W (t1) = W) (E41 — 1)
=0
k—1
> lim inf — W (t41) t)l Z J+1

k—o000<i<k—1 0

k—000<i<k—1

.

Hence, [W,t] (t) = 0 and dW (t) dt = 0.

(3). Likewise, the mapping ¢ +— ¢ is continuous. Hence, its quadratic variation is zero and

dtdt = 0.
U

This result has a number of useful corollaries. The first follows immediately from the definition
correlated Brownian motions (¢f. 2.5.7).

COROLLARY 3.10. If W = (W (1)) ,cjo and B = (B (t)),cjo7) are standard Brownian motions, then
forallt €T

(1) dW (t)dB (t) = 0 if W and B are independent; and
(2) dW (t)dB (t) = pdt if they are correlated where p is the correlation coefficient.

COROLLARY 3.11. Let X = (X (t)),c(o.r be an Ito process. Then for any t € [0,T],
d[X](t) =dX (t)dX (t).

PROOF. Let X = (X (t)),co.ry Pe an Ito process of the form
dX (t) = p (X (t),t)dt + o (X (t),t)dW ().
Then
dX (1) dX (1) = (u(X (), t)dt+o (X (t),t)dW ()
= UQ(X(t)’t) W (t) dW (t)
(X (

O

COROLLARY 3.12. Let X = (X (1))icpoq and Y = (Y (1));cioq) be 16 processes. Then for any
t€10,7],
dIX,Y](t) =dX (t)dY (t).
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PROOF. Let X = (X (1));cjo7 and Y = (Y (t)),co.1) be 1t processes of the form
dX (t) =p(X (t),t)dt+ o (X (t),t)dW (t)

and
dY (t) = (X (t),t)dt + 0 (X (t),t)dB (t)

with

for |p| <1 andt € [0,7T].

Then by 2.5.7
dX (t)dY (t) = (X (t),t)dt+o (X (t),t)dW (t)) (o (X (t),t)dt+ (X (t),t)dB(t))
= o (X (t),t)a (X (t),t)dW (t)dB (t)
o (X (t),t)a (X (t),t)pdt
= d[X,Y](t).

The next two results, both of which are due to Lévy and proved in Shreve |76, Section 4.6.3|,
characterize Brownian motion in terms of its quadratic variation. 0]

THEOREM 3.13. Let M = (M (t)),c(oq be @ martingale such that M (0) = 0, M has continuous
paths, and [M](t) =t for allt € [0,T]. Then M is standard Brownian motion.

THEOREM 3.14. Let My = (Mi(1))cpor) and My = (Ma(t)),cio 7 be martingales such that for
Jj =12, M;(0) =0, M; has continuous paths, and [M;](t) =t for all t € [0,T]. Then M is
standard Brownian motion. Moreover, if [My, Ms] (t) = 0, they are independent.

3.5. Ito6’s Chain and Product Rules

The fact that Brownian motion has non-zero quadratic variation also requires changes to the chain
and product rules of standard calculus.

3.5.1. Itd’s Chain Rule. The following result, which is one of the most famous in mathe-

matical finance, is the stochastic version of the chain rule known as [td’s formula. It is proved in
(Oksendal |65, pg. 46-48.]

THEOREM 3.15 (It0’s formula in one-dimension). Let X = (X (1));cjop be an Ito process with the
stochastic differential

dX (t) = p (X (t),t)dt + o (X (t),t)dW (t) for anyt € [0,T].
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Further, assume that f € C? (R x [0,T]). Then for any t € [0,T], the stochastic differential of
f acting on X is

FX0).0) = fi(X(0),0)dt+ fu (X (0),0)dX () o fur (X (1)) dX (1) X (1)

— (A0 + L0 XO.0+ L (X 0).0))
/o (X (1),8) g (X (1), 1) dW ().
Further, if f has no explicit dependency on time (i.e. f(x,t) = f(x)), then

FXW) = fo(X(0)dX (1) + 3 fue (X (1) dX (1) dX (1)

= (IO + 3 (X)) a
2 (X (1) g (X (1) aw (1),

3.5.2. Itd’s Product Rule. Another useful result from stochastic calculus is known as [t6’s
product rule and, as the name implies, is the analog of the deterministic product rule. It follows
directly from Itd’s formula and is proved in Evans [30, pg. 74-75.]

THEOREM 3.16 (Ito’s product rule in one-dimension). Let X = (X (¢)),c/ 7 and Y = (Y (£)),ciom
be Ito processes such that, for eacht € [0,T],

{dX(t) — (X (8),t)dt + o (X (t), 1) dW (1)
AY (1) = (Y (t),t)dt+ 6 (Y (t),t)dW (¢)
with p, it € L' (R x [0,T];R),0,6 € L*> (R x [0,T];R). Then

d(X ()Y (t) =Y (t)dX (t) + X (t)dY (t) + oadt.

REMARK. Again, the extra term is due to the fact that Brownian motion has non-zero quadratic
variation. 0

3.6. It6 Calculus in Higher Dimensions

In this section, assume all stochastic processes are R™-valued and admissible unless otherwise noted.
In particular, W = (W' (t),...,W" (t)))sepo.m is standard n-dimensional Brownian motion where
W* is standard one-dimensional Brownian motion for k = 1,...,n.

3.6.1. The It6 Integral in Higher Dimensions.

DEFINITION. Let X = (X% (1)));co1) Pe an M™™-valued stochastic process. X is said belong to
L2, (0,T)if

X9 cL20,7) (i=1,...,n;5=1,...,m).
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In particular, an R"-valued stochastic process Y = (Y (t),...,Y" (1)), 18 in L (0,7) if
X el?(0,T) (i=1,...,n).

DEFINITION. Let X € L2 (0,7'). Then for any ¢ € [0, 7], the n-dimensional Ité’s integral of X
is the n-dimensional stochastic process given by

/OthW:< /X“ ) dW (s /X"J ) dW ( ))

Again, under the definition above, an n-dimensional It6 integral possesses a number of very useful
properties.

THEOREM 3.17 (Properties of Ito integrals in n-dimensions). Let X = (X% ())),cq and X =

(Y'Y (t))),er be in L2, (0,T). Then
(1) 5 (aX ( )+bY(s) (s)=a [ X (s)dW (s)+b [ Y (s)dW (s) (a,b€R);

() E[fy X (5)aw (s)
ft
(4) E[f; X ()W, fo

} fo X (s |ds];cmd
() W] =E[[ X (5)X (5]

xP= 3 |xiP

1<i<n
1<<m

3.6.2. Itd’s Chain and Product Rule in Higher Dimensions. 1t6 calculus can be easily
extended to higher dimensions in the natural way. Here, I begin with the [t6 integral.

DEFINITION. Let X = (X' (t),..., X" (t))),c0.ry be an R™-valued stochastic process in L, (0, 7).
If, for any 0 < s <t< T, X can be expressed as

X(t):X(s)+/ ,LL(T)dT+/ o (1)dW (s)

for some p € L. (0,T),0 € L2, (0,T), then, we say that X has the stochastic differential

dX (t) = p(t)dt + o (t)dW (t)  (t € [0,T))

where for each ¢ € [0, T].

dX'(t) dt+Za” HdWI(t) (i=1,...,n).
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THEOREM 3.18 (It6’s formula in n-dimensions). Assume X = (X' (t),..., X" (t))icior) be an
R"-valued stochastic process in IL2 (0,T) such that it has the stochastic differential

dX (t) = p(t)dt + o () dW (t) (t€[0,T)).

Further, let f € C? (R x [0,T];R). Then for any t € [0,T], the stochastic differential of f
acting on X is

G0 = [X d”zfm Hdx‘ (¢ mej X(0).0)3 AL

zg 1 k=1

Further, if f has no explicit dependency on time (i.e. f(z,t) = f(x)), then

Z for (X (£)) dX7 (¢ Z Forw; (X (1)) i AR ARG,
k=1

zgl

PROOF. See Evans [30, pg. 79-80| for an outline of the proof. O

THEOREM 3.19 (Itd’s product rule with m Brownian motions). Assume that for each t € [0,T],

dX (t) =p(X(t),t)dt+>7" 0 (X (t),t)dW (1)
ay (t) =pY (t),t)dt+>77, 67 (Y (1) ,t) dW7 (1)
with p, i € LY(0,T) and o*,6% € L2(0,T) for k=1,...,m. Then

X (Y (1) =Y (1) dX (1) + X (1)dY (1) + 3 odovdr.
PROOF. The proof follows directly from Theorem 3.16. U

3.7. Important Applications

In addition to being the foundation of SDE, It6 calculus provides the tools to establish a number
of important results in continuous-time finance. For the purpose of this paper, I will only present
three such results. The first is useful since the coefficients in many of the price models commonly
used are deterministic.

THEOREM 3.20. Assume that X = (X (1))cpo. 95 some stochastic process in L?(0,T). Then for

any t € [0,T], I[X] is normally distributed with mean zero and variance fg X?(s)ds where

:/OtX(s)dW(s)

PROOF. See Shreve [76, pg. 149-150]. O
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The next result is known as the martingale representation theorem which shows that when a price
process is driven by a standard Brownian motion under its standard filtration, then the only source
of uncertainty in the future price is due to that Brownian motion. It is proved in (ksendal [65, pg.
53-54].

THEOREM 3.21 (The martingale representation theorem). Let W = (W (1)), 1 be standard Brow-
nian motion. Then for any adapted martingale M = (M (t))

X = (X (t))epor) in L2 (0,T) such that, for all't € [0,T].

e there is a unique stochastic process

Mt:MOJr/OtX(s)dW(s).

This final result from Ito’s calculus is known Girsanov’s theorem and is used in continuous-time
finance to transform any given (discounted) price process into a martingale using the risk-neutral
probability measure using the Radon-Nikodym derivative (c¢f. (1.11.4)).

Motivation. Consider standard Brownian motion W = (W (t)),.; and some process © = (O (1)),
in IL? (0,7 on a filtered probability space (Q2, F, F,P). Now, define the process Zg = (Zg (t)),cp s

Zo (t) = exp (—%/Ot|@(s)|2ds—/Ot@(s)dW(s)) (for t € [0,T7).

Clearly, Zg > 0 and by It6’s formula

070 (1) = —zm((%
= —Ze(t)O (1)

02 (1) dt + © (£) dW (t)) _ %@2 ) dt)
dvv (t)

Hence, Zg is a martingale. Then, for any t € T

E[Ze (t)] = E[Ze (0)] = L.

Therefore, for t € T, I can the apply the change of measure theorem (c¢f. Theorem 1.83) to construct
an equivalent probability Q; to P on (2, F) where

Q:(A) = /AZ@) (t)dP (for any A € F)

or in terms of the Radon-Nikodym derivative

dQ;
= Zo (1).

This is captured in the following results. 0J

DEFINITION. Assume W = (W (t)),r is standard Brownian motion and © = (© ()),.y is some
process in .2 (0, T') both on a filtered probability space with the usual conditions (2, F, F,P). Then
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the process Zg = (Zo (t)),cr defined as
Zo (t) = exp (—%/0 10 (s)|* ds — /O O (s)dW (3)) (for t € [0,T))

is called the exponential martingale associated to ©.

THEOREM 3.22 (Girsanov’s theorem). Assume W = (W (t)),or is standard Brownian motion and
© = (O (t)),er is some process in 1L (0,T) both on a filtered probability space with the usual condi-

tions (2, F, F,IP). Further, consider the exponential martingale Zo = (Zg (t)),cr defined as

1 t ) t
3.7.1 Zo(t)=exp (—= | 10(s)Pds— [ ©(s)dW 0.7)).
(37.1) s =ew (3 [O@Fds~ [O@ () (ortch)
Then Q; defined implicitly as
dQy

P Zo (t) foreachteT

is an equivalent probability measure on (S0, F).

Additionally, the process W = (W (t)) defined as

W (%) :/Ot@(s)derW(t) (for t € [0,T7)

is standard Brownian motion under the probability measure Q := Qr provided
t
Ep {/ 10 (s)]* 22 (s) ds| < .
0
PROOF. See Shreve |76, pg. 212-214]. O

3.8. Stochastic Differential Equations

Given the definitions of an It6 integral and a stochastic differential, it is possible to formally define
SDE. As before, W = (W (), 7 is an adapted, standard Brownian motion on on a filtered
probably space (2, F, F,P) with the usual conditions and the time index set is the bounded interval
T = [0, 7] where T' < co.

I shall begin with a one-dimensional SDE.

3.8.1. One-Dimensional SDE.

DEFINITION. Let X = (X (t)),c(o 7 Pe an admissible stochastic process. X is said to be a solution
of the one-dimensional (Ito) stochastic differential equation

{dX (1) = p(X (1), ) dt+o(X(t),t)dW (t)

(3.8.1) YO

provided that
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(1) X is progressively measurable;
(2) pe L' (R x[0,T];R),g € L? (R x [0,T];R); and
(3) X (t)=X(0)+ fgu(X (s),s) ds+f(fa(X (s),s)dW (s) a.s. (teT).

REMARK. This is form of SDE is only dependent on the state of process at each time ¢ and not
on the path up to that time. While this is sufficient for this paper, a number of over-the-counter
derivatives such as caps, floors, and knock-outs are, in fact, path-dependent. O

DEFINITION. An admissible stochastic process X = (X (t)),co ) is said to be an (1¢0) diffusion
if it is the solution to a SDE of the form 3.8.1. The drift and diffusion coefficients (i, o) are called
the characteristics of the diffusion.

As with any other class of differential equations, the existence and uniqueness of solutions to prob-
lems of the form 3.8.1 are not assured. However, with some minimal assumptions concerning the
regularity of the coefficients and some minor conditions on the initial data, unique solutions do, in
fact, exist as set forth in the following result which is proved in Evans [30, pg. 92-96].

THEOREM 3.23. A SDE of the form of 8.8.1 has a unique solution, if, for any t € [0,T] and
z,y €R, X = (X (1))ep.r satisfies the following conditions known as the Ité conditions

(1) |f (z,t) — f (y,t)| + |g (z,t) — g (y, )| < Clz—y| for some constant C;  (uniform Lips-
chitz continuity in the state space)
(2) |f (z,t)| + |g (z,t)] < C(1+|z|) for some constant C;  (linear growth).

REMARK. By uniqueness, I mean that if X = (X (1)), and Y = (Y (¢)) ¢ 1) are in L2(0,7)

and are solutions to an SDE of the form of 3.8.1, then
P(X (t) =Y (t) forall t € [0,T]) = 1.

te|

O

EXAMPLE (Log-normal process). One objection to modeling price movements using standard Brow-
nian motion is that, as a pure Gaussian process, it admits negative prices which do not generally
occur in practice. To deal with this possibility, a log-normal process X = (X (t)),co 7 is often
used to ensure positive prices. Here, the diffusion coefficients are separable in time and space and
are of the form:

p (X (t),t) = p(t) X (t) and o (X (t),) = o () X (t)

where p and o are positive constants and it satisfies the following SDE

{dX ) =p@) X (t)dt+o(t)X () dW (t)

(3.8.2) X0 —2

To see that geometric Brownian motion is positive, ignoring the fact this is a stochastic process for
the moment and assuming that the drift and diffusion are constants, the left-hand side of (3.8.2)
suggests
dX (t)
X (t)

—d(InX (1).

131



However, since X is a stochastic process, the right-hand side can be computed by applying [t6’s
formula

dx () 1

dnX ) =37y ~ e

dX (t)dX (t).
Since dX (t)dX (t) = 02 X% (t) dt

Then by (3.8.2)

2
d(InX (1) = udt+adW(t)—%dt

o2
Expressing this in integral form

t
InX(t) = InX(0)+ < )dt+/adW(t),or
0
7
2

X(t) = :l:oexp(< - )t+aW()>

Hence, X (t) is positive for all ¢ € [0, T7. O

DEFINITION. A stochastic process X = (X (t)),c(o 7 I8 said to be geometric Brownian motion
if it satisfies the following SDE

dX (t) =pt)X (t)dt+o(t) X (t)dW (t)
X (0) = To

and is of the form

X (t) :xoexp((u—%2>t+0W(t)>.

EXAMPLE (Langevin’s equation). Langevin’s equation describes Brownian motion with constant
friction. It is of the form:
dX (t) = —pX (t)dt +odW (t)

where p > 0 is the coefficient of friction and o > 0 the constant diffusion coefficient. Here, the
process X = (X (t))te[o 7) 1s interpreted as the velocity of a particle driven by the Brownian motion.

0

EXAMPLE (Ornstein-Uhlenbeck process). Ornstein-Uhlenbeck processes are one of the most com-
mon forms of [t6 diffusions used in continuous-time finance. Such a process has coefficients of the
form:

p(X (), t) = p(X (1) ando (X (t),t) =0
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where 4 is a non-negative, Lipschitz continuous function and ¢ is a positive constant. Hence, it
satisfies the Itd conditions (c¢f. on page 131) is the unique solution the following SDE
dX (t) =p(X(t))dt+ odW (t)

In many cases, the drift term is mean-reverting of the form,

p(X () = a(m—X(1),
where m > 0 represents the long-term, invariant mean of the process and a > 0 is a real-valued
constant known as the rate of mean reversion. 0

ExAaMPLE (Hull-White process). A Hull-White process is a special case of an Ornstein-Uhlenbeck
process that is commonly used in continuous-time finance to model interest rates. It is mean-
reverting with coefficients of the form

p(X(t),t) = (a(t) =) X (1) and 0 (X (t) 1) = 0 (1)

where a (-),b(-), and o (-)are deterministic, positive, real-valued functions. Again, it satisfies the
It6 conditions and is the unique solution to the following SDE

dX (1) = (a(t)—b(t) X () dt + odW (¢)
UJ

EXAMPLE (Constant elasticity of variance process). Constant elasticity of variance (CEV) processes
are another common form of dynamics used in continuous-time finance. In its most general form,
it has coefficients of the form

p(X (1), 1) = p(t) X (1) and o (X (t) 1) = o X7 (2)

where —1 < v < 0, p(-) is deterministic, positive, real-valued function, and o is some positive
constant. It also satisfies the It6 conditions and is the unique solution to the following SDE

dX (t) = puX (t)dt + o X7 (t)dW (t)
X (0) = uxo.

REMARK. Note that in some of the literature, there are no bounds on the value of 4. Here, I have
chosen to follow the convention of the original authors. 0

EXAMPLE (Cox-Ingersoll-Ross process). A Cox-Ingersoll-Ross (CIR) process is a special case of a
CEV process that is commonly used in dynamic asset pricing models. It is a mean-reverting process
with coefficients of the form

(X (),t)=a(m—X(t) and o (X (t),t) = X2 (t)
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where m > 0 is the long-term, invariant mean of the process, a > 0 is the rate of mean reversion,
and o is a positive constant. It satisfies the following SDE

dX () =a(m—X(t)dt+oX7?(t)dW (t)
X (0) = ao.
O

3.8.2. Higher Dimensional SDE. SDE can also be stated in n-dimensions as follows. As-
sume W = (W'(t),...,W™ () e

stochastic process are R™-valued and admissible.

0.7] is standard m-dimensional Brownian motion and that all

DEFINITION. Let X = (X' (t),..., X" (t)),cr be an admissible, R"-valued stochastic process. X is

said to be a solution of the -dimensional Ito stochastic differential equation

(38.3) dX (t) =p (X (t),t)dt+o (X (t),t)dX (¢)
. X(0) =z R

provided that
(1) pell(0,T),0 L2, (0,T); and

nxm

(2) X (1) =X (0)+ [y (X (s),8)ds + [} A(X (5),5)dW (s) as. (teT).
The next result is an extension of the one-dimensional case and is proved in Evans |30, pg. 92-96].

THEOREM 3.24. For A SDE of the form of 3.8.1has a unique solution, if, for any t € [0,T] and
x,y € R, X satisfies the following conditions known as the Ité6 conditions

(1) |p(z,t) — p(y,t)| + o (x,t) — o (y,t)| < Clz —y| for some e constant C;  (uniform Lip-
schitz continuity in state space)
(2) |p(z,t)| + |o(x,t)] < C(1+|z|) for some constant C;  (linear growth).
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CHAPTER 4

Connections with Partial Differential Equations

There are many deep connections between probability theory and PDE. From the point of view
of this paper, I will be concerned primarily with the connection between It6 diffusions and linear
parabolic equations. The principal result of this chapter is the Feynman-Kac formula which provides
the basis of linking PDE and martingale pricing methods that are commonly used to price financial
instruments. For example, it will turn out that under the proper conditions, the Feynman-Kac
formula produces the Black-Scholes PDE which describes the time-evolution of the price of a specific
financial instrument known as an option.

I will motivate this discussion using the well-known connection between the Brownian motion and
the heat equation. For this chapter, assume that (2, F, F,P) is some filtered probability space with
the usual conditions and that all stochastic processes on (2, F, F,P) are R"-valued and admissible.
Also, assume that the time index set is a bounded interval T = [0, 7] with T' < oc.

NOTATION. As before, I will abuse the notation by not differentiating between scalar- and vector-
valued stochastic processes other than in the definition of the process itself. In other words, the
notation X = (X (t)),.q refers both to a real-valued process (i.e. X : 2 x T — R) and a R"-valued
process (i.e. X : Q" x T — R™). O

4.1. Brownian Motion and the Heat Equation

First, let me show that the solution to the heat equation describes the evolution of the density of
Brownian motion over time. Recall that the initial-valued, homogeneous heat equation is a linear,
second-order parabolic PDE of the form

1 .
(4.1.1) ut—gAu:O in R" x (0, 00)

u=g onR"x {t=0}.

where f,g: R"™ — R are specified functions and u : R® — R is the unknown function (cf. |29, Ch.
2.3]). This equation describes the diffusion (i.e. the evolution of the density of heat in some region
over time given some initial heat density. The existence of solutions to such problems is well-known
and is discussed at length in Evans |29, ch. 2.3].
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For simplicity’s sake, in the following discussion I will assume that n = 1. Then (4.1.1) becomes

1
(11.2) Ut~ Slzz = 0 inR x (0,00)

u=g onRx{t=0}.

It is well known that if g € C'(R) N L*>° (R), the solution of (4.1.2) is given by

w(e,t) = /Oocb(y—x,t)g(y)dy

o0

where for any € R, the function

2
—e 7w, t>0
(4.1.3) Oz, ) = 4 Vot 7
0 t<0

is called the fundamental solution (a.k.a. the heat kernel) of the heat equation (cf. |28, ch.
2.3]). In other words, the solution to the one dimensional heat equation is

0o _(@-y)?
" B T e R TTREY
g (x), reR, t=0.

In particular, the fundamental solution is the solution to the heat with initial condition that all of
the heat is concentrated at a single point or

1
O, —-®,, —0 inR x (0,
(41.5) t5 0 in R x (0,00)

=0, onRx {t=0}.

REMARK. If g € C'(R) N L* (R), non-negative, and not identically zero, then

1 o (2-9)?
u(z,t) = e 2t dy>0 forallz€Randallt>0.
(z,1) NorT / 9 () y
Importantly, even if all the heat in a given system is initially concentrated at a single point at time
zero (i.e. a Dirac distribution), it is distributed along the entire domain at all other times no matter
how small. This suggests that the heat diffuses with an infinite propagation speed. 0

Now, Recall (¢f. example on page 94) that the transition probability density functions of Brownian
motion centered at x € R are of the form

1 _<z—f)2
(4.1.6) p(a,t) = d vam¢ o 120
3y (z), t=0

Comparing equations (4.1.3) and (4.1.6) for any t € (0,7] are the identical when the Brownian
motion is centered at zero. Hence, the fundamental solution of the heat equation determines the
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family of transition probability density functions for standard Brownian motion. Moreover, for any
reR

1 e8] _(@—y)?
E® [g (W ()] = {mf_oog(y)e @ dy, t>0
g9(x), t=0.
= u(z,t)

In other words, the solution to the heat equation at the point (z,t) is the “average” of all the
Brownian paths starting on the z-axis (i.e. (y,0) for some y € R) that ended up at the point (z,t).

Conversely, Brownian motion can be used to construct the solution to the heat equation. Here, I
will generally follow Chorin and Hald (¢f. [15, ch. 3.3]).

Specifically, suppose that I want to know (i‘, f) for a specific # and ¢ given the fact that u is the
solution to the heat equation (4.1.2). The first step is to approximate the heat equation (4.1.2) by
a finite difference equation.

Therefore, create a stencil S = {(ih,nk)|i,j7 € Z} on R* where h and k are positive constants
representing the step size for the space and time variables, respectively. Further, discretize the
space and time variables x = th and t = nk and define the discrete function v such that v agrees
with « on all points in the stencil S, or

vl = u (ih,nk) .

(2

In particular, the initial conditions (i.e. t = nk = 0) are given by

v) =g (ih) (for any i € Z).

Using v, I can approximate the partial derivatives of u by finite differences using the following finite
difference operators

ntl _ . n

v v,
~ + n . ) 7.
u ~ Dj v = ————;
k
vt — ol
~ DT, . i+1 i,
Uy =~ DJv' = —————;
h
v —
_ —1
u, = D v = ———=; and
h
J J J
~ D D " — Vigr — 205 U
Ugy = Ly Up Uy = 52 .

Substituting these expressions into the heat equation (4.1.2) results in the following finite difference
equation,
P up v — 207 o

k N 2h2

v
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Rearranging terms,

(4.1.7) v?“ =(1=2\)v+ A (UZ‘H + vf_l)
where Lk
A= o

Choosing A = 1/2 to remove the first term on the right-hand side of (4.1.7), then
o — (I o
7 2 :
In other words, the value of v at the next time step n + 1 is the average of values of the adjacent

space steps at the previous time step n. This is a recursive relationship which can be made explicit
on the initial conditions as follows

B N e N I
! 2 2 2
1 1
= 3 (vﬁr}l + 200t ZU?_ZI)
= Z Cj,n’U%_Qj_n
j=0
= > Ciag((i+2j—n)h)
j=0
(4.1.8) > " Cing (ih — (n — 2j) )
j=0

where

Note that as j ranges from zero to n, i — n + 2j ranges from ¢ — n to ¢ + n. Here, the interval
(1 —n,i+ n) on the represents the numerical domain of dependence which consists of all the values
on the y-axis that impact the calculation of the v at the point (ih,nk), or

U?:g(jh) (fori—m<j<i+n).

In other words, only the initial values on this interval affects the value of v at the point (ih,nk)
and the amount of that affect is weighted by the factor

1 n
()
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Upon inspection, Cj,, is a binomial distribution with equal probability of success or failure (cf.
example on page 14). This leads to the probabilistic interpretation that C;,, is the probability of a
backwards symmetric random walk starting at the point (0, nk) and ending up at the point (jh,0).

To see this, recall that a symmetric random walk S = (S,,),,cn 15 generated by a family of inde-
pendent normal random variables {X,,}, .y such that

S = Sm-1+ Xm  (for 1 <m <n)

(cf. example on page 63). In this case, we are considering a backwards walk starting at the grid
point (0,nk) (i.e. So = 0) with

¥ - h, with probability
" —h, with probability

N |— DO~

Therefore, if the process starts at the grid point (0,nk), then after n moves, S, € [—nh,nh].
Moreover, I can compute that probability the random walk will have a specific value in the interval
[—nh,nh], say (—n + 2j)h for some j € [0,n], by dividing the number of paths from (0,nk) to
((=n 4+ 2j) h,0) by the total number of paths from (0, nk) that intersect [—nh,nh|. In other words,
for0<j<n

(4.1.9) B(S, = (—n+2))h) = — ( " ) — Cjn

AN
where ( Z ) is the number of paths from (0,nk) to ((—n 4+ 2j) h,0) and /2~ is the total number
of paths that intersect [—nh,nh].
Hence, by (4.1.8)

~

o= S Chaglih— (n—2j)h)
§=0

— Zg(z’h—(n—2j)h)IP(Sn=(n—2j)h)
= Elg(ih —S,)].

In order words, v is the average of all paths ending up at the point (ih, nk) weighted by their value
at time zero (i.e. g (jh) for j € [—n,n]).

Now, using the central limit theorem (cf. [23, pg. 124|)
lim S,, ~ N (0, nk)
n—oo

Also recall, that I set
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Hence, h? = k and consequently nk = nh? Therefore, for a specific point on the stencil 7 :=
ih and t := nk = nh?,

Now, in order to stay at the point (ih,nk) as n — oo, h must go to zero. Thus, for large n and
small h, S, is a Gaussian random variable with mean 0 and variance ¢ and

1 /°° 3 2
- g(T—y)e 2dy.
V 27Tt —00

Since this true for any point on the stencil, then with a change of variables and letting n — oo

Elg (& —5)] ~

w(@d) =Elg@) = o= [ ale Fay

Since I assumed that g € C'(R) N L* (R), the right-hand side is well-defined and continuous for all
zr,t € R. Hence,

1 0 ,(y—f)2
w(ont) = A v g W e Fdy 1>
g(x) t=0.

u is the solution to the initial-valued heat-equation.

4.2. Semigroup Theory of Transition Probability Operators

Semigroup theory of linear operators provides an elegant framework that establishes a formal re-
lationship between Markov processes and certain classes of PDE. Specifically, a family of bounded
operators based on the transition probability functions of a Markov process form a linear semi-
group whose infinitesimal generator is a linear, second order differential operator. Moreover, this
differential operator is unique allowing us to uniquely characterize a Markov process by a particular
PDE.

Generally, T follow Evans [29, ch. 7.4| where any missing proofs may be found.

Motivation. Recall that I introduced transition probability functions in the context of Markov
processes (cf. Section 2.4.2). In particular, for a given stationary, R™-valued admissible Markov
process X = (X (?))c[o) With transition probability functions {p:},c( ), the probability that the
process will be in the target set B € B at time t after starting at x € R™ at time zero is given by

p(x,B)=P(X(t)e B| X (0)=x).

Further, one of the properties of such functions is that they satisfied the Chapman-Kolmogorov
equation (cf. Theorem 2.25), or, for ¢,s € [0,7] such that ¢t + s € [0,T]

Pras(a, B) = / pi (4, B) p, (¢.dy)  (for any B € B).
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Lastly, for f € C (R")NL>® (R™), I can express the expected value of f (X (t)) at any time ¢ € [0, T]]
conditioned on X (0) = € R™ in terms of the transition probability functions

E* [ (X (1)) = / 7 () pe (, dy)

(cf. (2.4.6)).

This suggests that for a given Markov process X = (X (¢)),c(os) With the transition probability
functions {pt}te[o 7> I can define a family of operators on the space C (R™) N L* (R™) in terms of
transition probability functions such that for any ¢ € [0,7] and any fixed z € R"

(4.2.1) (Pf) (x /f pe (x,dy)
= ()]

where f € C'(R") N L™ (R").

REMARK. Although somewhat confusing, it is common to write the left-hand side of (4.2.1) as

P.f (z). However, it is important to note that the operators {P:}, 7 are acting on functions in

C (R™) N L> (R™) and not on points in R". O

REMARK. Also note that (P.f) () is a random variable. O

Given this definition, the transition probability operators also satisfy the Chapman-Kolmogorov
equation, since

Pusf(z) = E°[f(X(t+9))].
= /f Y) Pits (, dy)

- /f /pt z,dy) ps (v, dz)
_ /ﬂ@(/ﬂ{f(y)pt(z,dm s (2, d2)

- / E* [ (X (£))] ps (. dz)

Letting
g(z) = E7[f(X ()] = (Pef)(2).

Then
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Pesf (1) = [ 9(p (0.2
R
= Elg(X(s)) | X (0) = 2]
= (PyoPy) f(2).
Additionally,
Pof(z) = E*[f(X(0)]=f(2) = Po=L
Lastly, the mapping ¢ — P¢f is obviously continuous since f € C'(R™) N L* (R™). This suggests

that the family of transition probability operators of a Markov process form a semigroup under the
composition operator “o” with the following properties:

(1) Pt+S = PtPs t, S € [07T] Wlth t + S € [077—1]7

(2) Py =1; and

(3) t—Pyf .
This is formalized below. O
DEFINITION. Let S be an arbitrary Banach space with norm, ||-||. A (one parameter) family of

bounded (in the operator norm) linear operators {T : S — S}, is called a semigroup if, for any
f € S, the mapping ¢ — T,f is continuous from [0, 7] into S, and for any s,¢ € [0,T] such that
s+t el0,7],

Tere () :i=TTy (1) :=Ts0oTy ()

with To = I. A semigroup is said to be strongly continuous if, for a fixed ¢y, € [0,7] and any

fes
(4.2.2) lim [T f — To f]] = 0.

In particular,
lim || Tef — f} = 0.

DEFINITION. A semigroup {T:},(, 7 on some Banach space S is called a contraction semigroup
if, for any f € 5,
ITell,, <1 (2 € [0, T70)

where
ITell,, = sup {ITeflls | I fllg < 1}

The next result follows directly from the definitions.
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THEOREM 4.1. If {Ti}, o7 s a contraction semigroup on some Banach S, then for any f € S,
ITefll < NAI (E€10,T7).

EXAMPLE. The powers of the transition matrix of a time-homogeneous Markov chain form a con-
traction semigroup. To see this, recall that given a finite-state Markov chain with the transition
matrix P and initial distribution vector ¢,

P (X, = 1) = (P"¢)

(¢f. Theorem 2.23). Further, I showed that the powers of the transition matrix {P™} possess
the semigroup property and ), ¢ (P™)"= 1 for each i € S ( Theorem 2.25 and Theorem 2.22,
respectively). Then, for any finite m

Pl = sup {[P" | | @] < 1}.

However,
IP"llg = (P"¢)" (P"9).
— o7 ((P)P") o
< ¢ ¢
< L
Hence, {P™} form a contraction semigroup. O

DEFINITION. A strongly continuous, contraction semigroup of operators on R is called a Feller
semigroup.

THEOREM 4.2. Given a real-valued Markov process X = (X ()),cjoq) with transition probability
functions {p:},cio 7y, the family of transition probability operators {Pi}c( 1y form a Feller semigroup
where, for any t € [0,T] and f € C (R") N L* (R")
Pif@) = [ f)mlady
R
E* [f (X (1))]

and

Pof () = f (z).

PROOF. Let X = (X (t)),cjo7) Pe a real-valued Markov process with transition probability
functions {p:},cp7) and let f € C(R") N L*(R"). Earlier, I showed that the {P:}, ., form a
semigroup (cf. pg. 142). As such, I need only show that the collection is strongly continuous and
contracting.
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Now, since f is continuous and bounded

ltn [Pef = Pio gy = lim N [F (X (0)) = 7 1 (X (t))] e ey

tito
— i B [ (X (8) — £ (X ()l ) = 0.

tlto

Hence, {Pt}te[o 7) Is strongly continuous.

Additionally, for any ¢ € [0, T,
1P, = 50 {IPeS prany | I ey < 1}

Now,

1PNl oo ) IS L (X ) oo emy

< [ 1 )l
i~y [ o)

< HfHLOO(R")pt (z,R").
By definition, p; (x,R™) <1 (¢f. definition on page 91). Thus

IPefll oo @ny < NNl pooqmy = IPellgp <1

and {P:},. (1) is contracting. O

IN

Under certain conditions, it is possible to find a linear operator which essentially acts as the time
“derivative” of a transition probability operator.

Motivation. Recall that a particle moving through n-dimensional space can be model by first-order
system of ODE of the form,

(4.2.3) {X (t) =Ax(t) (t>0)
X (0) = To (wo S Rn)

W

where — and x : [0,7] — R" represents the location of the particle at time ¢, A is an n x n

matrix representing the instantaneous velocity of the particle at time ¢, and the initial starting

point is zy € R™. In other words, x represents the state of the system at any time ¢. Then by the
fundamental theorem for linear systems (cf. |67, pg. 17-18]), the solution is

x (t) = e
where
2 ARtk
At ._
(4.2.4) et = o
k=0
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Now, consider the function T : [0,7] — R" where

T (t) := e for any t € [0,7].

Clearly, T satisfies the Chapman-Kolmogorov equation since, for s,t¢ € [0, 7] such that s+t € [0, 7T
T(t+s) = elttsA

etAesA

= T T(s).

Moreover, by (4.2.3), T describes the evolution of the state of the particle, since

{%T (t) =AT(t) (teT)

(4.2.5) To)  -L

This can be extended to random variables as follows.

Let X = (X ()),c/0r) Pe @ Markov process with transition probability functions {p:}c (s which
represents the state of a particle at each time ¢ € [0,7] where X (0) = x € R". Then by Theorem
4.2, the collection of operators {Pt}te[o 7) form a semigroup and

Pof (z) = E*[f (X (1))]

for some f € S where S is an arbitrary Banach space. In other words, P, f (x) is the expected state
of the particle at time ¢ € [0, 7| having started at f (z). Then (3.1.1) becomes

d
SR = AP (1€ [0,T)
Pof =1

since Py is assumed to be the identity. Here, A is some operator on S. Hence, if such an equation

(4.2.6)

makes sense and a solution exists (for instance, if A is bounded),

(4.2.7) Pf=etf=Y" ﬁA’ff (t€[0,77).

In other words, the operator A “generates” the family of transition probability operators. This is
formalized below. O

NOTATION. If (4.2.4) makes sense mathematically, e** is the “symbol” representing the the family
of operators of the form of (4.2.7). Such symbology is known as semigroup notation. For more
on this, see Tao |84, pg. 40-49]. d

DEFINITION. Let {Tt}te[o,T] be a Feller semigroup on a Banach space S and define the operator
A:S— S as:
Tof = f

t

Af = ltlfél
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for some arbitrary f € S.

Then A, if it exists, is called the (infinitesimal) generator of the semigroup {Tt}te[o,T] where the
domain of A is given by

D(A) = {fE S| 12&1% exists in S}.

The following theorem, which is proved in Evans [29, pg. 435-436|, shows that infinitesimal gener-
ators have many desirable properties.

THEOREM 4.3 (Differential properties of semigroups). Let {Ti}, o4 be a Feller semigroup on a
Banach space S. Then for any f € D(A) and t € [0,T],

(1) T.f € D(A),

(2) Ath = TtAf;

(3) The mapping t — T.f is differentiable for t >0, and
(4) 4T,f = AT, f.

However, for an infinitesimal generator to be of any use, its domain must be non-empty. Fortunately,
the next result, which is proved in Evans [29, pg. 436-437| shows, in fact, the domain is dense.

THEOREM 4.4 (General properties of generators). Let A be the generator of the Feller semigroup
{Ts}icpr on a Banach space S. Then

(1) D(A) is a linear subspace of S;

(2) D(A) is dense in S;

(3) A is a closed operator in the sense that for {fi} € D(A) with k = 1,... where fr —
fand Afy =+ g€ S as k — oo, then

feD(A) and g=Af.

REMARK. While the generator of semigroup has many desirable properties, an important question
is: under what conditions do such generators exist? Fortunately, the Hille- Yosida theorem, which is
outside the scope of this paper, provides the necessary and sufficient conditions for a closed, linear
operator to be the generator of a Feller semigroup (cf. [29, pg. 439]). Importantly, most price
processes commonly used in practice admit generators and I will simply assume this fact in the
sequel. 0

Then assuming their existence, the following theorem describes the form of the generator of a
general It6 diffusion. A proof of the result in the more general setting of a Lévy process is given in
Kallenberg |50, pg. 374]

THEOREM 4.5. Let {pt}te[o,T] be the transition probability functions of a R™-valued Ito diffusion with
characteristics (u, o) that is the solution to the following SDE

dX (t) = pu(t) dt + odW (t)
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where o is a positive definite n x m matriz and W = (W (t)),co.1) 18 m-dimensional standard
Brownian motion.

Then the generator of the process has the form

(4.2.8) A('):%Zaw%%('HZ“iai(')'

3,7=1

where a¥ = (O’TO') T,

4.3. Kolmogorov’s Equations

From Theorem 4.3, we know that given a n-dimensional, time-homogeneous admissible Markov
process X = (X (t)),c(o 7] With characteristics (u, o), transition probability functions {p:} (7, and
generator A, then

d
(4.3.1) Eptg = APyg

for any g € C'(R™) N L*>° (R™) where

Pig () = /Rg (y) pe (- dy) .
Also, recall from (4.2.1)
Pyg(z) =E*[g (X (t))] (for any z € R").
Hence, letting u (-, t) := Pyg (+) for all ¢ € [0, T
(4.3.2) w(z,t) =E[g(X (t))] (for any x € R")

and, in particular,

u(z,0) = E"[g(X(0)]=g(z).
Consequently, by (4.3.1), u is the solution to the following PDE,
{ut—Auzo in R" x (0,7

4.3.3
( ) u=g onR"x{t=0}.

Additionally, from Theorem 4.5, we also know that the generator A is a differential operator of the

form
1 o 3, " 0
L) = — v . ? (.
AC) =5 2 ) o () D ) 5 ()

where a7 = (O'TO')ij.
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Therefore 1 can rewrite (4.3.3) as the following initial valued, linear, homogeneous, second-order
PDE

n

I~ 4 ; . on
ut_§za3umwj—zluuxi:0 in R" x (0,7

i,j=1 i=1

(4.3.4)
u=g onR"x{t=0}.

Now, assume that the transition probability functions admit densities such that (with a change of
notation that is explicit on time)

P (xayat) dy == p; (3:7 dy) .
Again letting u (-, t) := P;g (+), then for any x € R™ and ¢ € [0, T
u(z,t) = E*[g(X (1))
(4.3.5) ~ [ swr@undy

—00

Thus

o0

g () pt (x,y,t)dy,

8 8

9 (Y) pa, (z,y,t)dy, and

5
I
\88\\

9 (Y) paiz; (2, y,1) dy.

—0o0

Therefore by (4.3.4)

1< "
=3 D o =3 =0 B (0.7

ij=1

or

1 < . "
/ 9() (pt — 52 0 pea, = ) Mpx,-) dy = 0.
R i=1

1,j=1

Since this is true for any g € C' (R™) N L> (R™), the integrand must be zero. Hence,

n

(436) Pt — % Z aijprirj - zlu’ipri =0

ij=1

148



Additionally,

/Oog(y)p(ﬂf,y,())dy = u(z,0)

—00

Hence p (z,y,0) = 6, (x) for any fixed y € R" and any = € R” and, thus,

(4.3.7) {pt —Ap =0 onR"x (0,7

p(r,y,0) =6,(xr) onR"x {t=0}
(4.3.7) represents the probability that the system will end up in some fixed terminal state y € R™
at some time ¢ € [0, T] after initially starting at some state = at time zero. Here, the starting state
and the terminal time vary while the terminal state and the starting time are fixed. This is easier
to see if the transition densities dependency on the initial time is explicit, or

p(xayat) :P($,07?Jat)

Again, the starting time and ending state are fixed while the ending time and the starting state
are allowed to vary. As such, (4.3.7) is often referred to as the Kolmogorov backwards equation
because once the process has traveled from X (0) — X (¢) = y, an observer can look “backward”
along the path to discovery where he started.

On the other hand, it seems reasonable to ask what happens if the ending time and starting state are
fixed and starting time and ending state are allowed to vary. In other words, what is the probability
that the system ends up in some state y at some fixed time 7 € [0, T'] after starting at time ¢ € [0, T]
in some fixed initial state x € R™. Such a system is governed by transition probability densities of
the form

p(l’,y,t) = P(%tm%T)

where x € R™ and 7 € [0, 7] are fixed. In this case, I have the following relationship for any y € R™
and t € [0,7

u(y,t) = /_Oog(w)p(x,t,yﬁ)dx

o0

= Elg(X @) [ X (1) =y].

While this is similar to (4.3.5), the expectation is conditioned on the terminal state rather than
the initial state of the system. However, since we assumed that the process is non-anticipating, the
terminal state is not observable at any earlier time. This is similar to the “backwards” heat equation
(i.e. uy+ Au = 0 which is ill-posed. As is the case of the backwards heat equation, the way around
the problem is to consider the adjoint problem (cf. [66, A.3.5]).
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DEFINITION. Let A be some operator on the Hilbert space H. Then the operator A is called the
adjoint of A and denoted as A*, if it satisfies the following relationship

(A%p, ) = (p, AYp)  (for any ¢,¢ € H)

where (-, -) denotes the paring with of H with its dual . In our case, assume that the Hilbert space
is L2 (R"). Then
() =1(, ')L2(Rn)~
Thus, for any test functions ¢, ¢ € C° (R"), the adjoint A* of the generator A, satisfies
(4.3.8) (A", ¥) 2@y = (05 AY) L2 (@eny -

Then by the definition of the L2-inner product.
/ YA pdr = / wAYdx

[e.9]

:/ ( Za :Bt%x]—FZM xtwm>

2,0=1

Since both test functions have compact support, integrating by parts gives,

/_ VA pdr = — Z / (a'), o dy — Z / pu'), Wd.

2,7=1

Integrating the first term on the right-hand side by parts once more,

/_@DA*sodx—/ LS (), v Zw .

z]l

Rearranging terms,

[ (e (3 6, - 3o, ) a0

o0 i,j=1 i=1

Since this is true for any test functions, the integrand must be identically zero, or

n n

Arp = % > (wa),, = (en), -

ij=1 i=1

Hence, A* is a second-order (possibly unbounded) differential operator (in divergence form) with
respect to y, or
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Now, assume that p is a solution to the terminal-valued PDE

{ﬁt (x,t,y,7) — A*p(x,t,y,7) =0 onR" x[0,7)

(4.3.9) ’
p(z,1,y,7) =0, (y) onR"x {t=r}

where x € R™ and 7 € [0, 7] are fixed.

Recall (¢f. (4.3.5)) that
u(x,t) =FE"[g(X (¢))] (for any x € R",t € [0,T])

where u is the solution to (4.3.3). Hence

w (y,t) = Au(y,t) (for any y € R",t € [0,T7).
Thus, for z € R™ and ¢, 7 € [0, T}, taking the derivative with respect to time gives

o u(y,t)p(z,ty,7)dy = / w(y,t) pe (z,t,y,7) — p (2, t,y,7) ue (y,t) dy

- / Wy t) A (2, t,y,7) — p (2, by, 7) Au (g, 1) dy

[e.e]

= (A"p, U)L2(R) - (p, AU)L2(R) = 0.

by the fact that A* is the adjoint of A.

Therefore, ffooou (y,t) p(z,t,y,7)dy does not explicitly depend on time and for any x € R™ and
t,7€1[0,7T]

/ oty ) ulpt)dy = / 5 (a7 7) u(y, ) dy

e} —00

~ [ awulnd
= u(z,T).
In particular, this is true when ¢t = 0. Hence, by (4.3.4)

w(er) = /_Oom:c,o,y,r)u(y,omy

o0

_ /oop(x,o,y,f)g(y)dy-

However, by (4.3.5)
U(w,T)Z/ p(2,0,y,7) g (y)dy

Thus,
/ (p(z,0,y,7) —p(x,0,y,7)) g (y) dy = 0.

oo
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Since this true for any g € C' (R") N L*> (R),
5(2,0,5,7) = p(@,0,5,7) (2,5 € R" and any 7 € T).

Consequently, {pt}te[o,T] are the solutions to the adjoint problem

{pT —A'p =0

4.3.
( 310) p(-f,T,:l/,T) :531(3:)

(4.3.10) is known as Kolmogorov forward equation (a.k.a. Fokker-Planck equation).

REMARK. The forward equation is more restrictive than the backward equation in the sense the
drift and diffusion terms must be differentiable (twice differentiable in the case of the diffusions).]

4.4. Feynman-Kac Formula

Above, I showed that the evolution of distribution of any R"-valued admissible It6 diffusion with
characteristics (1, 0) and transition probability functions {p:},.(; can be described explicitly in
terms of a PDE using its generator A. Specifically, if u (z,t) := P.g (z) for some g € C' (R™) and
x € R" te0,T] with T < co where

P ()= [ 9)m .y

then wu is the solution to the Kolmogorov backward equation
u—Au=0 inR" x (0,7]
u=g onR"x{t=0}

Given this, it seems natural to ask if Kolmogorov’s backward equation can be generalized by adding
a zeroth order “potential term” or

u— Au—V (z,t)u=0 in R" x (0,7
u=g onR"x{t=0}.
In other words, is there a connection between some class of stochastic processes whose generator

is a general linear second-order differential operator with possibly non-constant coefficients and a
zeroth-order term, or

AC) =5 o @) g () + o ) 5 () + et (),

NoTATION. While I have tried to use capital letters to denote stochastic variables, here I have
chosen to adopt the standard notation of V' for the potential term. 0J

In fact, there is such a generalization and it is the central result showing the duality between the
probabilistic statement of the stochastic dynamical system and its PDE representation. This is
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formalized in the next result known as the Feynman-Kac formula which is proved in Pascucci (cf.
66, pg. 311-313]).

THEOREM 4.6 (Feynman-Kac formula). Let X = (X (1)), be @ R"-valued, time-homogeneous
Ité diffusion with characteristics (p, o) and generator A of the form,

dX (t) = p (X () dt + o (X (£)) dW (t)

where o is an n x m matric and W = (W (t)),co.1) s m-dimensional standard Brownian motion.
Further, let V : R" — R and g : R® — R be bounded and smooth. If u is the solution to the following
PDE,

(4.4.1)

u— Au—V(x,t)u =0 in R" x (0,7
u=g onR"x{t=0}.

where a¥ = (0T0'>ij, then for any x € R™ and t € [0, T

(4.4.2) u(z,t) =B g (X (1)) e Jo VX@ds |
Moreover, if g € D(A), then (4.4.2) is a solution to the PDE expressed in (4.4.1).

Now, assume that g (X (t)) represents the future payoff of some financial instrument A given the
price X (t) of some other instrument B at time ¢. Then by (4.4.2), u (z,t) is the expected discounted
payoff given that the price of B is currently = (i.e. X (0) = x). In other words, u is the price of
A conditioned on the current price of B. Then by the Feynman-Kac formula, the price can be seen
to evolve purely deterministically. From PDE theory, it is clear when such solutions exist and are
unique (cf. [29, Ch. 7.1]). Hence, the price of fairly complex financial instrument can be stated
equivalently as a conditional expectation of a discounted price process or as the solution of linear
second-order PDE.

4.5. Derivation of the Black-Scholes PDE by Replication

The following derivation of the Black-Scholes PDFE is based on the proposition that price of a
financial instrument known as an option can determined using a replicating portfolio whose aggregate
price is observable in the market at any time. Then, by an important result from finance theory
known as the no arbitrage condition, the price of the option must equal that of the portfolio up to
and including expiry.

As usual, let me begin with some basic definitions and results.

DEFINITION. A call (put) option gives the buyer the right, but not the obligation, to purchase
(sell) (a.k.a. exercise) the underlying instrument (a.k.a. underlying) at some point in the future
on or prior to the option’s expiration (a.k.a. expiry) at a price set on trade date (a.k.a. the strike
price or exercise price).
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For the purpose of this paper, I will assume all options are call options and that any option is
uniquely identified by three parameters: its underlying, its expiry, and its strike price. For this
derivation, I will also assume that the option can only be exercised at expiry. Such an option is
known as an Furopean option.

DEFINITION. The payoff of a European call option with strike price K > 0 and expiry T" > 0 is
given by

where X' = (X (¢));co7) 18 the price process of the underlying

In general, investors are interested in the present value of a payoff and not simply its magnitude.
This essentially discounts the payoff to account of the time value of money. This phenomenon is
captured in the following results.

DEFINITION. A financial instrument trading in some market with a fully deterministic price process
of the form

dX (t) =r{t) X @t)dt (te(0,7])
X (0) =ro.

where r : [0, 7] — Ry is a smooth, non-negative function is called a riskless instrument and r is
known as the risk-free rate.

THEOREM 4.7. Assume that X = (X (1)), s the price process of a riskless instrument. Then

X(t)zroexp</0tr(s)ds)

where r € C* (0, T;Ry) is the risk-free rate and ro = (0).

PROOF. Let X = (X (t)),co.ry be the price process of a riskless instrument with the risk-free
r € C*(0,T;R,) where ro = r(0). Since, X is a deterministic price process, its dynamics are of

the form
dX (t) =r({t)X (t)dt (te€(0,7])
X (0) =ro.
Hence, ”
dX (t
X0 =r(t)dt

Integrating both sides with respect to time,

lnX(t):/Otr(s)dsnLC = X (t) = rexp (/Otr(s)ds>.
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Importantly, by the no arbitrage condition, if two financial are riskless, they must both yield the
risk-free rate. In other words, they are indistinguishable (a.k.a. fungible). As such, I will assume
that there is only one riskless instrument in the sequel. 0]

NOTATION. Since all riskless instruments are indistinguishable, I will denote the risk-free rate
process as

Xo = (Xo (t))te[O,T]

REMARK. For simplicity’s sake, going forward, I will assume that the risk-free rate is constant and
that o = 1. Hence, the risk-rate process of any riskless instrument Xy = (X <t))te[0,T] is given by

(4.5.1) Xo(t)=¢€" (te]0,T)]).
O

DEFINITION. Let X = (X (t)),co.zy be the price process of a general financial instrument. Then,
its discounted price process is given by
X _X@®)

XO=% 0~ o

=e "X (1).

REMARK. Effectively, the discounted price process expresses the future price of a given financial
instrument in terms of the value of a dollar today. As such, the denominator is a process which
converts one financial instrument (a future dollar) into units of another (today’s dollar) . Many
applications in continuous-time finance involve such conversions. For example, expressing dollars
in terms of Euros. Such a conversion generally involves applying a suitable denominator, known as
the numeraire, in the above expression. 0

DEFINITION. The price of a European call option with strike price K > 0 and expiry 7" > 0 is its
expected discounted payoff, or

u(z,t) = E [e_T(T_t)g (T) | X (t) = ]
(4.5.2) = E"' [e"T g (T)] .
where X = (X (¢)),cjo7) is the price process of the underlying and g (1) = (X (T) — K)".

REMARK. For an Furopean option, the payoff is a terminal payoff of a single payment at expiry
if X (T') > K. In the event that a financial instrument makes payments h ( -) prior to some finite
investment horizon T' < oo (i.e. a running payoff ), then its price is given by

t
u(z,t) = E™ [/ e T (s) ds + e T g (T)
0
U

DEFINITION. A market is a finitely countable collection of financial instruments. A portfolio is a
weighted subset of the market denoted as {w; }?:1 where n is the number of financial instruments in
the portfolio and w; is the weight of the j* constituent. We say that a market is ideal if the payoff
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of any financial instrument can be replicated by a weighted portfolio whose price is observable in
the market at all times. The value or price of a portfolio at time ¢ € [0, 7] is given by

v(t) = Z w; (t) pj (1)

where p; is the price of the j™ constituent. Further, a portfolio is said to self-financing if all
changes in value to portfolio are due to changes to in the market value of the constituents (i.e.
capital gains only) or for any t € [0, T

d _ d
7" (t) = Z:: wj (t) i ().

REMARK. Importantly, any rebalancing of the portfolio (i.e. changing of the weights) does not
change the value of the portfolio. In other words, the proceeds of any sale of a constituent are used
to by additional units of other constituents and purchasing additional units without some offsetting
sale is prohibited. Self-financing is a necessary condition ensuring the existence of a replicating
portfolio (¢f. [66, Ch. 7.1]). O

DEFINITION. We say that a price process of a financial instrument X = (X (¢))cj 1) is governed
by Black-Scholes dynamics if X is the solution the following SDE

(4.5.3) dX (t) = pX (t)dt+oX (t)dW (t) (t €[0,T])

where
1 and o are non-negative constants; and

W () is standard Brownian motion.
REMARK. In other words, such a price process is an [t6 diffusion with constant coefficients. Hence,

a unique solution to (4.5.3) exists by Theorem 3.23 and X is well-defined. U

The next result describes the price of a European option as the solution to a second-order, parabolic
PDE.

THEOREM 4.8 (Black-Scholes PDE). Assume that some European option has expiry T > 0, exercise
price K >0, and s trading in an ideal market. Further, assume that the price of its underlying
instrument is governed by Black-Scholes dynamics. Then, the price of the option w is the unique
solution to the following terminal-valued PDE

1
U + =028 Uy + 17U, —Tu =0 R X [0,7)

2
u=g Rx{t=T}

where r is the constant risk-free rate and g is the payoff at expiry given by

g(z)=(z - K)"

156



PROOF. Select some European option with expiry T° > 0, strike price K > 0, and payoff
g € C*(R) that is trading in an ideal market. Further, assume the price of its underlying is
governed by Black-Scholes dynamics with constant characteristics (i, o). Since the market is ideal,
there is some replicating portfolio with the same payoff ¢ (- ) at each time ¢ € [0, T.

Now, by the no arbitrage condition, all replicating portfolios have must have the same price at all
times. Therefore, I need to consider only one and assume the ansatz that this replicating portfolio
consists two instruments: (a) the underlying and (b) a riskless zero-coupon bond (i.e. make no
income payments until maturity) with a constant interest rate r equal to the risk-free rate and that
matures on the expiry date of the option. Further assume that prices of these two instruments are
observable at all times. Without loss of generality, this portfolio can assumed to be self-financing
since any income generated by the constituents can be removed from the portfolio. Then, the task
at hand is to determine the weighting of the underlying and the bond at each point in time.

Therefore, let X = (X (t)),co.ry and Y = (Y (¢)),o7) be the price processes of the underlying and
the bond, respectively. Then for any t € [0, T, the price of the portfolio is given by

(4.5.4) V()= w () X () +o@)Y (t)

where w (-) and v (-) are smooth, real-valued functions representing the amount invested in the
underlying and the bond respectively.

Since the replicating portfolio is assumed to be self-financing, by (4.5.4), any change in its price is
due solely to changes in the price of the underlying and/or the bond. Hence,

(4.5.5) dV (t) = w () dX (£) + v (£) dY (t).

Further, by assumption, the price of the underlying is governed by Black-Scholes dynamics. Thus,
for any ¢ € [0, 7]
dX (t) = puX (t)dt + o X (t) dW ()

where
1 and o are non-negative constants; and
W (-) is standard Brownian motion.

On the other hand, the bond is assumed to be riskless yielding the risk-free rate r. Hence, by
(4.5.1), the price process of the bond is

Y (t)=¢€" (forte[0,7T]).

Substituting these expressions into (4.5.5), the change in portfolio value is given by
dV (t) = w(t)dX (t)+v(t)dY (¢)
= w(t)(uX () dt +oX (t)dW (t)) + v (t) re™dt
(w () pX (t) + v () re™) dt +w (t) o X (£) dW (t).

uX
(4.5.6) uX
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Now, I want to select w(-) and v (-) such that replicating portfolio has same payoff as the option
at all times or

(4.5.7) {V<t> —u(X(1),1) (te[0,T))

V(T) =g (X(T))

where u (X (t),t) is the price of the option at time ¢ with the payoff at expiry ¢ (X (7). Then for
t € [0,T], by Ito’s formula,

AV (t) = du(X(t),t)
1

= (X (£),8)dt +up (X (£),6)dX (1) + Sue (X (), 1) dX (£)dX ().

Noting that
dX ()dX (t) = p2X?(t)dt* + 2uo X2dtdW (t) + o? X2 (t) dW (t) dW (t)
= o’ X?dt,

the value of the portfolio is

1
dV (1) = wdt +udX (t) + 502){2 (t) Uppdt
_ <ut + %02X2 (t) u) dt + ug (uX (t) dt + o X (t) dW (1))

(4.5.8) = (ut + uX (1) ug + %JQXQ () um) dt + o X (t) udW (t).

Equating the dW terms in (4.5.6) and (4.5.8), the weight of the underlying is given by
(4.5.9) wt)oX(t)=0Xt)u, = w(t)=u,.
Now, equating the dt terms and using the above result,

1
pX (t)ug +v (t)re™ = uy + pX (t) uy + 502X2 (1) Uz

Hence,

1
v(t)re’ =u + 502X2 (1) U

Rearranging terms, the weight of the bond is given by

1 1
v(t) = ;e’” (ut + §U2X2 (t) um> :

Substituting these weights into (4.5.4), the price of the portfolio is given by

1 1
V() = u, X (t) + —e " (ut + 502X2um) e
r
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Recalling that the price of the option is equal to the price of the portfolio at all times by (4.5.7) and
that X (t) = z, the price of the option is the solution to the following (deterministic) PDE known
as the Black-Scholes PDE

1
Uy + =022 Ugy + 12U, —Tu =0 R x[0,7T)

(4.5.10) 2
u=g Rx{t=T}.

O

Comparing the Black-Scholes PDE with the Feynman-Kac PDE (4.4.1), it is clear that the first
order terms representing the price appreciation (i.e. drift terms) of the underlying are different.
This suggests that the price of the option as expressed in (4.5.2) needs to be modified. The solution
to this problem is to express the expected payoff under a different probability measure known as
the risk-neutral probability measure (a.k.a. the equivalent martingale measure) as well be shown in
the next section.

4.6. Derivation of the Black-Scholes PDE using Martingale Methods

Again, select some European call option with expiry 7' > 0, strike price K >0, and payoff g () =
(- — K)". Further, assume that the price of the underlying X = (X (t))te[O,T] is governed by Black-
Scholes dynamics with constant characteristics (u, o) (4.5.3). Then by the Feynman-Kac formula
(cf. Theorem 4.6), the price of the option w is the unique solution to the following PDE

1
(4.6.1) Uy + 502x2um + pxu, —ru=0 R x[0,7)
u=g Rx{t=T}.

However, upon inspection, the Black-Scholes PDE (4.5.10) and this PDE are only the same when
i =7 (i.e. when the appreciation rate of the underlying is equal to the free rate).

To understand under what conditions this may happen, consider the discounted price process X =

<)~( (t)>te[0,T] where )
X{t)=e"X() (fortel0,T]).

Then for ¢ € [0,T], by Itd’s formula,
dX (t) = d(e X (1))
= e " (=rX (t)dt +dX (t))
= —”( rX (t)dt + pX (t)dt + o X (t) dW (t))
(=) X (1) di 4 o X (1) AW (1))
(4.6.2) = ([L X (t)dt + o X (t)dW (t).
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Setting p = r, then

dX (t) = o X (t) dW (t)

or
X (t) = X (0)e”™®,

Hence, when p = r, the discounted price processX (t) is pure geometric Brownian motion and,
thus, is a martingale. This sheds some light on the way out of the dilemma of reconciling the Black-
Scholes PDE and the Feynman-Kac formula. We need to express the expected payoff of the option
in terms of a probability measure, known as the risk-neutral probability measure (a.k.a. equivalent
martingale measure or EMM) that, after applying the Feynman-Kac theorem, will result in the
Black-Scholes PDE. Fortunately, deriving this risk-neutral probability measure is a straightforward
application of Girsanov’s theorem (cf. Theorem 3.22).

Stating the discounted price process (4.6.2) in the more general setting where the drift and diffusion
coeflicients are deterministic functions of time,

(4.6.3) dX (t) = o X (t) (Wcﬁ +dW (t)) .

Now, define the market price of risk as

Then (4.6.3) becomes
(4.6.4) dX (t) = o X (t) (O (t)dt + dW (t)).

Further, define the process W = (W (t)) as

teT

or, in differential form

AW (t) = O (t) dt + dW (t).

Hence, W is Brownian motion with drift © (t) and by (4.6.4)
dX (t) = o X (t)dW (t).

Now, by Girsanov’s theorem (cf. Theorem 3.22), W can be transformed into a martingale under
the probably measure QQ defined as

Q(A):/AZ(T)dIP (AeB)
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where Z = (Z (t))te[O,T]
Z(t) = exp (—%/0 o (s)ds—/o @(s)dW(s)) (for t € [0,T)).

Consequently, under the probability measure Q, the discount price process X is a martingale.
Further, under this new probability measure Q, the price of a European option with a strike price
K and expiry T by definition is the expected discounted payoff given by

u(a,t) =Eg' e T g (X (T))] .
where 7 is the risk-free rate and ¢ (-) is the payoff function. Further, the dynamics of the underlying
can be expressed in terms of the risk-neutral measure as follows

dX (t) = puX({t)dt+oX (t)dW (t)

— uX (O dt +oX (1) (AW (1) - @dt)

= (n=00) X (t)dt +0X () dW (t)

= rX()dt+oX (t)dW ().
Then by the Feynman-Kac formula under the EMM

1
Up + =028 Uy + 72Uy —Tu =0 R X 0,7

2
u=g Rx{t=T}.
which is the Black-Scholes PDE (c¢f. (4.5.10)).

REMARK. Given this, the implication is that all pricing, whether by replication or martingale
methods, should be performed under the risk-neutral measure. 0

REMARK. An interesting question is: under what conditions does a risk-neutral probability measure
exist and is it unique? This is captured in two important results in continuous-time finance known
as the fundamental theorems of asset pricing that are outside the scope of this paper. The first
theorem states that if a market has a risk neutral measure, then it is arbitrage free. The second
theorem states that if a market has a risk neutral measure, then it is complete if and only if the
risk-neutral probability measure is unique. For a discussion of these theorems, see Shreve |76, pg

231-234].
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Commonly Used Notation

Abbreviations and Acronyms

a.s.: almost surely.
cdf: the cumulative distribution function.
cadlag: right continuous stochastic process with left limits.
EMM: the equivalent martingale measure.
iid.: independent, identicially distributed random variables
PDE: partial differential equation(s).
pdf: the probability density function of a random variable.
RCLL: right continuous stochastic process with left limits.
SDE: stochastic differential equation(s).
Functions and Operators
(X, Y](): the covariation of the processes X and Y.
(X](-): the quadratic variation of the process X.
Py (-): the distribution of the random variable X.
1a(-): the indicator function of the set A.
dw (): the Dirac measure centered at w.
Ugz;° axaa u where x € R"™.
() max( ,0).
. T /e
Flon: the Lo (i [l = (B[ X 0as]) "),
(. the LP-norm (i.e Ny = (Jy ()" ) /)
1Mo : the operator norm on some Banach space.
E>* [ X (t)]: the conditional expectation of X given X (s) = x.
E* [X (t)]: the conditional expectation of X given X (0) = =.
Ep|-]: the expectation with respect to the probability measure P.
®: the set product.
A(): the Laplacian (z’.e. A()=2T0 #{Z% (- ))
g Su(x,t).
Ug,: Fon
Ugpg: 68—;2u (z,t) where x € R.
Sets and Spaces
N: the non-negative integers {0,1,2,...} .
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S

=
Q
N>

the time index set.

the discrete o-algebra on the set €).

the non-negative reals, (i.e. Ry := [0, 00)).

the smallest o-algebra generated by A.

indicates that the domain €2 of a function is equipped with a o-algebra F.
the collection of all admissible processes bounded in the LL”-norm.

the integers.

the o-algebra of Borel sets on the space S.

the collection of P-null sets.

the collection of all real-valued functions with bounded variation on [0, 7.
the complement of the set A.

{(f:Ux[0,T) = R| f,D,f. D2f, f, € C(U x [0,T]; V)}.

the dual space of LP.

the collection of all LP-bounded random variables on (2, F,P).

a minimizer.

the i""j"" component of the matrix A.
equal in distribution.

convergence in distribution.
convergence in probability.

the right limit orlim.

Tl
convergence in the LP norm.
the transpose.

independent of.

the left limit or lim .
AtA
2

a normal distribution with mean p and variance o~.
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