
Knowledge Graph and Symbolic Approaches for the 
ARC-AGI-2 Benchmark: Architecture, Performance, and 
Implications 
I. Introduction 
A. Context: The Quest for Artificial General Intelligence (AGI) and the Role of 
Benchmarks 

The pursuit of Artificial General Intelligence (AGI), defined as AI systems capable of 
performing any intellectual task that a human being can, represents a significant 
frontier in artificial intelligence research.1 This ambition marks a departure from 
narrow AI, which excels at specific, predefined tasks, towards systems demonstrating 
general, adaptive intelligence.3 Measuring progress towards AGI necessitates robust 
evaluation tools. Benchmarks play a critical role in this endeavor, serving not only as 
progress indicators but also as instruments to discern specific capabilities, identify 
gaps, guide innovation, and inspire research directions.3 However, traditional 
approaches often conflate task-specific skill acquisition with genuine intelligence.7 
Measuring skill alone, particularly when influenced heavily by prior knowledge or vast 
training data, can mask a system's underlying generalization power and adaptability.8 

A more refined perspective, articulated by François Chollet, defines intelligence not 
merely by skill but by skill-acquisition efficiency over a broad scope of tasks, relative 
to priors, experience, and generalization difficulty.8 This definition emphasizes a 
system's ability to adapt to novel problems unforeseen by its creators.8 This contrasts 
sharply with definitions centered on automating economically valuable work, which, 
while a useful goal, is considered an incorrect measure of intelligence itself.8 

B. The Abstraction and Reasoning Corpus (ARC) Family 

To operationalize this concept of intelligence, Chollet introduced the Abstraction and 
Reasoning Corpus (ARC) in 2019.2 ARC, later termed ARC-AGI, is specifically designed 
as a benchmark to measure fluid intelligence – the capacity to reason, solve novel 
problems, and adapt to new situations – rather than crystallized intelligence, which 
relies on accumulated knowledge and skills.7 The initial version, ARC-AGI-1 7, aimed to 
distinguish skill acquisition from general intelligence.7 

Recognizing limitations in ARC-AGI-1, such as its binary pass/fail nature, lack of human 
difficulty calibration, and susceptibility to brute-force solutions 7, the ARC Prize 
Foundation launched ARC-AGI-2 in March 2025.4 This second iteration significantly 
increases the difficulty for AI systems while maintaining relative ease for humans, 



explicitly targeting reasoning, adaptability, and, crucially, efficiency.4 Furthermore, 
work has commenced on ARC-AGI-3, envisioned for early 2026, which plans to move 
beyond static tasks towards interactive environments assessing exploration, data 
gathering, goal setting, and action efficiency.7 

C. The Emergence of Knowledge-Graph and Symbolic Approaches 

The significant challenges posed by ARC-AGI, particularly ARC-AGI-2, have exposed 
limitations in prevailing AI paradigms, most notably large language models (LLMs) 
based on transformer architectures.3 These models, despite their successes in various 
domains, struggle profoundly with the abstract reasoning, compositional logic, and 
contextual rule application demanded by ARC tasks.3 This performance gap has 
spurred interest in alternative or complementary approaches, including those 
leveraging structured knowledge representation and explicit reasoning mechanisms 
characteristic of knowledge graphs (KGs) and symbolic AI. 

The hypothesis is that the explicit structure, relational information, and logical 
manipulation capabilities offered by KGs and symbolic systems might be better suited 
to handle the types of abstract, compositional reasoning required by ARC.23 This 
aligns with the growing field of Neuro-Symbolic AI (NeSy), which seeks to combine the 
perceptual strengths of neural networks with the reasoning capabilities of symbolic 
systems.23 Such hybrid approaches aim to achieve robustness, interpretability, and 
better generalization from limited data.36 

D. Report Objectives and Structure 

This report provides an expert-level technical analysis of research concerning 
knowledge-graph-based and related symbolic/graph-based solvers specifically 
applied to the ARC-AGI-2 benchmark. Drawing exclusively upon the provided research 
materials, the analysis focuses on the architecture, performance, efficiency, 
interpretability, and broader implications of these approaches for AI and AGI research. 
The subsequent sections will delve into the specifics of the ARC-AGI-2 challenge, 
analyze the performance gap hindering current AI models, examine the architectures 
and mechanisms of KG and symbolic solvers, evaluate their performance and 
efficiency, consider interpretability aspects, and finally, discuss the implications and 
future directions for this line of research. 

II. The ARC-AGI-2 Challenge 
A. Design Philosophy: "Easy for Humans, Hard for AI" 

The fundamental design principle underpinning the ARC-AGI benchmark series is 



"Easy for Humans, Hard for AI".3 This philosophy intentionally selects tasks that 
humans, leveraging innate cognitive abilities, find relatively straightforward, yet which 
pose significant difficulties for contemporary AI systems. The rationale behind this 
approach is to move beyond benchmarks that test specialized, often superhuman 
skills or vast memorized knowledge (termed "PhD++ problems").3 Instead, ARC-AGI 
aims to illuminate the fundamental capability gaps that prevent current AI from 
achieving human-like general intelligence, particularly in areas of fluid reasoning, 
adaptability, and generalization from limited experience.3 The ultimate goal, as 
articulated by the ARC Prize Foundation, is to measure progress towards AGI by 
tracking the closure of this gap between tasks easy for humans and hard for AI; when 
no such tasks remain, AGI could be considered achieved.3 

B. Task Structure and Format 

ARC tasks manifest as visual puzzles presented on grids.6 Each grid is a rectangular 
matrix, ranging in size from 1x1 to 30x30 cells.6 Each cell within the grid can hold one 
of ten distinct values, typically represented as integers from 0 to 9 and visualized as 
colors.6 

A single ARC task comprises two main parts: a set of demonstration pairs and a set of 
test pairs.6 The demonstration section typically includes three input-output grid pairs 
that illustrate a specific, hidden transformation rule or concept.6 The test section 
provides one or two input grids for which the solver must generate the corresponding 
output grid(s).6 The core challenge for the test-taker (human or AI) is to infer the 
underlying abstract rule from the few demonstration examples and apply it correctly 
to the test input(s).6 Critically, this involves not only filling the output grid cells with the 
correct colors/values but also predicting the correct dimensions (height and width) of 
the output grid.8 Solutions must be exact; any deviation, even a single incorrect cell, 
results in failure for that attempt.6 

To ensure a fair comparison between human and artificial intelligence and to focus on 
core reasoning abilities, ARC tasks are designed to rely only on a minimal set of "Core 
Knowledge Priors".8 These priors represent fundamental cognitive concepts believed 
to be innate or acquired very early in human development, universally shared, and not 
dependent on specific cultural knowledge or language.8 The explicitly listed priors 
include: 

●​ Objectness: Understanding that the visual world can be parsed into objects that 
persist, move cohesively, and interact through contact.8 

●​ Goal-directedness: Recognizing that some objects can be agents with intentions 
and goals.8 



●​ Numbers & Counting: Basic arithmetic concepts like addition, subtraction, 
comparison, and the ability to count or sort objects.8 

●​ Basic Geometry & Topology: Concepts of shape, distance, orientation, spatial 
relationships (like inside/outside), and transformations (like rotation, translation, 
reflection, scaling, deformation).8 

By strictly limiting the assumed knowledge to these primitives, ARC forces solvers to 
demonstrate genuine problem-solving and generalization abilities rather than relying 
on pre-existing, domain-specific expertise.8 

C. ARC-AGI-2 Specific Enhancements and Challenges 

ARC-AGI-2 represents a deliberate evolution from its predecessor, designed to 
address ARC-AGI-1's limitations and pose a more significant challenge to AI reasoning 
systems.4 While ARC-AGI-1 was criticized for being a binary pass/fail benchmark 
lacking nuance, potentially susceptible to brute-force methods, and lacking difficulty 
calibration based on human performance 7, ARC-AGI-2 incorporates several key 
enhancements. 

A major improvement is difficulty calibration. The tasks within the ARC-AGI-2 
evaluation sets (public, semi-private, and private) have been calibrated using 
performance data gathered from controlled studies involving over 400 human 
participants.4 This ensures that the different evaluation sets are roughly equivalent in 
difficulty (Independent and Identically Distributed - IID) for both humans and AI, 
allowing for more reliable comparisons of non-overfit scores across sets.4 Every task 
included in the evaluation sets was successfully solved by at least two humans in two 
attempts or less, matching the rules applied to AI solvers.4 

Crucially, ARC-AGI-2 tasks are specifically designed to target cognitive abilities where 
current AI systems, particularly advanced reasoning models, demonstrably struggle.3 
Studies conducted during the benchmark's design identified key areas of weakness, 
leading to the inclusion of tasks emphasizing: 

1.​ Symbolic Interpretation: This requires understanding that symbols 
(colors/shapes on the grid) possess meaning beyond their mere visual or 
geometric properties.3 AI systems might perform surface-level checks like 
symmetry or transformations but fail to assign semantic significance to the 
symbols within the task's context.3 

2.​ Compositional Reasoning: This involves the simultaneous application of multiple 
rules, or the sequential application of rules where later steps depend on the 
outcomes of earlier ones, especially when rules interact.3 Systems often succeed 



when only one or a few global rules are present but falter when complex 
interactions are required.4 

3.​ Contextual Rule Application: This demands the ability to apply rules differently 
based on the specific context within the grid, essentially requiring conditional 
logic or control flow in the reasoning process.3 AI systems tend to fixate on 
superficial patterns rather than grasping the underlying principles that determine 
which rule applies in which situation.3 

The deliberate inclusion of tasks targeting these specific reasoning bottlenecks makes 
ARC-AGI-2 not just a measure of general capability but also a diagnostic instrument. 
By observing where sophisticated AI systems fail on ARC-AGI-2, researchers can 
pinpoint the precise types of abstract, flexible, and compositional reasoning that need 
to be developed. The benchmark effectively highlights the shortcomings of 
approaches relying heavily on pattern matching learned from vast datasets, pushing 
the field towards architectures capable of deeper, more structured cognitive 
operations. 

D. Evaluation Metrics: Accuracy and Efficiency 

Evaluating performance on ARC-AGI-2 involves two key dimensions: accuracy and 
efficiency. The primary accuracy metric is Pass@2.4 A system is considered to have 
passed a task if it produces the exactly correct output grid for all test inputs within 
that task, given a maximum of two attempts per test input.4 This two-attempt 
allowance accommodates tasks with potential inherent ambiguity or helps mitigate 
unintentional errors in the dataset design, while still penalizing random guessing.4 The 
overall score is typically the percentage of tasks passed within the evaluation set.58 
Some teams may also track pixel-level correctness as an auxiliary metric, although 
this is not used for official scoring.29 

A defining feature of ARC-AGI-2, distinguishing it significantly from ARC-AGI-1, is the 
explicit emphasis on efficiency.3 Performance is often reported alongside a 
cost-per-task metric (e.g., in USD) or evaluated under strict computational constraints 
(e.g., runtime limits on specific hardware).5 The ARC Prize 2025 competition, for 
instance, imposes a 12-hour runtime limit on specified CPU/GPU configurations (L4x4 
GPUs mentioned) with no internet access allowed.10 

This focus on efficiency is not merely a practical consideration; it is deeply intertwined 
with the benchmark's underlying philosophy of intelligence. By measuring efficiency 
alongside capability, ARC-AGI-2 directly operationalizes Chollet's definition of 
intelligence as efficient skill acquisition.3 It actively discourages solutions that rely on 
computationally exorbitant brute-force search or massive scaling, which might 



demonstrate skill but not necessarily intelligence in this framework.3 The goal is to 
incentivize the development of solutions that mirror human cognitive efficiency – the 
ability to find solutions with minimal resources.3 This dual focus makes ARC-AGI-2 a 
fundamentally more demanding benchmark than its predecessor, evaluating not just 
what solution is found, but how it is found. 

III. The Performance Gap: Why ARC-AGI-2 is Hard for Current AI 
A. Extremely Low Scores for State-of-the-Art Models 

The difficulty of ARC-AGI-2 for current artificial intelligence systems is starkly 
illustrated by their performance scores. While designed to be solvable by humans – 
with average human performance around 60% and curated human panels achieving 
100% solvability within the two-attempt rule 1 – even the most advanced AI models 
demonstrate remarkably poor results. 

Pure LLMs, those without specialized reasoning engines or search mechanisms 
integrated, consistently score 0% on ARC-AGI-2 tasks.4 This indicates that the pattern 
recognition and sequence completion abilities honed by training on vast text corpora 
are fundamentally insufficient for the abstract, compositional reasoning required. 
Even sophisticated models incorporating reasoning techniques, such as OpenAI's 
o-series (e.g., o3, o4-mini), Google's Gemini 2.0 Flash, Anthropic's Claude 3.7, and 
DeepSeek-R1, achieve only single-digit percentage scores, typically below 4%.1 For 
instance, leaderboard data shows o3 (medium) at 3.0%, o3-mini (high) also at 3.0%, 
ARChitects (the 2024 ARC Prize winner, likely a hybrid system) at 2.5%, and Gemini 2.0 
Flash at 1.3%.4 This dramatic gap between human and AI performance underscores 
the benchmark's success in isolating capabilities central to general intelligence that 
current AI lacks. 

B. Limitations of LLMs and Scaling 

Several fundamental limitations of current AI models, particularly LLMs, contribute to 
their poor performance on ARC-AGI-2. 

Firstly, memorization is insufficient.1 Each ARC task is designed to be unique and 
novel.20 Models cannot rely on recalling patterns or solutions encountered during 
training, as the evaluation tasks demand generalization to entirely new problem 
structures. LLMs are often characterized as operating via a "memorize, fetch, apply" 
paradigm, excelling at retrieving and applying learned patterns but failing when faced 
with true novelty.5 

Secondly, LLMs primarily demonstrate crystallized intelligence (skill based on 



accumulated knowledge) rather than the fluid intelligence (adaptability, novel 
problem-solving) that ARC targets.1 Their success on many benchmarks reflects their 
vast training data, not necessarily an innate ability to reason abstractly or adapt 
efficiently.8 

Thirdly, LLMs exhibit specific reasoning deficiencies directly relevant to ARC-AGI-2's 
challenges. They struggle with symbolic interpretation (assigning meaning beyond 
visual form), compositional reasoning (handling interacting rules), and contextual rule 
application (conditional logic).3 They may fixate on superficial visual patterns or fail to 
decompose problems into logical steps.3 

Fourthly, visual and spatial reasoning weaknesses are often cited.6 While ARC grids 
can be represented numerically or textually, the underlying logic often involves spatial 
relationships, object manipulation, and geometric transformations that seem difficult 
for models primarily trained on linear sequences of text.20 Some argue that the 
bottleneck lies in the model's inability to form good initial hypotheses based on visual 
intuition, leading to an overly large search space for subsequent reasoning steps.70 

Fifthly, even when LLM-based approaches achieve some success, they are often 
computationally inefficient.5 Models like o3, which employ Chain-of-Thought (CoT) 
reasoning combined with search or program synthesis, can incur costs of hundreds or 
even thousands of dollars per task, drastically failing the efficiency requirements of 
ARC-AGI-2.4 

Finally, there is a growing consensus that simply scaling up current LLM 
architectures is insufficient to conquer ARC-AGI-2.3 The benchmark's resilience 
suggests that fundamental architectural or algorithmic innovations ("new ideas") are 
necessary to bridge the gap to human-level performance.3 

The consistent failure of even multi-trillion parameter models like OpenAI's o3 or 
Anthropic's Claude 3.7 on ARC-AGI-2 provides compelling empirical support for the 
argument that the dominant transformer-based scaling paradigm may be 
encountering fundamental limitations. These models excel on tasks that can be solved 
by leveraging the vast statistical patterns learned during pre-training, effectively 
demonstrating impressive crystallized intelligence. However, ARC-AGI-2 demands fluid 
intelligence: the ability to reason abstractly, compose procedures, understand 
context, and adapt efficiently to complete novelty. The stark performance difference 
suggests that these capabilities do not spontaneously emerge from scaling alone and 
may require qualitatively different architectural approaches, potentially incorporating 



more explicit structure or reasoning mechanisms. 

C. Role of Test-Time Adaptation and Program Synthesis 

Significantly, the approaches that have shown some measurable progress beyond 
baseline LLM performance on ARC benchmarks often incorporate mechanisms for 
test-time adaptation (TTA) or program synthesis.7 

TTA involves fine-tuning or otherwise adapting the model during the evaluation phase, 
using the specific demonstration examples provided within each task.11 This allows the 
model to specialize its knowledge or search strategy for the immediate problem at 
hand, moving beyond reliance on its static pre-trained state. Program synthesis 
involves generating an explicit program (often in a Domain-Specific Language or DSL) 
that captures the transformation rule observed in the demonstration pairs; this 
program is then executed on the test input.5 

OpenAI's o-series models, for example, are described as using CoT reasoning 
combined with search and synthesis mechanisms.3 This suggests that these models 
perform some form of search over potential reasoning paths or programs at test time, 
guided by the base LLM.5 The (relative) success of TTA and program synthesis 
approaches reinforces the idea that solving ARC requires dynamic, task-specific 
processing during evaluation, rather than just passive application of pre-learned 
functions. 

IV. Knowledge-Graph and Symbolic Solvers for ARC-AGI-2 
A. Rationale: Why Structured Approaches? 

The documented struggles of connectionist models like LLMs on ARC-AGI-2 motivate 
the exploration of approaches incorporating more explicit structure and reasoning, 
such as those based on knowledge graphs (KGs) and symbolic AI. Several rationales 
underpin this direction: 

1.​ Addressing LLM Limitations: Symbolic and graph-based methods inherently 
offer mechanisms for explicit, step-by-step reasoning, handling compositionality, 
representing context sensitivity, and ensuring verifiable transformations – 
capabilities often lacking or unreliable in end-to-end neural models when applied 
to ARC tasks.23 

2.​ Handling Core Knowledge Priors: ARC tasks rely on fundamental concepts like 
objectness, basic geometry, and topology.8 Symbolic representations and graph 
structures provide natural frameworks for explicitly encoding and manipulating 
these priors, potentially leading to more robust reasoning grounded in these 



fundamental concepts.8 

3.​ Facilitating Program Synthesis: A dominant paradigm for tackling ARC involves 
program synthesis, where solvers search for or generate programs in a 
Domain-Specific Language (DSL) that encode the task's transformation logic.6 
DSLs are inherently symbolic. Knowledge graphs could potentially enhance this 
process by providing structured knowledge to guide the search, define 
constraints, or represent program components and their relationships. 

4.​ Improving Interpretability: Compared to the opaque internal workings of large 
neural networks, reasoning processes based on symbolic manipulations or 
traversals of graph structures can offer greater transparency and explainability.22 
This is a key goal of neuro-symbolic AI.36 

B. Architectural Approaches Mentioned in Research 

The provided research materials describe several architectural paradigms relevant to 
KG and symbolic solving of ARC tasks: 

●​ Explicit Knowledge Graph Construction: 
○​ One research direction explicitly proposes converting ARC task data 

(input-output grids, demonstrated transformations) into a formal knowledge 
graph structure.38 This involves defining DSLs for properties and 
transformations, structuring the KG, and then using this graph to extract "core 
knowledge" relevant to the task. An abductive symbolic solver then utilizes 
this extracted knowledge to synthesize a solution, aiming to limit the search 
space and provide logically grounded intermediate steps.38 

○​ A Kaggle notebook submission describes a system using a lightweight, 
in-memory "Agentic KG".91 This KG acts dynamically during solving, updating 
usage and success counts for different transformation "agents" in real-time, 
effectively implementing a form of learning from experience within the 
constraints of the competition environment. Detailed transformation logs are 
kept separately for offline analysis.91 (Note: Details beyond this description 
were unavailable 91). 

○​ A more general framework, Reasoning on Graphs (RoG), synergizes LLMs with 
existing KGs.90 It uses the LLM to generate potential relation paths (plans) 
grounded in the KG, retrieves valid reasoning paths based on these plans, and 
then uses the LLM again to perform reasoning along these retrieved paths. 
While not specifically designed for ARC, its principles of using KGs to 
structure and ground LLM reasoning could be adapted. 

●​ Neuro-Symbolic Architectures: 
○​ This paradigm explicitly aims to combine neural networks (for perception, 



pattern recognition, intuition) with symbolic systems (for logic, reasoning, 
structure).23 This hybridization is often motivated by the desire to capture the 
strengths of both approaches, potentially mirroring the dual-process theories 
of human cognition (System 1/System 2).36 

○​ Specific implementations for ARC include: 
■​ NSA (Neuro-Symbolic ARC): This system uses a transformer model, 

pre-trained on synthetic data and fine-tuned at test time (TTA), to 
propose promising transformation primitives or search directions within a 
symbolic DSL. A combinatorial search engine then uses these proposals to 
find the actual solution program more efficiently.23 

■​ DreamCoder Adaptation: The DreamCoder framework, which learns a 
library of reusable code components through program synthesis, has 
been adapted for ARC.21 This involves designing a suitable DSL (e.g., 
PeARL - Perceptual Abstraction and Reasoning Language) and using a 
neural "recognition model" to guide the search for programs within this 
language.21 

■​ General Hybrid Proposals: Other suggestions include using deep 
learning as a perception front-end to parse inputs into discrete symbolic 
representations for a reasoning engine, adding symbolic modules to DL 
models, or using DL models to guide or prune the search space of 
discrete program synthesis algorithms.20 

●​ Graph-Based Representations (Non-Explicit KG): 
○​ Some approaches use graph structures to represent ARC tasks without 

necessarily building a formal, queryable knowledge graph. 
■​ ARGA (Abstract Reasoning with Graph Abstractions): This framework 

converts ARC grid images into object-centric graph representations.22 It 
then employs a search algorithm to find a program within a graph-based 
DSL that operates on these abstract representations.22 

■​ Graph Neural Networks (GNNs): While specific GNN-based ARC solvers 
are not detailed extensively, GNNs are mentioned as relevant components 
for graph reasoning.90 Their ability to learn representations from graph 
structures could potentially be integrated into larger ARC solving systems, 
perhaps for feature extraction or guiding symbolic search. One 
submission mentions integrating GNNs into a modular system for relational 
understanding.92 

●​ Program Synthesis with Symbolic DSLs: 
○​ A significant body of work on ARC, particularly early successes and many 

current systems, relies heavily on program synthesis using hand-crafted 
Domain-Specific Languages (DSLs).6 These DSLs encapsulate symbolic 



operations relevant to ARC tasks (e.g., geometric transformations, object 
manipulations). The core challenge becomes efficiently searching the vast 
space of possible programs constructible from the DSL primitives.19 

○​ A recent trend involves using LLMs to guide this synthesis process.11 The LLM 
might generate candidate programs, suggest promising search directions, or 
even help debug generated code, combining neural pattern matching with 
symbolic program construction. 

The clear trend emerging from these varied approaches is a move towards hybrid 
architectures. Purely connectionist models like LLMs falter due to reasoning and 
generalization limitations on ARC-AGI-2.4 Purely symbolic approaches, like early 
brute-force DSL search, while more interpretable, often struggle with the complexity, 
novelty, and efficiency demands of the benchmark.6 The most promising avenues 
appear to lie in combining these paradigms: using neural networks for their strengths 
in perception, pattern recognition, or providing heuristic guidance, while leveraging 
symbolic structures (DSLs, graphs, KGs) for their ability to handle explicit reasoning, 
compositionality, constraints, and potentially offer better few-shot generalization and 
interpretability.20 This convergence reflects the broader interest and potential seen in 
the field of neuro-symbolic AI. 

C. Transformation Agents and Symbolic Operations 

The concept of modular "transformation agents" is explicitly mentioned in the 
description of the Agentic KG solver 91, suggesting components dedicated to specific 
types of grid manipulations. While specific agent examples like ColorRemapAgent or 
TilerAgent are not detailed in the available snippets for that particular solver, the 
underlying principle aligns with the structure of DSL-based approaches. 

DSLs, by their nature, define a set of symbolic operations or transformations that can 
be applied to the ARC grids or their representations. The research materials allude to 
various categories of such operations: 

●​ Geometric/Topological Transformations: Common operations include mirroring 
(diagonal or axis-aligned), rotation, translation, scaling, deformation, repetition of 
patterns, and combining shapes.8 Specific function names like dmirror 
(diagonal_mirror) appear in discussions of DSL refinement.84 

●​ Object-Based Manipulations: Many tasks involve identifying discrete objects 
within the grid and applying rules based on them. Operations might include 
moving objects, changing their color, counting them, finding the smallest 
bounding box (subgrid), or applying transformations conditioned on object 
properties.8 The Core Knowledge prior of "Objectness" is central here.8 



●​ Grid-Level Operations: These include resizing the grid, copying the input grid to 
the output (often as a starting point for modification), resetting the grid (filling 
with a default color like 0), flood-filling connected areas of the same color, and 
applying masks (e.g., selecting rectangular regions, borders, checkerboard 
patterns, or custom bitmap shapes).6 

●​ Color/Value Operations: Getting the color of a cell (get_color), changing colors 
based on rules, or applying color mappings are fundamental.84 

●​ Higher-Order/Functional Operations: Some DSLs incorporate functional 
programming concepts, like fork (combine_two_function_results) mentioned in 84, 
allowing for more complex program structures. 

These symbolic operations form the building blocks that program synthesis or 
KG-based reasoning systems use to construct solutions to ARC tasks. The 
effectiveness of any such system is heavily dependent on the choice and definition of 
these fundamental primitives within its DSL or knowledge representation. 

V. Performance, Efficiency, and Scalability 
A. Performance of KG/Symbolic/Graph-Based Solvers 

Evaluating the performance of knowledge-graph, symbolic, and graph-based solvers 
specifically on the ARC-AGI-2 benchmark is challenging due to limited reported data 
in the provided materials. Most available performance metrics pertain to ARC-AGI-1 or 
are for general LLMs/hybrid systems on ARC-AGI-2, providing context rather than 
direct results for KG solvers. 

●​ Direct KG Solvers: No specific ARC-AGI-2 accuracy scores are available for the 
explicitly KG-based solvers described (e.g., the Agentic KG 91 or the symbolic 
solver using KG-extracted knowledge 38). A hybrid system incorporating a Graph 
Neural Network (GNN) was reported to outperform traditional neural models by 
15-20% on difficult ARC tasks, but the specific ARC version (1 or 2) and task 
subset were not specified.92 

●​ Neuro-Symbolic Solvers: 
○​ The NSA (Neuro-Symbolic ARC) system achieved a score of 75/400 (18.75%) 

on the ARC-AGI-1 Evaluation Set when using Test-Time Adaptation (TTA).50 
This score significantly surpassed comparison baselines reported in the same 
study, including the graph-based ARGA method.50 While this is ARC-AGI-1 
data, it demonstrates the potential of neuro-symbolic approaches to 
outperform simpler symbolic or purely neural methods on ARC tasks. 
Extrapolating this advantage to the more difficult ARC-AGI-2 remains 
speculative. 



○​ Adaptations of the DreamCoder framework using the PeARL DSL reportedly 
solved three times more tasks than a previous implementation 51, and 
ensembles combining DreamCoder with LLMs showed improvement over the 
state-of-the-art at the time.21 However, absolute ARC-AGI-2 scores are not 
provided. 

●​ Graph-Based Solvers (ARGA): The ARGA system scored 9/400 (2.25%) on the 
ARC-AGI-1 Evaluation set, with a variant (ARGAe) reaching 22/400 (5.5%).50 This 
indicates some capability but falls short of the performance achieved by the NSA 
neuro-symbolic system on the same dataset.50 

●​ Program Synthesis (DSL-based): Historically, DSL-based program synthesis 
approaches achieved scores around 20-33% on the ARC-AGI-1 private evaluation 
set.6 More recently, LLM-guided program synthesis pushed scores to 42-43% on 
public/semi-private ARC-AGI-1 leaderboards.20 The top performers in the ARC 
Prize 2024 competition, using hybrid induction (program synthesis) and 
transduction (direct prediction) methods, reached impressive scores of 
53.5-55.5% on the ARC-AGI-1 private evaluation set.6 

●​ ARC-AGI-2 Context: For comparison, the current state-of-the-art scores 
reported on ARC-AGI-2 are very low: the ARChitects team (2024 winner, likely 
using a hybrid approach developed for ARC-1) scored 2.5% 4, and OpenAI's o3 
(medium) model scored 3.0%.4 These low scores highlight the significantly 
increased difficulty of ARC-AGI-2. 

B. Efficiency Analysis 

Efficiency is a primary evaluation criterion for ARC-AGI-2, reflecting the benchmark's 
focus on intelligence as efficient skill acquisition.3 Symbolic and KG-based 
approaches are often motivated by the potential for greater efficiency compared to 
computationally intensive deep learning or exhaustive search methods.37 

●​ The Agentic KG approach was explicitly designed with efficiency in mind, using an 
in-memory graph to stay within competition memory limits.91 

●​ Neuro-symbolic systems like NSA aim to improve efficiency by using the neural 
component to prune the vast search space faced by the symbolic combinatorial 
search.45 

●​ The ARGA graph-based method was noted for its efficiency on certain types of 
tasks.22 

However, symbolic reasoning itself, especially complex search or inference over large 
knowledge structures, can be computationally demanding.19 The ARC-AGI-2 
leaderboard provides crucial context on the current performance-efficiency 



landscape: 

Table 1: Comparative Performance and Efficiency on ARC-AGI-2 (Selected 
Systems) 

AI System System Type 
(Primary 
Approach) 

ARC-AGI-2 
Score (%) 

Cost/Task ($) Notes/Limitatio
ns 

o3 (medium) CoT + Synthesis 
(LLM-based) 

3.0% $2.53 High capability, 
moderate cost 

o3-mini (high) CoT 
(LLM-based) 

3.0% $0.55 Similar 
capability to o3 
medium, lower 
cost 

ARChitects 
(2024) 

Custom Hybrid 
(Likely NeSy/PS) 

2.5% $0.20 2024 Winner 
(ARC-1), 
efficient for its 
score 

o4-mini 
(Medium) 

CoT 
(LLM-based) 

2.4% $0.23 Good efficiency, 
slightly lower 
score 

DeepSeek R1 CoT 
(LLM-based) 

1.3% $0.08 Low score, very 
efficient 

Gemini 2.0 Flash Base LLM 1.3% $0.004 Low score, 
extremely 
efficient 

Human Panel Human 100.0% ~$17.00 Benchmark 
reference (cost 
based on 
studies) 

Avg. Human Human ~60.0% ~$17.00 Benchmark 
reference (cost 
based on 
studies) 



Data sourced from.4 System types are inferred based on descriptions in snippets. 
Costs are approximate and may vary. 

This data reveals a significant trade-off. The most cost-effective systems currently 
achieving any score on ARC-AGI-2 are base LLMs or simpler CoT models (Gemini 
Flash, DeepSeek R1), but their accuracy is minimal (1.3%). Achieving the current 
state-of-the-art scores (2.5-3.0%) requires more complex and costly systems like o3 
or the ARChitects' hybrid approach. Notably, the ARChitects' solution demonstrates 
significantly better cost-efficiency ($0.20/task) compared to o3 medium ($2.53/task) 
for a slightly lower score, suggesting hybrid approaches might offer a better balance. 
However, even these costs are substantial compared to the extremely low cost of 
Gemini Flash. This highlights a persistent challenge: improving reasoning capability on 
ARC-AGI-2 currently comes at a significant efficiency cost. Future KG and symbolic 
solvers must aim to improve accuracy substantially while maintaining or exceeding the 
efficiency levels demonstrated by systems like ARChitects, thereby breaking the 
current capability-efficiency trade-off. Simply being symbolic does not automatically 
guarantee efficiency at competitive performance levels. 

C. Scalability Challenges 

Scaling KG, symbolic, and hybrid approaches to effectively tackle the full range of 
ARC-AGI-2 tasks presents several challenges: 

●​ Combinatorial Explosion: The primary hurdle for methods involving search (e.g., 
program synthesis, graph traversal) is the potentially enormous search space. As 
task complexity increases, the number of possible programs or reasoning paths 
can grow exponentially, making exhaustive or even guided search computationally 
infeasible within practical time limits.19 

●​ DSL Limitations: Program synthesis approaches are fundamentally limited by the 
expressiveness and completeness of their underlying DSL.79 Crafting a DSL that is 
general enough to cover the diverse logic of ARC tasks, yet constrained enough 
to allow efficient search, is a difficult design problem. The DSL must capture the 
necessary core knowledge primitives and allow for their flexible composition. 

●​ Neuro-Symbolic Integration Complexity: Effectively merging neural and 
symbolic components is non-trivial.48 Ensuring that the neural component 
provides useful guidance without overriding correct symbolic reasoning, or that 
the symbolic component can effectively utilize potentially noisy neural outputs, 
requires careful architectural design and training strategies. Furthermore, issues 
like "reasoning shortcuts" can arise, where the hybrid system finds a solution 
using incorrect or unintended internal logic, compromising reliability.39 Hardware 



acceleration for the symbolic parts of these systems is also less developed 
compared to neural network accelerators.48 

●​ Knowledge Representation: For KG-based approaches, designing an 
appropriate ontology or schema to represent ARC tasks, their components 
(objects, properties, transformations), and the underlying core knowledge is 
crucial but challenging given the abstract and varied nature of the tasks.38 

VI. Interpretability Considerations 
A. Potential Advantages of Symbolic/Graph Structures 

A frequently cited motivation for exploring symbolic, graph-based, and 
neuro-symbolic approaches is their potential for enhanced interpretability compared 
to end-to-end deep learning models.36 

●​ Traceable Reasoning: Systems that generate explicit symbolic programs (via 
DSLs) or follow reasoning paths on a knowledge graph can theoretically offer a 
step-by-step trace of how a solution was derived.22 This contrasts with the "black 
box" nature of deep neural networks, where understanding the internal 
decision-making process is often difficult. The programs generated by the ARGA 
system, for example, were noted as being "easy to understand".22 The KG 
approach proposed in 38 explicitly aims to ground solutions in extracted core 
knowledge, enhancing logical transparency.38 

●​ Explicit Structure: Knowledge graphs and other graph representations make 
relationships between entities and concepts explicit, which can aid human 
understanding of the problem structure and the solver's approach.22 

●​ Neuro-Symbolic Goals: Improving explainability is often a core objective driving 
neuro-symbolic research, alongside performance and generalization.36 

B. Challenges and Nuances 

Despite the theoretical advantages, achieving meaningful interpretability with these 
approaches, especially on complex tasks like those in ARC-AGI-2, faces significant 
hurdles: 

●​ System Complexity: As symbolic systems (large DSLs, intricate KGs) or hybrid 
models grow in complexity to handle diverse tasks, their reasoning traces can 
become convoluted and difficult for humans to follow and verify. 

●​ Opacity in Hybrids: In neuro-symbolic systems, the neural components 
responsible for perception or guiding the search remain largely opaque.39 This 
limits the overall transparency of the system, as crucial parts of the process are 
not easily interpretable. The interaction points between neural and symbolic 



modules are critical and can be sources of unexpected behavior. 
●​ Reasoning Shortcuts: A critical issue identified in neuro-symbolic research is the 

phenomenon of "reasoning shortcuts".39 Models might learn to produce the 
correct final output while relying on incorrect intermediate reasoning steps or 
misinterpreting symbolic concepts (e.g., confusing pedestrians with red lights 
because both imply "stop" in a traffic scenario 39). This occurs when the provided 
knowledge or task structure allows for spurious correlations to lead to the right 
answer. Such shortcuts undermine the trustworthiness and the perceived 
interpretability of the system, as the apparent reasoning path does not reflect the 
true mechanism. Specialized benchmarks and evaluation techniques (like rsbench 
39) are being developed specifically to detect and mitigate these issues. 

Therefore, while symbolic and graph structures offer a more transparent framework 
compared to purely neural networks, this structural transparency does not 
automatically guarantee trustworthy or meaningful interpretability for complex 
reasoning tasks like ARC-AGI-2. The complexity of the tasks, the potential opacity of 
neural components in hybrid systems, and the risk of reasoning shortcuts necessitate 
dedicated methods to validate the faithfulness and semantic correctness of the 
reasoning process itself. Simply observing a symbolic trace is insufficient; verifying 
that the trace accurately reflects a sound and intended logical progression remains an 
active and important research challenge. 

VII. Implications and Future Research Directions 
A. ARC-AGI as a Research Driver 

The ARC-AGI benchmark series, particularly ARC-AGI-2, serves as a significant 
catalyst and directional guide for AGI research.3 It acts as a "North Star," pushing the 
community to focus on fundamental aspects of intelligence like fluid reasoning, 
few-shot learning, generalization to novelty, and efficient adaptation during testing.3 
The ARC Prize competitions, with substantial funding and an emphasis on 
open-source contributions, further amplify this effect, incentivizing researchers and 
labs to tackle the benchmark and share novel solutions.3 

While success on ARC is viewed as a potential milestone towards AGI, potentially 
enabling new programming paradigms like programming-by-example 8, it is explicitly 
positioned by its creators not as a definitive test for AGI, but rather as a valuable 
research tool designed to focus attention on key unsolved problems in AI reasoning 
and adaptation.5 

B. Significance of KG/Symbolic Approaches for AGI Research 



Within this context, research into knowledge graph, symbolic, and neuro-symbolic 
solvers for ARC holds particular significance. These approaches directly confront the 
reasoning, generalization, and adaptability limitations observed in current dominant AI 
paradigms like scaled LLMs.23 By forcing the development of systems that can handle 
explicit structure, compositional rules, and context-dependent logic, this research 
pushes towards more robust, flexible, and potentially more human-like AI reasoning. 

Furthermore, developing effective architectures that integrate structured knowledge 
(KGs) or symbolic reasoning (DSLs, logic) with perceptual capabilities (neural 
networks) for ARC could yield blueprints applicable to a wide range of AI challenges 
beyond the benchmark itself.23 Success in this area could inform the design of more 
trustworthy, explainable, and data-efficient AI systems for complex real-world 
applications requiring reasoning and adaptability. 

C. Limitations and Open Questions 

Despite their potential, significant challenges and open questions remain for KG and 
symbolic approaches in the context of ARC-AGI-2: 

●​ Scalability and Efficiency: As previously discussed, ensuring these methods are 
computationally tractable and meet the stringent efficiency requirements of 
ARC-AGI-2 is a primary obstacle.19 

●​ Knowledge Representation: Designing KGs, ontologies, or DSLs that are 
sufficiently expressive to capture the diverse and abstract logic of ARC tasks, yet 
structured enough to support efficient reasoning, remains a difficult problem.38 
How can these representations be learned automatically or adapted dynamically 
rather than relying solely on manual crafting? 

●​ Neuro-Symbolic Integration: Finding the optimal ways to combine neural and 
symbolic components – leveraging the strengths of each without introducing new 
failure modes or bottlenecks – is a core research challenge.20 

●​ Benchmark Validity and Scope: Questions remain about whether ARC, even 
ARC-AGI-2, fully captures all necessary aspects of general intelligence.54 While 
designed to test fluid reasoning, it may not adequately cover other cognitive 
dimensions. ARC-AGI-1 had known flaws 7, and future research may uncover 
limitations in ARC-AGI-2 as AI capabilities advance. 

D. Future Research Directions 

The challenges posed by ARC-AGI-2 point towards several key future research 
directions for KG, symbolic, and neuro-symbolic approaches: 

●​ Advanced Neuro-Symbolic Architectures: Continued development of novel 



NeSy architectures specifically designed for the types of abstract, compositional, 
and contextual reasoning demanded by ARC.41 This includes exploring different 
ways to integrate perception, memory, attention, and symbolic manipulation. 

●​ Automated Knowledge Representation: Research into methods for 
automatically constructing or learning relevant knowledge graphs, ontologies, or 
DSL primitives directly from ARC tasks or related data, reducing reliance on 
manual engineering.38 

●​ KG-Guided Program Synthesis: Exploring how explicit knowledge graphs can be 
used to constrain, guide, or verify the process of program synthesis, potentially 
making it more efficient and reliable than purely neural-guided or brute-force 
approaches.20 

●​ Meta-Learning and Adaptability: Investigating meta-learning techniques to 
enable faster adaptation and generalization from the few examples provided in 
each ARC task, potentially by learning reusable reasoning strategies or adapting 
symbolic representations on the fly.23 

●​ Preparing for ARC-AGI-3: The planned shift towards interactive environments in 
ARC-AGI-3 necessitates research into agents capable of active exploration, 
planning, goal management, and efficient action selection in dynamic settings.7 
KG and symbolic methods, with their strengths in planning, state representation, 
and logical inference, appear particularly relevant for this next stage. 
Collaboration and input from the research community are actively solicited for the 
design of ARC-AGI-3.7 

The deliberate progression of the ARC benchmark series – from ARC-AGI-1's focus on 
basic fluid intelligence, to ARC-AGI-2's emphasis on complex reasoning and 
efficiency, and towards ARC-AGI-3's focus on interactive agency – maps out a clear 
trajectory designed by the benchmark creators. This trajectory pushes AI research 
systematically away from static pattern recognition towards more dynamic, adaptive, 
efficient, and ultimately, more agentic forms of intelligence. Knowledge graphs and 
symbolic methods, which excel at representing structure, planning sequences of 
actions, and performing logical inference, seem naturally aligned with the increasing 
demands of this evolving benchmark landscape. Their relevance and potential 
importance are therefore likely to grow as the field progresses towards tackling 
ARC-AGI-3 and the broader challenges of AGI. 

VIII. Conclusion 
A. Summary of Findings 

The ARC-AGI-2 benchmark stands as a formidable challenge to current AI systems, 



designed explicitly to measure fluid intelligence, abstract reasoning, and efficient 
adaptation to novelty – areas where prevailing models like LLMs demonstrate 
significant weaknesses, often scoring in the low single digits or zero. This performance 
gap underscores the limitations of current scaling paradigms and motivates the 
exploration of alternative approaches, particularly those incorporating structured 
knowledge and explicit reasoning mechanisms found in knowledge graphs (KGs), 
symbolic AI, and neuro-symbolic hybrids. Research in this area explores various 
architectures, including explicit KG construction for task representation and 
knowledge extraction, neuro-symbolic systems combining neural perception/guidance 
with symbolic search/reasoning (e.g., NSA, DreamCoder adaptations), graph-based 
representations focusing on object-centric abstractions (e.g., ARGA), and 
sophisticated program synthesis techniques often guided by neural models or 
operating within symbolic DSLs. 

B. Current Status and Potential 

Based on the reviewed materials, dedicated KG-based solvers for ARC-AGI-2 are still 
in the proposal or early development stages, with limited specific performance data 
available for this benchmark version. However, related symbolic and neuro-symbolic 
approaches have shown promise on ARC-AGI-1, often outperforming baseline 
methods, suggesting potential viability. The trend clearly favors hybrid systems that 
attempt to leverage the strengths of both neural and symbolic paradigms. While these 
approaches hold theoretical advantages in terms of handling ARC's specific reasoning 
challenges, potential for better generalization from few examples, and enhanced 
interpretability, they face substantial practical hurdles. Key challenges include 
managing the computational complexity and ensuring the efficiency required by 
ARC-AGI-2, designing adequate and scalable knowledge representations (KGs or 
DSLs), effectively integrating neural and symbolic components, and ensuring the 
trustworthiness and semantic correctness of the reasoning process beyond mere 
structural transparency. 

C. Broader Significance 

The research focused on tackling ARC-AGI-2, including efforts involving KGs and 
symbolic methods, is highly significant for the broader field of AI. By pushing beyond 
the limitations of current models, this work directly addresses core challenges related 
to achieving more robust, adaptable, and general intelligence. ARC-AGI-2 and the 
associated ARC Prize initiative effectively steer research towards novel architectures 
and algorithms capable of abstraction, compositionality, contextual reasoning, and 
efficiency – key ingredients potentially needed for AGI. Knowledge graph and 
symbolic approaches represent a critical research thrust in this direction, offering 



pathways to integrate structured knowledge and explicit reasoning into AI systems. 
While significant obstacles remain, continued progress in developing and evaluating 
these structured approaches against demanding benchmarks like ARC-AGI-2 will be 
crucial in understanding the architectural requirements for future intelligent systems 
and potentially accelerating the journey towards artificial general intelligence. The 
emphasis on new ideas and efficient, open-source solutions remains paramount. 
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