
 
 

Audit and Control of Enterprise Artificial Intelligence (AI): 

 Maximizing the Gains, Minimizing the Risks 

 

Artificial Intelligence is introducing transformational changes across all aspects of our society. It is 

delivering insights into complex problems that have eluded humans, providing unique capabilities that in 

some cases replace humans, and in others outperform humans. Your business most likely has begun to 

consider or even to adopt AI. But AI is not well understood. 

 

This one-day seminar will provide auditors and managers with an understanding of what AI is (and what it 

is not), its risks, the methods for auditing and managing those risks and achieving enterprise value from AI, 

and ultimately how to be a leader in the successful adoption of AI. 

 

Intended audience: Internal and External Auditors, I.T. Auditors, Risk Managers, Security Professionals, 

Business Continuity and Disaster Recovery Managers, IT Management and Staff, Business Managers, 

Financial Executives, Legal Counsel 

 

Learning objectives: Participants in this seminar will learn: 

 

• What AI is, how it works, and how it can fail 

• How AI impacts an organization  

o How an organization may be transformed by AI  

o What steps an organization must take to prepare itself for adoption of AI 

o How key roles in an organization are transformed by the adoption of AI 

o How to adopt AI successfully 

• AI risk management  

o What the risks of AI are 

o How to audit and manage AI risks 

o How to construct a control framework for AI 

• How to promote successful adoption of AI  

o Governance 

o Data sources and value 

o Project selection and management 

o Effective auditing of risks and controls 

 

Seminar outline: 

 

A. AI Background 

a. What is AI (and what is not AI)? 

b. Why AI is essential to a business today 

c. Benefits and risks 

 

B.  Understanding how AI works (and fails) 

a. Rule-based AI 

b. Data/Deep Learning-based AI 

c. Composite AI 

d. AI can get it wrong 

e. Adversarial Intelligence 



f. Key takeaways 

 
C. Preparing the Organization for AI 

a. Governance 

b. Role of the Board 

c. The AI Ethics Committee 

d. Divisional Roles and transformation 

e. Case Study – Auditing the AI Planning and Governance Structure 

 

D. Launching an enterprise AI Program 

a. Objectives 

b. Team and Project selection 

c. Critical success factors 

d. Risks 

e. Controls 

f. Case Study – “To Do list” for Launching an AI Program 

 

E. Identifying and Managing AI Risk 

a. Axiomatic risk 

b. Corollary risk 

c. Adversarial AI risk (cyber) 

d. Identifying and managing risk 

e. Classroom exercise – Developing a risk profile for a project 

 

F. Conclusion 

 

 

 

 

Seminar logistics: <tbd> 

 

Contact:  

 

Allan M. Cytryn, Principal,  

acytryn@riskmastersintl.com  

(201) 803-1536 

 Steven Ross, Executive Principal, 

stross@riskmastersintl.com 

(917) 837-2484 
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