
ISSN: 2392-5728 PROCEEDING OF THE INTERNATIONAL CONFERENCE ON LOGISTICS AND TRANSPORT

MontiraY
Rectangle



 



MESSAGE FROM GENERAL CHAIR 

 

On behalf of the organizing committee, we would like to welcome all participants to the 
12h International Conference on Logistics and Transport (ICLT2022). It has been 12 years since 
the first conference hosted in Chiang Mai (Thailand). This ICLT conference is expected to 
continue on an annual basis in order to facilitate the sharing of ideas, research findings, and 
teaching directions related to logistics and supply chain from an academic perspective. The theme 
for this year’s event is “A New Era in Supply Chain Intelligence System: A Brave New World”. 
With the current pandemic, the role of information technology in the ever-evolving supply chain 
practice and its endless economic possibilities in the current digitalization era has become more 
important than ever. "A Brave New World" is a important concept, which signifies the adaption 
of data analytics in supply chain, physical internet, blockchain in supply chain, digital supply 
chain, computer applications in supply chain and disruptive technologies. It can be seen as a 
guidance to help in improving companies’ resources, capabilities, and operational efficiencies 
through sustainability across the entire supply chain continuum. The challenge to harmonize these 
subtle changes in between each member of the supply chain remains an elusive challenge. 
Nonetheless this concept does lead to greater opportunities in reviewing and revising processes, 
operations, and production activities that can comply with this given paradigm. Other potential 
advantages of intelligence system in supply chain management are cost reduction, waste reduction, 
cycle time reduction, risk mitigation, and asset utilization. We would like to sincerely thank all 
presenters, reviewers, our scientific committees, and keynote speakers for their appreciated 
contribution. We also apologize in advance if there are any difficulties you may encounter while 
participating the conference. Finally, we hope that you will enjoy this conference and we hope that 
the deliberations will be fruitful and successful.  

 

 

Ruth Banomyong  

Apichat Sopadang  

ICLT General Chairs 
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WELCOME TO ICLT 2022 

 

This is the 12th international conference organized by the Centre for Logistics Research at 
Thammasat Business School, Thammasat University, the Graduate School of Chiang Mai 
University and the Supply Chain and Engineering Management Research Unit of Chiang Mai 
University. This is a major event for researcher in transport, logistics, supply chain and value chain 
management especially in the Asia Pacific region. Due to the pandemic COVID-19, we were not 
able to host our annual event for 2020 and 2021. However, after the executive decision by our 
committee, this year’s event will be held in Krabi, Thailand, during November 17th to 19th, 2022.   

  The theme for this year's event is "A New Era in Supply Chain Intelligence Systems: A 
Brave New World", However, the following topics were welcomed at the conference: 

• Procurement & Supply Management 
   

• Production Planning & Forecasting 

• Relationship & Collaboration 

• Humanitarian Logistics 

• Maritime Logistics 

• Logistics Service Providers 

• Logistics Development Policies 

• Supply Chain Risk 

• Sustainable Supply Chain 

• Production & Inventory 

• Supply Chain Performance 

• Global Supply Chain 

• Multimodal Transport  

• Synchro modal Transport 

• E-Logistics 

• Logistics Facilitation 

• Physical Internet 

• Data Analytics in Supply Chain 

• Computer Application in Supply 
Chain  

• Blockchain in Supply Chain 

• Logistics in Healthcare 

• Digital Supply Chain 

• Disruptive Technologies in Supply 
Chain 

• Decision System (expert systems, 
intelligent agents) 

• Systems (engineering, architecture, 
evaluation) 

• Information systems (database, data 
fusion, security) 

• Technology forecasting & transfer 

The conference best paper will be invited and considered for publication in the ECTI 
transactions on computer and information technology journal, indexing in SCOPUS. 
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GENERAL INFORMATION 

 

ABOUT THE CONFERENCE 

International Conference on Logistics and Transport This is the 12th international conference 
organised by the Centre for Logistics Research at Thammasat Business School, Thammasat 
University, the Graduate School of Chiang Mai University and the Supply Chain and Engineering 
Management Research Unit of Chiang Mai University. This is a major event for researcher in 
transport, logistics, supply chain and value chain management especially in the Asia Pacific region.         

This year’s event in Krabi (Thailand), is a continuation of past successful conferences held in 2009 
in Chiang Mai (Thailand), 2010 in Queenstown (New Zealand), 2011 in Malé (Maldives), 2012 in 
Chiang Mai (Thailand), 2013 in Kyoto (Japan), 2014 in Kuala Lumpur (Malaysia), 2015 in Lyon 
(France), 2016 in Singapore, 2017 in Bangkok (Thailand), 2018 in Okinawa (Japan) and 2019 in 
Hanoi (Vietnam). Due to the pandemic COVID-19, we were not able to host our annual event for 
2020 and 2021. However, after the executive decision by our committee, this year’s event will be 
held in Krabi, Thailand, during November 17th to 19th, 2022.    

 

ABOUT KRABI – THAILAND 

Krabi is the main town in the province of Krabi (thesaban mueang) on the west coast of southern 
Thailand at the mouth of the Krabi River where it empties in Phang Nga Bay. Much of the province 
has been given over to several national parks. Top destinations are Hat Noppharat Thara - Mu Ko 
Phi Phi National Park, Ao Nang, Railay, and Ko Phi Phi. The province includes over 80 smaller 
islands such as Ko Lanta and Phi Phi, well-known to adventurers, yachtsmen, scuba-divers, 
snorkelers, and day-trippers from Phuket. 

Krabi is one of the most relaxing parts in Thailand with stunning scenery and beautiful white 
beaches that stretch on for miles. With over 200 islands, there are several places of interest for you 
to explore. There are several choices of transport in navigating in and around Krabi. Ranging from 
local bus and minivan to rental vehicles. There are also choice of ferries and speedboats to hop 
from island to island. 

 

OFFICIAL LANGUAGE 

The official language of the conference is English. 

 

 

 

 



REGISTRATION DESK 

The registration desk is available in Chollatee Meeting Room and details are as follows: 

Wednesday, November 16, 2022………………………………………..............17:00 – 19:00 

Thursday, November 17, 2022……………………………..……………………08.00 – 16.00 

Friday, November 18, 2022………………………….……..……………………08.00 – 12.00 

 

ORAL PRESENTATION GUIDELINES 

There are 3 parallel sessions for day 1 and 2 parallel sessions for day 2. Each session has about 9-
10 papers. Each presenter will have 12 min for presentation and 3 min for Q&A. For those of you 
who join the conference online, you will be sharing your power point slide via zoom. Session chair 
will coordinate those sessions to make all sessions are completed on time. Zoom hosts will help as 
needed and manage zoom hosting to control mute/unmute.  

Information for Presenters: 

For both online and onsite, all technical presenters have 12 minutes for their presentations and an 
additional 3 minutes for questions and answers. Presenters should join their assigned room a few 
minutes before the start of the session. Doing so will allow time to communicate with the session 
chair. All presentation times are in the Thailand time-zone. Please check the conference program 
to verify your local time.  

For online session, each presenter will share his or her PowerPoint presentation via zoom. Please 
make sure that you have a good internet connection during the presentation. Take a screen shot as 
a proof of your presentation. Zoom hosts will also keep a track of who is presenting and who is 
not presenting.  

 

 

 

 

 

 

 

 

 

 



CONFERENCE REGISTRATION 

 

REGISTRATION RATE 

Category Rate 

Onsite 
Participant Registration USD 550 
Student Registration USD 440 

Online Full Registration USD 150 

Accompany person USD 60 
 

Remark : 

•• The registration fees are non-refundable. 

•• The confirmation e-mail should be sent out within 48 hr after payment is made. 

••  Please complete the form and return it with a copy of transaction to iclt.logistics22@gmail.com 
not later than 20th October 2022. You can pay your registration fee through Paypal account - 
iclt.logis@gmail.com 

•• If your registration is cancelled before 20th October 2022, the fees will be refunded less USD100 
handling fee. If your registration is cancelled after 20th October 2022 then no refunds can be made. 
Any changes must be made in writing to iclt.logistics22@gmail.com. 

REGISTRATION FEES COVER 

• •  All types of “ onsite”  registration include access to all sessions, coffee breaks, lunches, a 
conference package, and a conference program. 

•• Welcome Reception Party and Banquet are free for registered participants with “onsite” regular 
or student registration only. 

•• All types of “online” registration include only the conference program. 

 

 

 

 

 



VENUE 

 

Aonang Villa, Krabi 

 

A beach resort in Krabi surrounded by unspoiled natural scenery backed by soaring limestone 
cliffs and just meters away from the gorgeous Andaman Sea. Our Krabi family hotel is within 
minutes of the lively shopping and restaurant district of Aonang Beach and offers warm and 
friendly service to make your stay a memorable one. 

 

 

 

 

Hotel Location: Aonang Villa Resort:  113 Moo 2, Aonang Beach, Muang, Krabi 81180, 
THAILAND 

Website: www.aonangvilla.com 

Contact Person: Kanitha 

- Tel: +66 (0)65 549 6964 (Reservation) 

- Email: ckanitha@theshellseakrabi.com 

http://www.aonangvilla.com/
mailto:ckanitha@theshellseakrabi.com


FLOOR PLAN 

 

Cholatee Ballroom 

 

 

Welcome Party (Pool Side) 

 

 

 

 

 



PROGRAM AT A GLANCE 

 

 

 



 

 

 

 

 

 

 

 

 



KEYNOTE SPEAKER 

 

     Associate Professor Richard Oloruntoba 

    School of Management and Marketing 

    Faculty of Business and Law 

    Curtin University, Australia 

 

Title: Humanitarian Logistics and Supply Chain Trends after the Covid 

Time: November 17, 2022: 10:00 – 10:45 AM 

Room: Chollatee Meeting room 
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     Mr. Charan Khumngeon 

     Assistant Governor  

 Generation 2 of the Electricity Generating Authority of Thailand (EGAT)  

 

 

 

 

Title: 'Mae Moh Smart City': Growth Pole of Northern Corridor 

Time: November 17, 2022: 11:15 – 11: 35 AM 

Room: Chollatee Meeting room 
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Benchmarking the National Logistics Costs: a Case 
of 49 Countries 
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Thammasat Business School 

Thammasat University 
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Abstract— Ratio of national logistics costs per gross 
domestic product (NLC/GDP) is considered as an important 
indicator for evaluating a nation’s logistics efficiency. This 
study presents such ratios of 49 countries, which were 
calculated based on the same method and data sources. Such 
similar method and data sources enable a comparative 
analysis in this study. Robert Delaney’s method, a method 
used to calculate the US’s logistics costs per GDP, was 
employed to derive the ratio for each of 49 countries. 
Empirical data used the secondary data gathered from 
National Account of Asian Development Bank (ADB), an 
organization reports logistics costs-related data of the 49 
countries under study. The main components of logistic costs, 
including (1) transportation costs, (2) warehousing costs, (3) 
inventory carrying costs, and (4) logistics administrative costs, 
were calculated to derive a ratio of NLC/GDP for each 
country. Results of a comparative analysis are reported based 
on two classifications, (1) a classification using the level of 
country development (developing versus developed countries) 
and (2) a classification based on income levels (low income, 
lower-middle income, upper-middle income, and high income 
countries). Results further revealed a NLC of each country 
that can be obviously comparable. As these ratios were 
calculated using a similar method and obtained data from 
similar sources, such a comparison is new to macro logistics 
literature. Policymakers may use the results in this study to 
develop a logistics development policy for their countries for 
use in improving and enhancing their national logistics 
capability. In addition, academia may employ the approach 
used in this study with a National Account’s data to derive a 
NLC/GDP. 

Keywords—national logistics cost, gross domestic product, 
National Account data 

I. INTRODUCTION 

The current economic environment is more competitive, 
and governments acknowledge that globalization has 
increased its competitiveness. Businesses strive to create 
competitiveness to maintain profits and market shares. 
These phenomena urge nations and businesses to focus on 
supply chains and logistics. One main goal to enhance the 
efficiency of supply chains and logistics is to lower logistics 
costs. 

In macro logistics literature, measurement of logistics 
costs has been paid a lot of attentions [1, 2]. Measurable 
logistics costs aids in formulating macro and strategic 
policy used to manage operation, investment, and resources 
related to logistics infrastructure projects [1]. Typically, 
monitoring national logistics performance uses lagging 
indicators. National-level logistics cost (NLC) calculation is 
thus more complex than firm-level logistics cost calculation. 
NLC is often reported by countries in terms of a proportion 
between their NLCs and GDPs (NLC/GDP) but different 

counties employed assumptions used to define their 
NLC/GDP differently [3]. In addition, different counties 
also use different data sources and calculation methods and 
it is challenging when comparing the NLC/GDP ratios 
derived from different countries [2]. 

The aim of this study is to provide an approach how to 
calculate NLC using secondary data sources obtained from 
National Account of Asian Development Bank (ADB). As 
the NLCs in this study were calculated based on similar data 
sources and method, a comparative analysis could be 
undertaken. The study, thus, contributes by providing an 
approach on how to calculate NLC/GDP based on similar 
secondary data sources that allow for a comparative 
analysis. 

II. LITERATURE REVIEW 

Given that there is no standardized calculation 
methodology for NLCs, the main challenge is about an 
identification of logistics cost components and a selection of  
suitable method used to calculate NLCs [3-5]. 

A. Components of Logistics Costs 
The macro logistics literature suggests numerous 

components of logistics costs. For example, researchers 
have identified 40 cost components and concluded that there 
were five most common used: transportation cost, 
warehousing cost, inventory-carrying cost, logistics 
administration cost, and packaging cost [6]. However, a 
study has extensively reviewed the macro logistics literature 
and concluded four commonly used logistics costs 
components: transportation costs, warehousing costs, 
inventory carrying costs, and logistics administration costs 
[2]. 

B. Calculation Methods 
There were many researchers proposing numerous 

calculation methods [2]. Heskett and colleague was the first 
to propose a calculation method based on macroeconomic 
theory (hereafter Heskett’s method) [7]. Afterwards, CASS 
Logistics System Inc. followed Heskett’s method and 
introduced the CASS method [8]. The CASS method later 
served as foundation for the latter four proposed 
approaches: (1) calculating NLC/GDP from macro-level 
data [9-11], (2) calculating firm-level logistics costs per 
sales [12, 13], (3) calculating firm-level logistics costs per 
sales and impute to NLC/GDP [14, 15], and (4) calculating 
NLC/GDP from macro- and micro-levels data [2]. 
Nevertheless, all of these four approaches were developed 
based on Heskett’s method. 

It can be concluded that Heskett’s calculation method, 
or so-called the CASS method, has been a commonly used 



calculation method in many countries such as the United 
States [4] and Thailand [2]. The CASS method can be 
adapted for both the national-level and the firm-level data 
sources. The method is considered as very flexible to be 
used in any context [12, 13]. Regarding logistics cost 
components, the CASS method outlines the basic concept 
for monitoring logistics activities by using the four cost 
components: transportation-related cost, inventory holding 
cost, warehouse-related cost, and administration cost [8]. 
The current study will use the CASS method to calculate 
NLCs using existing macro-level data obtained from the 
ADB’s National Accounts data. 

III. METHODOLOGY 

A. Components of Logistics Cost in this Study 
The CASS method requires logistics cost components 

consists of the following. Transportation cost (T) includes 
only freight transportation, not passenger transportation, and 
is defined as expenses incurred when (1) a seller pays a fee 
to a service provider or (2) a seller delivers a product to an 
end-customer by using their own transportation units. 
Warehousing cost (W) includes in-house warehousing costs 
(i.e., an expense paid by sellers) and outsourced 
warehousing costs (i.e., revenues of service providers). 
Inventory carrying cost (I) is the opportunity cost of money 
spent or monetary burden tied up in inventories. Logistics 
administration cost (A) consists of customer service cost, 
ordering cost, and purchasing cost. The CASS method 
suggests that one can infer that this cost will be equal to 
10% of the sum of Transportation cost, Warehousing cost, 
and Inventory carrying cost. 

B. Data used in calculation 
 Data used were obtained solely from the 53rd Annual 
Edition of ‘Key Indicators for Asia and the Pacific 2022 
report’, which was prepared by the Asian Development 
Bank [16]. ADB provides the GDP data of 21 industrial 
sectors and the GDP at current market prices of 49 
countries. The transportation and warehousing costs can be 
retrieved from the GDP value of the ‘Transportation and 
Storage’ sector in the ‘National Accounts’ table. The 
inventory carrying cost is the value of inventory of specific 
sectors, which were available only for six sectors including: 
‘Mining and Quarrying’, ‘Manufacturing’, ‘Electricity, Gas, 
Steam, and Air-conditioning Supply’, ‘Water Supply, 
Sewerage, Waste Management, and Remediation 
Activities’, ‘Construction’, and ‘Wholesale and Retail 
Trade, Repair of Motor Vehicles and Motorcycles’. In the 
agricultural sector, one assumption in this study was that we 
assumed that there should be no inventory, as all 
commodities should be produced and immediately 
distributed. Similar to the service sector, there was no 
inventory cost, as services could not be stocked. The 
calculation formula is as follow: 

NLC/GDP = (T&W + I + A) / GDP  
 (1) 

C. Comparative Analysis 
 A comparative analysis was carried out using two 
classification systems: the ADB’s classification based on 
the level of country development [16] and the World Bank’s 
classification based on income levels [17]. To determined 
an income level for each country, a gross national income 
(GNI) per capita data in U.S. dollar was used to convert a 

country’ currency. The World Bank Atlas method, taken 
into account of exchange rate fluctuations [17], was 
employed in such a conversion. 

IV. FINDINGS 

A. The ADB’s Classification 
Results from the calculations of NLC/GDP of 49 

countries are presented in Table 1, and are classified based 
on the ADB’s and the World Bank’s classifications. The 
ADB’s classification could be used to group countries into 
two types: the developing ADB member countries and the 
developed ADB member countries. The developed 
countries include Australia, Japan, and New Zealand. The 
term “developing Asia” refers to 46 developing ADB 
member countries, and could be further classified as five 
sub-regions of Asia and Pacific. These sub-regions include 
‘Central and West Asia’, ‘East Asia’, ‘South Asia’, 
‘Southeast Asia’, and ‘the Pacific’ [16]. 

TABLE I.  ESTIMATED NLC PER GDP OF 49 COUNTRIES (%) 

COUNTRY ADB WB 2010 2015 2020 2021 

Afghanistan DG CWA L 18.80 25.11 9.32 NA. 

Armenia DG CWA UM 15.05 11.01 8.34 8.86 

Australia DD DADB H 8.47 7.80 7.25 6.98 

Azerbaijan DG CWA UM 22.75 18.79 19.83 20.38 

Bangladesh DG SA LM 17.01 15.22 12.80 12.74 

Bhutan DG SA LM 19.08 19.31 16.98 NA. 

Brunei 
Darussalam 

DG SEA H 5.87 5.89 5.66 5.62 

Cambodia DG SEA LM 16.73 15.48 14.09 15.28 

China, 
People's 

Republic of 

DG EA UM 8.55 7.28 6.65 6.86 

Cook Islands DG P UM 8.28 9.99 9.09 10.58 

Fiji DG P UM 9.21 11.56 5.25 NA. 

Georgia DG CWA UM 14.16 11.58 11.80 12.20 

Hong Kong, 
China 

DG EA H 10.43 8.75 6.26 NA. 

India DG SA LM 9.14 9.89 8.11 9.18 

Indonesia DG SEA LM 12.49 13.40 10.65 10.61 

Japan DD DADB H 6.34 6.28 5.24 NA. 

Kazakhstan DG CWA UM 18.36 18.05 16.43 16.64 

Kiribati DG P LM 10.87 9.63 10.73 NA. 

Korea, 
Republic of 

DG EA H 6.98 5.98 4.74 5.20 

Kyrgyz 
Republic 

DG CWA LM 18.13 17.75 13.40 13.97 

Lao People's 
Democratic 

Republic 

DG SEA LM 17.82 12.73 14.10 14.32 

Malaysia DG SEA UM 6.87 6.67 5.79 5.62 

Maldives DG SA UM 12.72 13.86 8.97 NA. 

Marshall 
Islands 

DG P UM 10.27 12.69 11.15 10.40 

Micronesia, 
Federated 
States of 

DG P LM 10.39 10.04 NA. NA. 

Mongolia DG EA LM 17.70 15.08 12.74 12.10 

Myanmar DG SEA LM 24.32 24.15 NA. NA. 

Nauru DG P H 10.56 19.31 NA. NA. 



COUNTRY ADB WB 2010 2015 2020 2021 

Nepal DG SA LM 13.55 10.27 9.31 5.97 

New Zealand DD DADB H 7.42 7.97 NA. NA. 

Niue DG P UM 5.52 6.51 NA. NA. 

Pakistan DG CWA LM 20.38 17.53 14.20 9.83 

Palau DG P UM 8.96 9.51 5.27 NA. 

Papua New 
Guinea 

DG P LM 8.43 7.10 6.76 6.66 

Philippines DG SEA LM 7.86 7.10 7.04 7.09 

Samoa DG P LM 8.46 8.56 6.03 5.76 

Singapore DG SEA H 11.81 10.73 9.05 9.37 

Solomon 
Islands 

DG P LM 10.11 8.38 8.37 NA. 

Sri Lanka DG SA LM 16.82 16.37 17.14 16.43 

Taipei, China DG EA UM 7.96 8.04 7.82 9.39 

Tajikistan DG CWA LM 26.95 24.69 18.13 19.46 

Thailand DG SEA UM 8.73 8.85 7.08 6.88 

Timor-Leste DG SEA LM 24.74 22.87 18.49 NA. 

Tonga DG P UM 5.98 7.88 6.80 NA. 

Turkmenistan DG CWA UM 10.51 13.22 NA. NA. 

Tuvalu DG P UM 5.29 4.26 4.49 4.25 

Uzbekistan DG CWA LM 15.37 13.45 15.77 16.05 

Vanuatu DG P LM 8.08 4.41 NA. NA. 

Viet Nam DG SEA LM 10.23 7.11 7.23 9.63 

DG denotes developing country; DD denotes developed country; 
P denotes the Pacific; SEA denotes Southeast Asia; SA denotes South 
Asia; 
CWA denotes Central and West Asia; EA denotes East Asia; 
DADB denotes developed ADB member country; 
H denotes high income country; UM denotes upper-middle income 
country; 
LM denotes lower-middle income country; L denotes low-income 
country. 

Results regarding the ADB’s classification show that the 
developed countries had NLCs ranging from 6.3% to 7.4% 
in 2019 and from 4.3% to 20.4% in 2021. A classification 
according to regions for the data of 2021 reveals insights as 
the followings. 

• Central and West Asia: Armenia had the lowest 
NLC (8.86%) while Azerbaijan had the highest NLC 
(20.38%). 

• East Asia: Republic of Korea had the lowest NLC 
(5.20%) while Mongolia had the highest NLC 
(12.10%). 

• South Asia: Nepal had the lowest NLC (5.97%) 
while Sri Lanka had the highest NLC (16.43%). 

• South East Asia: Brunei Darussalam and Malaysia 
had the lowest NLC (5.62%, 5.62%) while 
Cambodia had the highest NLC (15.28%). 

• The Pacific: Tuvalu had the lowest NLC (4.25%) 
while Cook Islands had the highest NLC (10.58%). 

B. The World Bank’s Classification 
The World Bank’s classification suggested four groups 

of countries based on income levels: ‘Low income’, 
‘Lower-middle income’, ‘Upper-middle income’, and ‘High 
income’. Results reveal insights as the followings. 

• The group of high-income countries: Republic of 
Korea had the lowest NLC (5.20%) while Singapore 
had the highest NLC (9.37%). 

• The group of upper-middle income countries: 
Tuvalu had the lowest NLC (4.25%) while 
Azerbaijan had the highest NLC (20.38%). 

• The group of lower-middle income countries: Samoa 
had the lowest NLC (5.76%) while Tajikistan had 
the highest NLC (19.46%). 

• The group of low-income country only consists of 
Afghanistan which had the NLC of 9.32%. 

V. DISCUSSIONS 

 NLCs are considered as a proper indicator indicating a 
country’s past and future performances related to logistics 
efficiency [1]. It was observed that many developed and 
developing countries are striving to determine their NLCs 
[2]. The reason behind this is that most countries are 
looking forwards to improve their logistics efficiency and 
find ways to benchmark their countries against the others. A 
common way to benchmark logistics efficiency of nations is 
the World Bank’s Logistics Performance Index or LPI [1]. 
However, LPIs provides a comparison of countries’ trade 
logistics connectivity [1]. Many researchers, thus, suggested 
comparing NLC/GDP is a better way to reflect logistics 
efficiency from a domestic perspective [2, 4]. 

 The findings in this study provide ratios of NLC/GDP 
classified based on either the level of country development 
or the country’s income levels. This allows for a 
comparison between countries and for benchmarking one 
country against the others within a classified group. For 
example, Republic of Korea seemed to have the best 
logistics efficiency among many countries in East Asia and 
the group of high-income countries. This suggests that the 
country may serve as a best practice in logistics efficiency. 
Singapore, where its NLC was high for the group of high-
income countries, may use Republic of Korea as a best 
practice in striving to improve the country to have a better 
level of logistics efficiency. A benchmarking can be 
undertaken not only within a group but also across the 
groups (i.e., regions or the income levels). 

VI. CONCLUSION 

 This study demonstrated a calculation of NLC/GDP 
using an existing national account data. The ratios of 
NLC/GDP of 49 countries were derived and allowed for a 
comparative analysis. Such an analysis could be undertaken, 
as the calculation method and data sources used were 
similar. 

 This study contributes to the macro logistics literature 
by demonstrating the calculation of NLC/GDP using an 
existing national account data. The use of national account 
data and a comparative analysis of the derived ratios are 
new to the literature. Results further showed that a 
benchmarking can be undertaken. For practical uses, the 
calculation method and the use of national account data can 
serve as a starting point for researchers and policymakers 
who desire to calculate their country’s NLC. An advantage 
of using the national account data is that researchers can 
save research costs and times to collect data, compared with 
ones gathering empirical data from actual logistics 
operations. 



 This study has some limitations. The transportation costs 
used in the calculation included both passenger and freight 
transportations. Ideally, transportation costs should exclude 
the passenger transportation, as it does not involve with 
logistics efficiency. The warehousing costs included only 
outsourcing activities due to a limitation of using national 
account data. Warehousing costs should also include the 
expenses related to owning warehouses. Lastly, the 
calculation adopted 10% constant factor as a proxy to 
impute the logistics administration costs. Different counties 
have different capabilities of logistics management and 
economic background, which can lead to different degrees 
of logistics administration costs. 
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Abstract─ This paper reports on an initial exploratory 
phase of a research project investigating logistics service 
quality at one Thai logistics service provider by 
understanding expectations and perceptions of various 
actors to ensure customer service and satisfaction 
throughout the supply chain in order to suggest service 
improvements. Extant research has focused primarily on 
western developed economies and at sector level, however 
little research has been done in emerging economies or 
with one firm as a single case. The empirical research 
comprised a survey of 28 staff at the Thai logistics service 
provider and 51 of its customers about the importance, and 
their and perceptions, of the service provider’s logistics 
service quality. Compared to the Thai logistics service 
provider, customers believed all logistics service quality 
variables were less important to them and considered 
service provision performance was better. Nevertheless, 
there were some issues with individual variables. This 
granular approach suggested internal operational changes 
for to the Thai logistics service provider address customers’ 
current perceptions to re-frame their expectations. 

Keywords─ Logistics service quality, Logistics Service 
provider, Customer service, Customer satisfaction, 
Thailand 

I. INTRODUCTION AND THEORETICAL BACKGROUND 

The concept of customer service and how it influences 
customer satisfaction began in the marketing domain and has 
been well-researched for over 60 years. Further, it has also 
been well-researched in the logistics and supply chain 
domain for over 50 years. The notion that these two domains 
operate independently from one another has been dispelled 
by many authors and has led to a call for integration of 
marketing and logistics since the objective for both is a 
satisfied customer [1]. Further, logistics activities such as 
transportation and storage are considered services, like 
banks or fast-food restaurants, and thus theories and 
methodologies established for marketing services are 
equally applicable to logistics and supply chain management 
(SCM) situations [2]. 

Customer satisfaction, as the output of good customer 
service, has led to several theories of service quality 
emanating from Oliver's ‘expectancy-disconfirmation’ 
paradigm [3]. The paradigm argues that customers will 

possess certain expectations before they undertake a 
‘purchase’ or ‘service’ experience. If their post experience 
perceptions equal their expectations, the experience is 
confirmed. On the other hand, if their perceptions are either 
lower or higher than expectations, the experience is 
‘disconfirmed’. Customers will be dissatisfied with the 
former experience however they might be delighted with the 
latter experience.  

Thus, the business imperative for firms is to provide a 
sufficient customer service experience to confirm 
expectations, no more no less. The firm’s understanding of 
customer expectations and their post experience perceptions, 
and the firm’s capabilities and processes, becomes important 
to ensure the ‘right level’ of customer service to ensure 
customer satisfaction. The challenge is in determining 
factors affecting both elements of the paradigm [2]. 

That paradigm was operationalized as a ‘service quality 
model’ in Parasuraman, Zeithaml and Berry's seminal article 
[4], shown in Fig.1, and is commonly referred to as the 
‘Gaps’ model, i.e., the ‘gap’ between expectations and 
perceptions indicating confirmation or not, are manifested in 
four operational ‘gaps’ that are invisible to customer, i.e., 
‘backroom’ activities.  

 
Fig. 1. ‘Gaps’ model of customer service quality (Source: [2] p.30) 

These include the firm’s perceptions of customers’ 
expectations, translating those perceptions into service 
quality specifications, providing the actual service, and 



providing communication and information to customers 
along the way. The ‘Gaps’ model has been widely used, 
along with Parasuraman, Zeithaml and Berry's subsequent 
instrument SERVQUAL [5], in both the marketing and 
logistics domains. The term logistics service quality (LSQ) 
has been adopted and applied in the logistics domain [1].  

LSQ research has been undertaken at the functional 
levels of transportation, warehousing, and third-party 
logistics service provision and usually on a sector-wide basis 
[6]. It has also been used along the entire supply chain from 
manufacturing logistics through to retail [1, 2], and has been 
considered important for third-party, logistics service 
provider (LSP) assessment, management, and integration of 
its LSQ for supply chain participants at the business-to-
business (B2B) level [7]. 

Many LSPs are also more involved nowadays in 
providing outsourced service provision at a retail level 
through store delivery, but also increasingly for fulfilment 
of end consumer online purchases [8]. The introduction and 
growth of online sales over the last 20 years has increased 
the complexity for order fulfilment and thus an LSP’s LSQ 
offering [9, 10]. 

Research on LSQ has also been conducted globally 
including Southeast Asia, for example Mathong, 
Sureeyatanapas, Arunyanart and Niyamosoth investigating 
the beverage sector in Thailand [11] or Vu, Grant and 
Menachof investigating the Hai Phong ports in Vietnam 
[12]. However, LSQ research in global arenas is not as 
prominent as it is in the developed West, despite these 
regions having a critical role and presence in global supply 
chains [9]. 

Further, while there is a fair consensus in the logistics 
literature over the past 20 years about what variables 
constitute LSQ, there has been little research on these topics 
in the context of one firm, e.g., a manufacturer or LSP. 
Kilibarda, Andrejić and Popović’s 2020 literature review 
argues that prior LSQ research has, inter alia, not deeply 
investigated causes of poor quality, focused primarily on the 
customer’s perspective, and not looked across the 
longer/wider supply chain, i.e., determining a cumulative 
effect of LSQ among various supply chain actors [6]. These 
three gaps drive a need to deeply investigate perspectives of 
an individual firm and its tier one customers. 

Such research is not within the usual pantheon of 
hypothesis-driven empiricism and at this nascent stage must 
necessarily be exploratory. Thus, in addition to LSQ theory 
noted above, Carter, Kosmol and Kaufmann’s supply chain 
practice view (SCPV) provides a useful epistemology [13]. 
SCPV encourages researchers to holistically consider how 
SCM practices affect performance of the individual firm 
through the resource-based view (RBV) and across the wider 
supply chain network using a relational view perspective. 

Hence, this paper explores LSQ variables of one Thai 
LSP, henceforth referred to as ‘TLSP’ for confidentiality 
and anonymity reasons, and its customers in a granular 
rather than aggregate approach. The research objective is to 
understand whether attitudes towards LSQ of logistics users, 
i.e., customers and their major LSP provider, TLSP, are 
similar or different.  

This exploratory study comprises the first phase of a 
project considering all LSQ and related operational aspects 

of TLSP for all its customers including those in the supply 
chain before retail, in-store retailers, and online retailers. 
This paper’s contribution for the first phase comes from 
determining those variables that are important to both parties 
and providing information for TLSP on how customers 
perceive its LSQ relative to its own internal perceptions. 
This will allow TLSP to assess and improve its overall LSQ 
‘package’ and should also provide a ‘road map’ for other 
logistics service providers to do likewise. Additionally, this 
information should lead to a set of measures for future 
empirical studies with TLSP as well as with other LSPs in 
Thailand and other Southeast Asian countries. 

II. METHOD 

An online survey was conducted, in conjunction with 
assistance from TLSP, of its operational and sales managers 
across its business units, and its customers incorporating 
‘soft’ support, i.e., an introduction from TLSP [14]. This 
represented a convenience sample, which is appropriate for 
exploratory research. The survey was designed in English, 
translated into Thai, and back translated to English to ensure 
integrity of the questions and that meaning was not lost. It 
was conducted in early 2020 before the coronavirus or 
COVID-19 pandemic took hold in the Thai economy.  

The survey instrument for TLSP and its customers had 
three sections and presented twenty LSQ variables, which 
are listed in Tables I and II. These variables were derived 
from variable sets posited by Grant [15] and Banomyong 
and Supatn [16] and used for both TLSP and its customers. 

Section A of the instrument asked respondents how 
important the variables are to them, using a five-point Likert 
scale with anchors of 1=Very Unimportant and 5=Very 
Important [14]. Section B asked respondents about their 
perceptions of TLSP’s logistics service provision, i.e., its 
LSQ, again using a five-point Likert scale with anchors of 
1=Much Worse than Expected and 5=Much Better than 
Expected. 

This collection of importance and performance 
perception data is in concert with Cronin and Taylor’s 
performance score-only instrument termed SERVPERF, 
which they found superior in terms of construct validity and 
operational efficacy when empirically compared to 
SERVQUAL scores [17]. 

Section C was a bit different for TLSP and customer 
respondents. There were four common questions pertaining 
to relationship power between TLSP and its customers, the 
customers’ ability to switch LSPs, the customers’ feelings 
towards TLSP, and the customers’ opinion of overall LSQ 
at TLSP. Additionally, customers were asked about the type 
and nature of their business, their average number of 
deliveries per week, the approximate percentage of 
deliveries provided by suppliers, their own firm, and a third-
party LSP, not limited to TLSP, their use frequency of TLSP 
in the following year, and the average staff size in usual 
small and medium size enterprise (SME) bands of 1-9 
(micro), 10-49 (small), 50-249 (medium) and 250+ (large). 

Twenty-eight responses from TLSP staff and 51 
responses from customers were received. Survey data were 
entered into SPSS, reviewed for errors, and ‘cleaned’ where 
necessary. Due to the low number of overall responses, 79, 
the only analysis available were descriptive statistics [14]. 
One hundred responses would be required to undertake 



exploratory factor analysis of 20 variables, at a ratio of five 
respondents per variable. Similarly, cross tabulations 
yielded expected frequencies of less than 5 across numerous 
cells and hence any χ2 tests were statistically meaningless. 
This suggests that a larger response set is needed to critically 
examine such relationships. 

III. FINDINGS AND DISCUSSION 

Table I shows average scores for variable importance 
were 2.00 or less for TLSP responses and 1.52 or less for 
customers. 

TABLE I. Importance of LSQ Variables 

LSQ Variable Average 
Importance 

to TLSP 

Average 
Importance 
to Customer  

Delta 
(Cust. 
minus 
TLSP) 

Easy ordering of 
service 

1.68 1.35 -0.33 

Ongoing information 
and status of a 

delivery 

1.29 1.31 -0.02 

Immediate action on 
complaints 

1.36 1.25 -0.11 

Prompt and effective 
handling of returns 

1.68 1.31 -0.37 

Proper after-delivery 
support 

1.93 1.42 -0.51 

Timely response to 
requests 

1.18 1.28 -0.10 

Trust at all times 1.14 1.22 -0.08 

Commitment at all 
times 

1.61 1.36 -0.25 

Integrity at all times 1.39 1.24 -0.15 

Helpful customer 
service representatives 

1.32 1.22 -0.10 

Provision of 
customized products 

or services 

2.00 1.52 -0.48 

Competitive price 
quotes including 

discounts and payment 
terms 

1.71 1.32 -0.39 

On-time delivery on 
the date promised 

1.14 1.30 -0.16 

Complete orders 1.50 1.30 -0.20 

Appropriate order 
cycle time 

1.61 1.40 -0.21 

Accurate invoices 1.36 1.30 -0.06 

Products arrive 
undamaged 

1.39 1.28 -0.11 

Consistent order cycle 
time 

1.68 1.30 -0.38 

Accurate orders 1.50 1.36 -0.14 

Consistent service 
quality 

1.29 1.24 -0.05 

Total 29.76 26.28 -3.48 
(Scale legend: 1=Very unimportant – 5=Very important; Yellow highlight indicates negative delta 

> 0.20) 

The LSQ variables with the most importance to TLSP 
respondents on average were in order: provision of 
customized products or services, proper after delivery 
support, prompt and effective handling of returns = 
consistent order cycle time, and appropriate order cycle time 
= commitment at all times. For customers, the variables with 
the most importance on average were in order: provision of 
customized products or services, proper after delivery 
support, appropriate order cycle time, commitment at all 
times, and accurate orders. Thus, there was some 
convergence between TLSP and customers on LSQ variable 
importance. 

The four variables of least importance to TLSP 
respondents on average were in order: trust at all times = on-
time delivery on the date promised, timely response to 
requests, and consistent service quality. The four variables 
of least importance to customers on average were trust at all 
times = helpful customer service representatives, integrity at 
all times, and action on complaints. Other than trust at all 
times, there was little convergence here, suggesting 
homogeneous consideration of unimportant LSQ variables 
across all respondents. 

The delta between TLSP and customer was negative for 
all twenty variables, i.e., the importance to customers was 
less than for TLSP respondents. Large deltas, greater than 
the absolute value of 0.20, are highlighted in yellow in Table 
I. This difference affects several of the most important 
variables to each group, indicating TLSP attaches more 
importance to them overall.  

These are relatively low ratings for importance, 
especially compared to service expectations discussed 
below. The psychometric properties of the measurement 
scales were tested for content, or face, validity, i.e., the scale 
is measuring what it is supposed to measure [14]. Content 
validity was intuitively developed and established through 
the literature [15, 16] as noted above. 

This suggests that TLSP should communicate internally 
with staff and externally with customers concerning 
importance scores. This is not to infer that TLSP runs the 
risk of ‘disconfirming’ customer expectations per Oliver’s 
paradigm [3]. However, they should determine why the 
average importance of all LSQ variables is 1.31 for 
customers, between the anchor of 1=Very Unimportant and 
the next position on the Likert scale. For example, do 
customers really care about LSQ variable importance but are 
apathetic if they perceive that TLSP or other LSPs are not 
meeting their needs? Or is importance unnecessary if the 
variable is a hygiene factor and must be part of a set of LSQ 
features? 

Furthermore, the average importance for TLSP 
respondents was not much higher at 1.49. This suggests 
some internal communication with managers would also be 
useful to go deeper into quality issues and wider supply 
chain consideration as suggested by Kilibarda, Andrejić and 
Popović [6]. For example, are TLSP’s tier one suppliers 
providing appropriate LSQ for them such that they can pass 
along those levels of LSQ to their customers? Or do LSQ 
variables relate to internal key performance indicators 
(KPIs) at either TLSP or customer that may not be aligned? 

These suggestions raise the issue of SERVPERF’s 
robustness for content validity in this case [17], however it 
wasn’t not follow up with a sample of respondents. These 



notions should be investigated further in subsequent phases 
of this research project with TLSP and its customers. 

As shown in Table II, average perception scores for 
TLSP’s service provision were 3.75 for TLSP respondents, 
i.e., their perception of how well they are providing LSQ to 
customers, and 3.89 for customers themselves. Large deltas, 
greater than the absolute value of 0.20, are also highlighted 
in yellow in Table II.  

TABLE II. Perceptions of LSQ versus Expectations 

LSQ Variable Average 
Perception of 

TLSP for 
Service 

Provided  

Average 
Perception of 

Customer 
for Service 
Provided  

Delta 
(Cust. 
minus 
TLSP) 

Easy ordering of 
service 

3.71 3.92 0.21 

Ongoing information 
and status of a 

delivery 

3.61 3.88 0.27 

Immediate action on 
complaints 

3.71 3.86 0.15 

Prompt and effective 
handling of returns 

3.61 4.04 0.43 

Proper after-delivery 
support 

3.57 3.84 0.27 

Timely response to 
requests 

3.93 4.12 0.19 

Trust at all times 4.11 4.12 0.01 

Commitment at all 
times 

3.82 3.88 0.06 

Integrity at all times 4.36 3.78 0.58 

Helpful customer 
service representatives 

3.64 3.73 0.09 

Provision of 
customized products 

or services 

3.50 3.96 0.46 

Competitive price 
quotes including 

discounts and payment 
terms 

3.32 3.84 0.52 

On-time delivery on 
the date promised 

3.75 3.96 0.21 

Complete orders 4.00 3.98 -0.02 

Appropriate order 
cycle time 

3.79 3.94 0.15 

Accurate invoices 3.89 3.92 0.03 

Products arrive 
undamaged 

3.61 3.92 0.31 

Consistent order cycle 
time 

3.61 3.71 0.10 

Accurate orders 3.64 3.71 0.07 

Consistent service 
quality 

3.71 3.71 0.00 

Total 74.89 77.82 2.93 
(Scale legend: 1=Much worse than expected – 5=Much better than expected; Yellow highlight 

indicates delta > 0.20) 

Customers on average perceived that TLSP’s 
performance was equal to or better than expected for all but 

one variable where TLSP perceived they were better: 
providing complete orders. Interestingly, there was some 
overlap with several variables in Table I where, despite the 
unimportance of them, customers perceive TLSP is doing a 
worse job in meeting them. These are critical LSQ variables 
also found in previous research [11, 12, 15, 16] and which 
could be problematic for TLSP going forward. 

The variables common to TLSP and customer 
respondents in section C of the survey are shown in Table III. 
Customers believe that power in LSP relationships is very 
much with them with an average score of 3.06, while TLSP 
respondents believe it is very much with themselves with an 
average score of 2.39. The absolute delta is 0.67, and this 
finding again suggests there may be communication issues 
between TLSP and its customers contributing to these 
customer perceptions or beliefs. 

TABLE III. Other Variables 

Overall, power in LSPs relationship with customers is: 

Very Much in LSP’s Favour (1) Very Much in Customers’ 
Favour (5) 

Average at TLSP:   2.39 

Average of Customers:  3.06 

Delta (Cust. minus TLSP):  0.67 

Overall, customers’ ability to switch logistics service providers is: 

Very Difficult (1)   Very Easy (5) 

Average at TLSP:  3.50 

Average of Customers:  3.37 

Delta (Cust. minus TLSP): -0.13 

Customers’ feelings towards TLSP can best be described as: 

Very Unsatisfied (1)   Very Satisfied (5) 

Average at TLSP:   3.79 

Average of Customers:  4.10 

Delta (Cust. minus TLSP): 0.31 

Customers’ opinion of overall customer service quality at TLSP is: 

Very Poor (1)   Excellent (5) 

Average at TLSP:   3.79 

Average of Customers:  4.08 

Delta (Cust. minus TLSP): 0.29 

(Yellow highlight indicates delta > 0.20) 

There wasn't much difference between both sets of 
respondents regarding customers’ ability to switch LSPs and 
thus this may not be a burning issue to pursue. Despite the 
foregoing issues raised in the analysis, customers have very 
good feelings towards TLSP and their opinion of TLSP’s 
overall LSQ is also very good. The averages for both were 
above 4.0 on the five-point Likert scale. Interestingly, TLSP 
respondents considered customers would rate them lower at 
3.79. This might suggest a lack of understanding of their 
customers’ attitudes and opinions towards them and requires 
deeper investigation by TLSP [6].  

The nature of customers businesses was varied however 
there was a preponderance of automotive, electronic goods, 
trading companies, and aviation firms. All appear to be B2B 
customers, i.e., there were no retailers. Foregoing comments 
about increasing communication should enhance 
relationships between customers and TLSP and should also 
enable integration across TLSP’s various supply chain 
network or tiers [7]. While retail and online fulfilment are 
important for LSPs in today’s markets [8], and Thailand has 



experienced significant growth in ecommerce [9], this aspect 
of research for TLSP will be conducted in a later phase. 

Regarding firm size, four were micro, 16 were small, 10 
were medium and 21 were large. Thus, almost 52 percent 
had 50 employees or less and fell within the SME category. 
The average number of deliveries per week customers 
received were 16, or 3 per weekday. The percentage of 
average delivery methods were 16 percent for supplier 
delivery, 10 percent for own delivery, and 72 percent for 
third-party delivery. These frequencies confirm the 
importance of LSPs for SMEs in Thailand and hence drive a 
need for LSPs like TLSP to assess, manage, and integrate it 
LSQ and business practices [7] from a holistic SCPV [13] to 
ensure their own as well as their customers’ success and 
economic sustainability. 

IV. CONCLUSIONS AND CONTRIBUTIONS 

A. Theoretical Contributions 
This exploratory research, the first phase of a much larger 

project, has confirmed certain aspects of LSQ importance 
and perceptions of LSP performance, in this case one LSP, 
TLSP [4, 17]. This research was different to the usual 
hypothesis driven empirical studies of sector-wide firms by 
being focussed on one LSP firm, TLSP, thus making use of 
the SCPV [13] in its investigation and adding to this recent 
stream of research. 

B. Practical Contributions 
While notions of SCPV I've already been discussed 

regarding theoretical contributions, some important findings 
for TLSP emerged from the research. While customers 
believed all LSQ variables were less important to them than 
to TLSP and considered TLSP’s service provision 
performance was better than TLSP perceived, compared to 
the Thai logistics service provider, there nevertheless appears 
to be a disconnect between TLSP’s internal perceptions of 
customer expectations and perceptions of TLSP’s LSQ. This 
may be down to miscommunication, or lack of regular and 
ongoing communication with customers. Several suggestions 
were made for TLSP to consider and follow up with 
customers, and these will be revisited with the firm as future 
research phases are developed. Other LSP firms might 
benefit from this study’s findings, at least in terms of 
reflecting on their own LSQ variables and operations with 
customers. 

C. Limitations 
As always, this research and study is not without 

limitations. While this one firm phenomenon was delimited 
at the outset, the small number of responses from within 
TLSP and its customers prevented further quantitative 
analysis to study any relationships among variables. Future 
phases will need to have a more robust data collection 
process to enable such analysis. Finally, the data was 
collected at the beginning of the coronavirus COVID-19 
pandemic in early 2020. Business activities in Thailand, like 
elsewhere across the globe, were curtailed for the best part of 

one and one-half years and are only now beginning to return 
to pre pandemic levels in late 2022. As a result, the current 
economic and business climate for not only TLSP but also its 
customers may have changed significantly. Any such 
changes will also need to be revisited with the firm as future 
research phases are developed. 
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Abstract— The future ports must be environmentally 
friendly. The World Maritime Organization faces the 
challenge of reducing carbon dioxide emissions by 2030, 
in which CO2 emissions from container ships are a 
significant matter and impact the environment. 
However, container terminals' carbon dioxide activities 
comprise both onshore and offshore activities. The CO2 
emission assessment does not consider the actual cargo 
load, which does not reflect reality. Therefore, it is 
necessary to assess the CO2 emissions based on the 
actual cargo weight in all activities. This paper is to 
present the import-export of containers analysis 
forecast for 2015–2030 using a linear regression 
method. The results were analyzed and assessed the 
amount of CO2 emissions. The import assessment 
started from the ship entering the anchorage area or 
entrance buoy until the container left the port. For the 
exports, the evaluation started from the trailer entry at 
the gate to the ship leaving the port, through the 
entrance buoy, as well as considering evaluating the 
loading and unloading activities that occur throughout 
the process. Then calculate the amount of CO2 
emissions per 1 TEU to be used as the basis for 
calculating or determining the future carbon tax by 
studying the carbon tax structures of countries around 
the world and comparing them with the carbon tax 
structures in Southeast Asia and Thailand. Finally, the 
result is used as a basis for calculating and determining 
measures for supporting environmental policy in the 
future. 

Keywords— Greenhouse gas (GHG), Container ship, 
Port operation, Sustainable development, Carbon tax. 

I. INTRODUCTION 
 

Ocean freight accounts for 80–90% of all trade 
worldwide. It is a mode of transportation that is currently 
quite well-liked. There are 10 trillion tons of import and 
export containers that are sent via containers [1]. Onshore 
and offshore activities are two linked activities. These two 
activities both involve the use of fuel oil. Import and export 
are measured in 1 liter of transportation oil. Carbon 
monoxide (CO) and carbon dioxide (CO2), hydrocarbons 

(hydrocarbons), nitric oxide (NO2), nitrogen oxides (NO4), 
aldehyde (aldehyde), and sulfur dioxide (SO2) [2] are all 
constituents of combustion exhaust (sulfur dioxide). Its 
release will have an impact on Port Said's sustainability in 
a variety of aspects (social, environmental, and economic) 
[3] and lessen its contribution to world problems. By 2030, 
the International Maritime Organization (IMO) [4] aims to 
have addressed this issue. Another solution to the issue is 
the collection of CO2 emissions taxes [5] [6].  

  
Fig. 1. On shore and off shore 

The study forecasts CO2 emissions, then presents the 
results of a study on the method used to calculate CO2 
emissions at ports, followed by CO2 emissions forecasts, 
advantages, and growth potential in 2030. Finally, the tax 
structure and CO2 emissions model for container ships for 
sustainable development ports. The scope of activities as 
shown in Fig 1 

II. LITERATURE REVIEW 
 

The ecosystem will be impacted by global warming 
brought on by CO2 emissions from port operations [7]. The 
literature review led to the calculation of the port's CO2 
emissions tax.  

A.CO2 emission 
The examination towards the sustainability of CO2 

emissions in relation to policy and trends in marine CO2 
emissions was emerged [8] [9] [10]. Studies show that CO2 
emissions are mostly emerged. The study was completed 
autonomously using a ship or a vehicle. Studies that 
included research on vehicles, ships, and port activities 
were extremely rare. 



B. CO2 Emission Process 
A suitable taxation model based on welfare economics 

was offered [ 11] . These external factors must be taxed, 
which demands external government contributions. This 
point of view is based on the welfare theory [12] , often 
known as the prosperity theory, which attempts to offer an 
accurate assessment of the resources used by society. The 
person must evaluate all the consequences of their 
economic activities. Regardless of any external factors, the 
analysis concluded that the majority of studies and 
collections It measures emissions of CO2 in tons. No taxes 
are levied in the form of a per-TEU (twenty-foot equivalent 
unit) container fee that could be used as a benchmark for 
calculating the tax rate [ 13]  that would apply to each 
shipment of goods. Future society and all economic sectors 
should be made aware of environmental responsibility. 

III. METHODS 
The operational activities [ 14]  of a container port are 

used to calculate the CO2 emissions from land and sea 
transportation to and from that port. The activities accounted 
for both the direct and indirect CO2 emissions [ 15] . The 
scope of the assessment is divided into two parts: This CO2 
emission assessment applies to both onshore and offshore 
activities, as shown in Fig 2. 

 

Fig. 2.Research Methodology 

 This analysis uses a container ship to import and 
export containers to examine the structure of the upcoming 
carbon tax as well as the onshore and offshore container 
port activities that result from goods entering and leaving 
the port. A second forecast covering the period from 2015 
to 2021 was made, along with a forecast of the container in 
and out for 2030 using the program to linear in the future. 
The initial forecast was made between 2015 and 2019 and 
its accuracy was evaluated using 2020 [16] findings. The 
classification of ships was subsequently developed 
container to determine how much CO2 is emitted during a 
single ship voyage; the counting begins when the ship 
enters the anchorage or passes the entrance buoy and 
continues until the container departs the port. This was 
done in relation to exports, which began as soon as the 
vehicle arrived at the port. The formula for calculating CO2 
emissions per TEU container is calculated prior to the ship 
leaving the port through the entrance buoy to be used as a 
basis for calculating or determining carbon tax in the future 
by comparing the carbon tax structures of various countries 

with Thailand's variables and the Southeast Asian carbon 
tax scheme. This foundation will be used to determine the 
amount of future revenue due to the treasury tax. Describe 
the scope of the activities occurring in the port as shown in 
Fig 3. 

 
 (Thai chart) [17] 

 
Fig 3 Marine port limited LCB 

 
In addition to Thailand's factors, the study of the global 

tax structure compares it to the tax structures in Southeast 
Asia and Thailand, bringing the tax per container (TEU) to 
be used as a basis for estimating or enacting a carbon tax in 
the future. Then use it as a foundation to calculate how 
much future treasury taxable income will actually be, 
comparing it to Thailand's components and Southeast 
Asia's carbon tax scheme. 

The different sizes of container ships necessitate 
categorizing them according to the size of the load and the 
ship's name, as shown in Fig 4. 

 

 
    (All dimensions are in meters. LOA: Length overall. The loads 

displayed on deck represent maximal possible loads, which would involve a large share 
of empty containers.) [18] 

Fig. 4. Evolution of Containerships 

The total CO2 emissions, which must be distinguished 
from the source of the Emission Factor (EF) [19] with 
marine fuel, are calculated using Equation 1. Additionally, 
despite having the same name, automotive fuels behave 

Entrance buoy 

Anchorage area 



differently in mixtures of fuels, causing them to eventually 
separate and then come back together. The different names 
for the fuel used in ships are marine gas oil (MGO) and 
high-speed diesel oil (HSDO). 

 
TotalCO2Em=SeaCO2Em+LandCO2Em (1) 

 
Researchers will segregate the CO2 emissions by land and 
sea after obtaining an overview of the emissions according 
to formula 1. Where ‘Em’ denotes Emission.  
Sea scope 

 
CO2 emissions by ships can be calculated according to 
formula 2. 

 
𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 = ∑ (𝐶𝑜𝑛𝑠𝑢𝑚𝑝 𝑥 𝑁 𝑥 𝐸𝐹)𝑓

𝑖=𝑎          (2) 
 

Where ‘a-f’ denotes the type of container vessels, N 
denotes the number of container vessels, EF denotes the 
Type a Early Container- Fully Cellular (Picture 4) 

Type b Panamax- Panamax Max 
Type c Post Panamax I– Post Panamax II 
Type d VLCS 
Type e New Panamax 
Type f ULCS- MGX 24 
Emission Factor of fuel used in water transportation. 
 

Table 1 Emission Factor for Vessel In case a ship is using 
a type of fuel for which no default value is provided (such as 
bio-fuels, alternative non-fossil fuels or any other fuels), 
specific emission factors shall be applied as Type A Marine 
and Type B Land.  

TABLE 1 EMISSION FACTOR 

Type A Marine 

 
(Emission factor of Marine fuel type [20]) 

Type B Land 

 
 (Emission factor of Shore fuel type [21]) 

 

    EF =Vessel x (Consumption/Hours )           (3) 

 

Where ‘Vessel’ denotes the number of container vessels 
according to formula 3.  

Fuel consumption of container ships according to the size 
and speed of the ship used is shown in Fig 4. 

 

 
(Fuel consumption by containership size and speed [22]) 

Fig 5 Fuel consumption by containership 
 

Generator consumption VLCS container 

 
(Engine technology Manual [23]) 

Fig 6 Engine selection for very large container vessels 

Depending on the size and color of electric machines 
for workplace safety and navigation in constrained spaces, 
container ship fuel consumption varies. While the ship is in 
the trench and while docking for work, two electrical 
machines must be running at all times. Boilers are required 
to power the machines. The fuel usage of the Table 2 
container ship radiator is displayed in the table below.  
 

TABLE 2 BOILER CONSUMPTION. 
 

 
(Container boiler consumption [24]) 

CO2 emissions by car can be calculated according to 
formula 4. 
 

𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 = 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑥 𝑄
2

𝑥 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑥 𝐸𝐹 () 
 

Where ‘Q’ denotes the type of container truck (2 TEU)  
Emission Factor of fuel used in land transportation. 

 
Rail Crane 5 kW capacity of LCB port 35 TEU per Hrs. 
 

𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 = 𝑘𝑊 𝑥 𝐸𝐹                        (5) 
 

A sizable number of nations, regions, and cities 
declared a "climate emergency" in 2019. The 10-year 



average was 1.1°C higher than pre-industrial levels. 
Alarming sea level rise is occurring. For the development 
of the nation, it is urgent to collect CO2 emissions. And it 
is the idea that CO2 emissions can be decreased by using 
the tax system as a check. The world's top priority for 
implementing policy at the moment is addressing the urgent 
problems of global warming and climate change. Thailand 
has acknowledged the significance of these issues. On 
December 28, 1994 it became a party to the United Nations 
Framework Convention on Climate Change., Thailand 
approved a Kyoto Protocol ratification [24] on August 28, 
2002. According to Table 3, Thailand is a developing 
nation with no requirements to lower greenhouse gas 
emissions. 
 

TABLE 3 THAILAND APPROVED A KYOTO PROTOCAL 
 

 
(Compare Kyoto Protocol of Thailand [26]) 

An emissions framework for developed nations serves 
as the foundation for the idea of universal taxation. It 
includes a carbon tax, also known as a tax or fee on the 
production, use, or sale of fossil fuels like coal, natural gas, 
or oil. When these fuels are burned, carbon dioxide is 
produced and released into the atmosphere of the Earth. 
The gas tax rate is the foundation for this tax or fee. A 
carbon tax is a fee or levy levied by the federal government 
on people who consume fossil fuels, which include natural 
gas and oil. 

The national tax rates for each nation will take 
effect on April 1, 2022, and they will be calculated based 
on the price per cubic ton of CO2 emissions shown in Fig 7 
in US dollars. 

 

 
(Carbon tax rates worldwide as of April 1, 2022 by country [27]) 

Fig 7 Carbon tax rates worldwide 

In Asia, China, Japan, and Singapore have announced 
policies to collect taxes on CO2 emissions as shown in 
TABLE 4.  

 

 

 

 

TABLE 4 CARBON TAX  

 
(Singapore [26] Taiwan [27] China [28] Indonesia [29]Japan [30]) 

Countries that enforce carbon emissions taxes are shown by 
the blue carbon trade price. Countries that development 
carbon emissions taxes are shown by the blue carbon trade 
price. shown in Fig 8.  

 
(Carbon pricing rising interest in Asia and the Pacific [31]) 

Fig 8 Carbon pricing 

As of January 1, 2016, the Commission's tax structure 
and the structure for the automobile excise tax were both 
approved on December 18, 2012, and they are as follows: 1. 
To identify luxury, taxes should be calculated based on 
engine size. 2.Determining the tax rate for vehicles that 
promote energy efficiency and renewable sources. 3. Select 
tax rates to promote competition. 2019 saw the publication 
of the announcement of the pickup, green vehicle, and 
product champions as well as the rules and regulations for 
the race. The tax collection table lends credence to the idea 
that an empty car is unaffected by the actual loading 
conditions, which can result in significant CO2 emissions 
depending on the payload.  

IV. RESULTS 
 Analysis of container volumes based on on-shore and 
off-shore activities started in 2015 based on the forecast, 
with 3.1 million and 3.2 million containers produced 
annually, and 4.2 million containers produced annually in 
2021. Assuming that there are 10 million containers coming 
in and going out in 2030, the results show that the curve is 
rising for exports of 3.2 million containers per year, which 
are forecast based on the data above. Using this information 
and a container ship to import and export containers, the 
carbon emissions will be assessed. A second forecast 
covering the period from 2015 to 2021 and a forecast of the 
box in and out for 2030 were made after the initial forecast, 
which was created between 2015 and 2019, was used in 
2020 observations to evaluate its accuracy. To determine 
how much CO2 is emitted during a container ship voyage, 
start counting when the ship enters the anchorage or passes 
the entrance buoy and stop counting until the container 
leaves the port, with regard to exports getting underway as 
soon as the container pulled up to the port. This was done 
using a program that is linear in the future classification of 



ships. The CO2 emission formula is computed for each TEU 
container from 2015 to 2021. It is evident that the number 
of containers tends to increase from 2015 to 3.4 million 
containers until 2030, when it is predicted that there will be 
5.7 million containers.  

 
(Forecast Container in 2030 10.2 M. TEU [16]) 

Fig 9 Forecast Container in 2030 

 Consideration should be given to how CO2 emissions 
originated with ships and entered the city's loading and 
unloading port during the already-conducted activities in the 
port. To unload the van, a truck was heading that way. The 
process is finished when container trucks arrive at the port, 
board the boat, and depart. In this case study, the 214,286-
gross tonnage of the Manila Maersk ship is utilized. The 
CO2 emissions from loading into the Lam Chabang port 
average 1,800 TEU, Emissions of CO2 from cargo terminal 
operations used as vehicles in this investigation are ships 
and trucks. The ship made its approach from the entrance 
buoy, bring the ship to the port's entrance, dock, and then 
depart from the port for the entrance buoy. The machines 
used are the main engine, generators , and a boiler. 
Containers are lifted by a gantry crane at the port. There are 
two categories of trucks: those are used to import products 
(getting into with empty vehicles and exiting with heavy 
trucks) and those are used to export goods. (Getting into 
with the heavy truck, getting out of with the empty one.)as 
shown in Table 5. 

 
TABLE 5 SUMMARY CO2 EMISSION IN ONE VOYAGE CARGO OPERATION 

 

 
(*Gantry crane capacity 5 kW import and Export [32] 

**Truck 2015year build) 

Table 5 provides information on the CO2 emissions 
produced by a single ship voyage. Based on these figures 
and the number of containers that were unloaded during 
this trip, the CO2 emissions were estimated to be 105,910 
Kg/1,800 TEU. 1,800 containers have been unloaded 

throughout this trip (including 600 inbound containers and 
1,200 outbound containers). To estimate CO2 emissions 
and tax revenue, the Marine Department's data in a single 
window system converts CO2 emissions per TEU container 
to 58.84 kg per cabinet. It is shown in Fig 6 based on 
Japan's $2.00/t CO2 e carbon tax collection. 
 

TABLE 6 REVENUE FROM CARBON EMISSION TAX 

 
Table 6, it can be seen that if a carbon emission tax is 

applied, the government can collect an average income of 
1,088,725 USD/year. 

 

V. CONCLUSION 
 This paper presents the prediction and assessment of 
CO2 emissions per TEU in all activities of cargo import-
export both onshore and offshore using a case study. The 
MANILA MAERSK cargo ship, with a size of 214,286 
gross tons, is loaded and unloaded at Lam Chabang Port, an 
average of 1,800 TEU per ship. The CO2 emission value is 
58.84 kg CO2e per TEU. The government may have to plan 
on collecting taxes, which means future income can be 
collected from CO2 emissions. In many countries, CO2 
emissions are estimated based on fuel consumption, but in 
Thailand it is considered by engine size. However, in both 
cases, the product's weight is not included. As a result, the 
weight of the shipment should be used to determine the CO2 
emissions tax because the fuel consumption rate is not the 
same. If the government implements the carbon emission 
tax scale, it can collect an average income of 1,088,725 USD 
annually (based on Japan's carbon tax collection of $2.00/t 
CO2e). If the government imposes a tax on carbon 
emissions, it might bring in an average of $1,088,725 USD 
(based on Japan's carbon tax collection rate of $2.00/t 
CO2e). These proceeds are used to formulate environmental 
policies, such as the policy to assist in using alternative 
energy, the approaches to support electric vehicle use, etc. 
In addition, entrepreneurs and businesses must realize the 
adoption of energy-saving and environmentally friendly 
technology. 
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ABSTRACT 

 

Purpose: To understand the current state of network of NGOs 
working in the field of primary education and analyse the factors 
affecting them.  

Design/methodology/approach: Social network analysis 
(SNA) using exponential random graph model (ERGM) 

Findings: Geographical location, political stability, economic 
status, and absence of violence are the major factors for the aid 
organizations to select aid delivery country.  

Research limitations/implications : ERGM method cannot 
handle missing value we limited our analysis by including only the 
complete variables.  

Practical implications: The results highlight key areas where 
the network is not connected and HOs work in isolation compared 
to few countries where flocking of different HOs is present. 
Managers can take the insight from the analysis to identify lack of 
connected networks to better manage the operations. 

Originality/value: Our study employs SNA to understand the 
complex web of countries receiving aid through a novel approach 
in humanitarian logistics and supply chain management. This can 
be further extended to identify important locations for establishing 
hubs for relief aid distributions in the area. 

Keywords— Social Network Analysis, Education, 
Humanitarian; SDG; UN 

I. INTRODUCTION  
Humanitarian organizations (HO) have been effective and 

efficient in managing (logistics and supply chain) processes in 
place to deliver assistance to those in need, both within and 
between organizations, while adhering to humanitarian 
principles of humanity, impartiality, neutrality, and 
independence. HOs have helped several countries sustain 
long-term education programs for all levels, namely primary, 
secondary and higher education. Developing and 
underdeveloped nations across the world receive the support 
of these different HOs in running different education 
programs. There is a high variance in the operations of HO 
across the world. There are cases where many HO are running 
education programs in one country; also, there are a few HOs 
that are running education programs across multiple countries. 
It is interesting to know how the network of these HO and the 
host countries are formed in the current state. Further, it is 
observed that many of these network countries are working in 
isolation and are not part of an extended network. These may 
be due to several restrictions for international HO in the host 
country. Additionally, it is observed that the density of the 
network differs in countries with different geographical 
regions. We assume that this might be due to several factors, 

which include media attention and proximity to UN 
headquarters, among others. Countries that are in conflict 
receive greater international media attention and hence might 
attract more HO, but these countries also have been prone to 
unstable political and geographical environments, which 
might hinder the HO from approaching the same.  

It is believed that coordination between the countries 
receiving aid and the HO can help improve the system's 
performance as a whole. It is observed that there are highly 
dense regions receiving a majority of aid and also sparse 
regions in the network structure. This highlights the areas 
which might need more attention and probably need to be 
connected with the larger network in order to provide 
"impartial" assistance, which is one of the major pillars for a 
HO. The network structure also highlights the organizations 
which are working in isolation; these organizations must be 
encouraged to join the larger relief network. This might 
increase the effectiveness of the total assistance at the global 
level. Further, the country-level variables like GDP, school 
dropout rate, and geographical region might affect the 
presence of these HO and their operation. Following these, we 
aim to explore the following three research objectives of this 
study. 

• To understand the current state of NGOs working in 
developing and underdeveloped countries in the field of 
primary education and visualize the network. 

• To understand the effect of different country-level 
parameters in the network of countries that are receiving 
humanitarian assistance. 

• To understand external/exogenous factors affecting the 
network characteristics. 

II. LITERATURE REVIEW  

Social network analysis (SNA) 
SNA is a subfield of graph theory, a discipline of 

mathematics developed in the eighteenth century by a Swiss 
scientist named Leonhard Euler. This mathematical 
underpinning was combined with a significant sociological 
component that has its roots in the work of Georg Simmel [1], 
who was the first to conceptualize interpersonal social 
dynamics. The approach was quickly expanded to include 
research on bigger groups, organizational systems, and whole 
societies[2]–[4]. As social connections were officially 
characterized as network embeddedness, the "original interest 
in patterns of affiliation" gave rise to what may be dubbed the 
"second wave of SNA" [5]. Sociologist Granovetter then put 
forth the influential theory of weak ties, which holds that while 
strong bonds of frequent contact and/or degree of closeness 
tend to bring together people who are similar, weaker ties 



frequently serve as a bridge between communities that would 
otherwise be at odds with one another[6]. Social capital, or the 
benefit of membership in a dense social network, is another 
significant idea from this time period[7]. Burt, a sociologist 
and strategist, continued by arguing that, as opposed to those 
who are immersed in tight, highly linked networks, those who 
transcend structural gaps—that is, those who connect 
otherwise isolated social entities—benefit most [8]. 

One may argue that the third phase of contemporary SNA 
research, development into the more general field of network 
science, has occurred. At this point, the emphasis switches to 
whole networks, with interest growing in topics like network 
development, complexity, synchrony, and spread. Although 
these concepts have long-standing theoretical roots, the 
novelty comes from the statistical rigor that has recently been 
made available by technological advancements. 

Barabási and Albert [9] explain the scale-free network, 
which can be seen in biological networks and the World Wide 
Web and is identified by a small number nodes with 
connections that are far higher than the network's average, as 
an illustration of how SNA's applicability to real-world 
contexts is expanding. One of the main issues in SNA 
nowadays is the identification of key influencers or a smaller 
group of individuals responsible for spreading beneficial or 
bad effects over a much broader network. This new 
perspective on network structure has given birth to this issue 
[10]. According to recent study, poorly linked entities, who 
have historically been considered inconsequential, may really 
become influential players of considerable significance, 
surpassing the best-connected actors by acting as more 
effective conduits [11]. Several SNA software platforms have 
assisted progress in related research with the emergence of 
network science [12]. UCINET[13] which integrates a broad 
range of network ideas with empirical testing, is one of the 
most extensively used in social research. Alternatives include 
Gephi for network visualisation and dynamics [14], Igraph for 
complex networks [15], Cytoscape for biomolecular 
interactions [16], and SNAP for extremely large networks 
[17]. increasing the third phase of SNA's development. The 
rise of social media sites like "Twitter," "Facebook," and 
"Instagram," which both embody many of the original SNA 
ideas and provide enormous data sets for empirical 
investigation, is considered SNA in the field of humanitarian 
logistics research[18]. 

'Social network analysis has been used to analyze the 
unimodal and bimodal networks of countries and the HO 
operating in them. The academic interest in social network 
analysis has exploded in the recent two decades. Several 
factors have aided in this expansion. First, the rise of social 
media has increased people's awareness of networks and 
provided them with tools to help them network intentionally. 
Second, data from social networks has become more readily 
available on a variety of socially relevant topics, including the 
spread of incorrect information, cooperative business 
ventures, cyber-attacks, migration, lobbying, disease 
transmission, and friendship. Third, computer technology has 
advanced to make it easier to collect and analyze the massive 
and complicated data sets that social networks yield. Finally, 
network analysis approaches are now more accessible to a 
broader community of scholars, and they are more comparable 
to traditional statistical methods due to the development of 
computational capabilities and sophisticated statistical tools 
and software [19]. 

SNA has been quite useful for studying the dynamics 
between individuals and organizations, which are often too 
complex to study due to the limitations of traditional statistical 
methods like regression [3], [4]. Humanitarian logistics' 
promise in terms of SNA (and vice versa) is based on its 
powerful combination of community well-being with 
commercial SCM structures, which connects two network-
based worlds. In both situations, SNA can give useful 
information [20]. Several authors have used SNA to 
understand the phenomenon in Humanitarian supply chain 
management. Bisri & Beniya[21] used SNA network 
modeling to identify the important gap between the network 
of humanitarian organizations, which would help them to 
formulate policy-level decisions to enable NDRF as a central 
coordinating body. Closer to this study, Curtis [22] used SNA 
to show that better communication between the NGOs could 
have made the Hurricane relief activities more efficient. He 
showed that the organizations which could have been vital in 
communication had been left out of the network. 

III. DATA  AND METHODOLOGY 
 

Data was collated from published survey results from 
partners with Accelerated Education Programs worldwide. 
This includes two modes of data of 94 humanitarian 
organizations focusing on primary education in 54 developing 
or underdeveloped countries. Country level attributes used in 
the study are global region (as per UN), GDP, percentage of 
children out of school (primary age), Probability of survival to 
age 5, Expected years of school, and Human capital index 
(HCI). The data has been collated from the official website of 
the World Bank. The variables have been chosen based on the 
factors which might affect the primary education of the 
children 

The data collected was checked for missing values and 
arranged in standard form to provide input as required by the 
"statnet package" in R. We used R studio software version 
1.3.1093 on 64-bit windows pc with processor Intel(R) 
Core(TM) i5-9400 CPU @ 2.90GHz and 16 GB RAM  for 
this analysis. 

First, a bi-partite network was formed using country and 
organization data. The network features are calculated as 
below  

Network density 
The network density is measured by the ratio of a number of 

actual ties and potential number of ties. The number of 
potential ties is calculated by finding out all the potential ties, 

i.e., maximum number of connections possible. 
 

Ego network density = Nactual ties/Npontential ties 
 

Potential ties= n(n−1)/2, where n is the number of alters 
 

Exponential Random Graph Model 
The exponential Random Graph Model (ERGM) is used 

to analyze the network of countries receiving assistance. The 
goal of an ERGM is to predict the presence or absence of a 
network tie between every dyad in a network[23]. By 
understanding the formation of dyads while explicitly 
accounting for network dependence, we understand the 
formation of network structures. We have used both 
exogenous and endogenous explanatory variables, which 



allows us to test competing explanations for network 
formation [24]. 

 
 

Fig 1. Two-mode network. 

 

Fig 2. Organization Network.  

 

Fig 3. Country Network.  

 

IV. RESULTS 
The results are represented with the help of Figures 1, 2, 

and 3 and Tables 1 and 2, and 3.  

Two-Mode Network attributes 
Two mode network is formed using the organization and 

country attributes, as shown in figure 1. A cursory glimpse of 
the network provides insights into its properties. Most of the 
organizations (represented by a red circle) are clustered, 
serving a single country (Blue square); simultaneously, many 
organizations are serving in more than one country, which 
may indicate a lack of efficient coordination at the system 
level. There are a significant number of organizations in 
'isolates' (not connected with any other organization) which 
again might indicate the lack of effective coordination 
resulting in inefficient operations. 

 

The descriptive stats of the network is provided in table 1, 
which shows a density of 0.0085. This indicates a very low 
relational attribute in the network and provides scope for more 
connectedness in the network.  

 

TABLE I: NETWORK ATTRIBUTES 

Attrib
utes  Vertices Bipartite Total 

edges 
Missing  

edges Density 

Values 148 94 186 0 0.0085 

TABLE II: COUNTRY NETWORK STATISTICS 

Attri
butes  Transit

ivity 

Rec
ipro
city 

Indegr
ee 

Dyad 
Census 

Betweenn
ess Density 

Valu
es 

0.7838 1 186 304 0 0.0085 

 

 

Further, we convert the two modal country and 
organization networks to a single mode network of 
organizations and countries they are present. We present the 
network structure of the same in Figures 1,2 and 3. Since we 
aim to study only country networks, hereafter, we only discuss 
the country network receiving aid.  

V. DISCUSSION 
The country network is formed by the data collected over 

presence of humanitarian organization providing primary 
education. The descriptive analysis of network shows several 
important insights about the coverage of different countries 
and how these countries are connected. This might have 
important implication on determining scope for future projects 
by HO. Presence of several isolates may be avoided in future 
as better communication and coordination can help these HO 
improve their effectiveness. ERGM shows how these factors 
affect the network. Few important conclusions can be made as 
below. 

 

 



• More the school dropout rate, more are the 
humanitarian organizations present. 

• The Middle East and North African countries 
have a lesser presence of humanitarian 
organizations 

• GDP has a very minimal effect, as the countries 
receiving a majority of assistance are smaller in 
size. 

 

TABLE III: ERGM MODEL RESULTS 

 
Variables  Estimate Std. Error Pr(>|z|) 

edges 8.32E+00 2.36E+00 0.000426 

nodeicov.Prob_sur -1.44E+01 2.87E+00 < 1e-04 

nodeicov.HCI 8.97E+00 1.47E+00 < 1e-04 

nodeicov.School_years -1.47E-01 4.12E-02 0.000346 

nodeicov.GDP -6.41E-07 1.80E-07 0.000361 

nodematch.region 7.03E-01 1.16E-01 < 1e-04 

nodefactor.region.Eastern and 
Southern Africa 

8.15E-01 1.40E-01 < 1e-04 

nodefactor.region.Latin 
America and Caribbean 

7.96E-01 1.44E-01 < 1e-04 

nodefactor.region.Middle East 
and North Africa 

-1.14E-01 1.77E-01 0.518441 

nodefactor.region.South Asia 9.28E-01 1.64E-01 < 1e-04 

nodefactor.region.West and 
Central Africa 

8.84E-01 1.39E-01 < 1e-04 

 
 

 

TABLE IV: GOODNESS-OF-FIT FOR MODEL STATISTICS  

Variables  obs mean 
MC p-
value 

edges 6.08E+02 6.08E+02 0.92 

nodeicov.Prob_sur 5.72E+02 5.71E+02 0.92 

nodeicov.HCI 2.61E+02 2.60E+02 0.94 

nodeicov.School_years 5.42E+03 5.41E+03 0.98 

nodeicov.GDP 6.81E+07 6.86E+07 0.9 

nodematch.region 1.88E+02 1.89E+02 1 
nodefactor.region.Eastern 
and Southern Africa 3.52E+02 3.53E+02 0.92 
nodefactor.region.Latin 
America and Caribbean 1.68E+02 1.67E+02 0.98 
nodefactor.region.Middle 
East and North Africa 6.20E+01 6.13E+01 0.98 
nodefactor.region.South 
Asia 1.10E+02 1.11E+02 1 
nodefactor.region.West 
and Central Africa 4.30E+02 4.30E+02 1 

 

A few important managerial implications can be made for the 
managers of humanitarian organizations. First, the existing 
web of HO operating in the region should be considered for 
efficient and impartial assistance. Second, it may be important 
to include local NGOs, which might prove beneficial for them 

as well as the recipients of the aid. Third, not all the countries 
that ask for help might really need it. There might be few 
avenues that are not able to garner high media attention 
leaving them isolated and deprived of any aid. Lastly, the 
coordinated effort might be much more efficient for the 
system containing HOs and countries which receive the aid. 

VI. CONCLUSION AND FUTURE DIRECTIONS 
We have analyzed the network structure of countries receiving 
aid through this study. We make an attempt to understand the 
underlying factors for a humanitarian organization to select an 
aid delivery location. Descriptive analysis shows many 
isolated countries in the network, which could be connected to 
increase delivery efficiency. The network analysis shows that 
potential factors like region and geography impact the 
delivery location in addition to economic factors like GDP, 
child survival rate, and the number of years of schooling.  

 Based on the results, future studies can aim to further 
expand the model by including relevant variables which 
would make the model robust and more accurate.   

 There might be certain limitations in this study as we have 
many isolates which might have affected the network 
diagnostics. Another limitation was the unavailability of 
education status for all countries for a single year. The latest 
available data was used for this study. Finally, conversion to a 
single mode might have led to a loss of information. More 
variables affecting the country and its education program, like 
overall education status, education budget by the host 
government, fertility rate, child mortality rate, and human 
health index, among others, can increase the explanatory 
power of the model. 
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Abstract—Supply disruptions can cause humanitarian 
supply chains instability. Good practices in supplier 
relationship management (SRM) can save cost and can 
minimize supply disruption risks. Although the humanitarian 
supply chain literature provides approaches for developing 
procurement strategies according to commodity categories, it 
does not suggest relationship implication guidelines for each 
commodity category. The aim of this study is to develop 
relationship implication guidelines for four commonly-used 
commodity categories: strategic, bottleneck, leverage, and non-
critical. Commercial supply chain literature suggests 
relationship implication guidelines. An adaption to the 
humanitarian context of the suggested relationship implication 
guidelines was carried out by research team. Three managers 
of World Vision International (WVI), an international 
humanitarian organization operating in disaster relief and 
development aid programs, were involved in the revision of the 
adapted guidelines. Findings show that the managers of WVI 
agreed with the initial adaptation of the guidelines and further 
offered key descriptions for each commodity category: (1) 
suppliers of strategic commodity must have a clear 
understanding of WVI’ objectives and beneficiaries; (2) 
suppliers of strategic commodity need to be aware of WVI’s 
supply risks in order to be ready for any worse case scenario; 
(3) negotiation on vendor managed inventory and maintenance 
of safety stock are critical for managing bottleneck commodity; 
and (4) the simplification of sourcing methods and tools for 
non-critical commodity is required to increase the efficient use 
of staff resources. To the humanitarian literature, this study 
contributes by offering relationship implication guidelines for 
the four commodity categories as a starting point for further 
development of SRM. 

Keywords—supplier relationship management, humanitarian 
supply chains, relationship implication guidelines, commodity 
categories 

I. INTRODUCTION 

Supplier relationship management (SRM) is critical not 
only to commercial supply chains but also to humanitarian 
supply chains. In the commercial supply chain literature, 
SRM has proved to be critical to businesses and is developed 
to, for example, increase competitiveness, reduce risk, pursue 
sustainability, achieve cost efficiency, and improve 
performance [1]. Similarly, practitioners in humanitarian 
supply chains also desire to save costs, reduce the shortage of 
relief supplies, and shorten delivery time [2-3]. However, 

researchers in this field have long attempted to develop 
guidelines related to issues of SRM such as supplier selection 
and supplier development [2]. 

From a practical perspective, there are a few 
humanitarian organizations implementing SRM in practice 
[3]. Some have started to include and develop local suppliers 
into its supply chains such as the World Food Program [4]. 
Some others have encountered challenges regarding 
implementing of SRM [3, 5]. Researchers observed that 
these challenges might be due to several reasons: relying on 
many suppliers to better respond to disasters that occur 
randomly in time and geographically; low purchasing power 
of humanitarian organizations over suppliers; difficulty in 
tracking suppliers [5-6]. This, highlights the need of 
guidelines related to SRM [2]. 

The commercial supply chain literature suggests an 
approach to develop SRM classified into five strategic sub-
processes and seven operational sub-processes [1]. In this 
study, the focus is on the strategic level, as it is a prerequisite 
before implementing SRM at the operational level [1]. In the 
humanitarian supply chain literature, there are a few studies 
investigating strategic SRM [7-8] and these studies merely 
provide approaches on how to identify criteria for 
segmenting commodities and how to develop a set of 
procurement strategies based on identified criteria. However, 
they do not offer guidelines on how to develop supplier 
relationships in each commodity category. 

The aim of this study is to propose guidelines for supplier 
relationship implications. Relationship implication guidelines 
developed in the commercial supply chain literature were 
adapted, modified, and validated by an international 
humanitarian organization operating in disaster relief and 
development aid programs. To the humanitarian supply chain 
literature, this study offers relationship implication 
guidelines as a starting point for further development of 
SRM in the humanitarian supply chain context. 

II. LITERATURE REVIEW 

In the commercial supply chain literature, SRM is a 
business process offering a structural guideline on how 
relationship with suppliers can be developed and maintained 
[1]. There are five sub-processes for developing strategic 
SRM: (1) review corporate, marketing, manufacturing and 
sourcing strategies; (2) identify criteria for categorizing 
suppliers; (3) provide guidelines for the degree of We would like to acknowledge the Kuehne Foundation for their partial 

funding of the research described in this study. 



 

 

customization in the product/service agreement; (4) develop 
framework of metrics; and (5) develop guidelines for sharing 
process improvement benefits with suppliers [1]. In this 
study, the focus is on the second sub-process. 

In the second sub-process, an organization needs to 
identify criteria that will be employed to segment 
commodities and suppliers. Criteria should meet the specific 
needs and goals of humanitarian organizations [7]. A 
segmentation scheme is required for further processes at the 
operational level and this will be employed to identify 
commodity categories and suppliers. Similar to the 
commercial supply chain literature [1], a segmentation 
scheme that is commonly-used the humanitarian supply 
chain literature includes four categories of commodity: 
strategic, bottleneck, leverage, and non-critical [7-8]. 

From a humanitarian supply chain perspective, the four 
commodity categories are classified based on two main 
criteria: the strategic importance of purchase and supply 
vulnerability. The strategic importance of purchase refers to 
any influence of purchased commodities on the humanitarian 
organization’s performance. Supply vulnerability refers to 
any risk that may be, for example, a result of sourcing 
difficulties and supply disruptions. Based on the two main 
criteria, the four commodity categories have different 
characteristics as follows. 

• Strategic commodity is determined as having high 
impact on both the strategic importance of purchase 
and supply vulnerability. 

• Bottleneck commodity is specified as having a low 
level of the strategic importance of purchase but high 
level of supply vulnerability. 

• Leverage commodity is perceived as high in the 
strategic importance of purchase but low in supply 
vulnerability. 

• Non-critical commodity is identified as low in both 
the strategic importance of purchase and supply 
vulnerability. 

Once managers have obtained criteria and categories of 
commodity, they need to develop relationship implication 
guidelines for each commodity category (Figure I) [1]. 
However, the guidelines obtained from the commercial 
supply chain literature need to be adaptated to fit the 
humanitarian context. 

Fig. 1. Relationship implication guidelines [1] 

 

 

III. METHODOLOGY 

A. Adaptation of the Approach 
The relationship implication guidelines provided in the 

commercial supply chain literature [1] were adapted using 
two steps. Firstly, the research team investigated details of 
each category and adapted them to fit the context of 
humanitarian supply chains in general. The revised version 
of relationship implication guidelines was then given to 
managers of an international humanitarian organization to 
help validate and modify. The context of World Vision 
International and the process of modification of the revised 
guidelines are presented as follows. 

B. World Vision International (WVI) 
WVI is a Christian relief, development, and advocacy 

organization dedicated to working with children, families, 
and their communities to reach their full potential by tackling 
the root causes of poverty and injustice. World Vision serves 
all people, regardless of religion, race, ethnicity, or gender in 
more than 100 countries. WVI’s focus is on helping the most 
vulnerable girls and boys overcome poverty so they can 
experience fullness of life now and in the future. WVI is 
driven by the desire to ensure that every girl and boy has 
what they need to grow in mind, body, and spirit. Every day, 
nearly 35,000 staff work hard to empower children to live 
lives filled with joy. 

WVI has more than 70 years of experience and expertise 
in effective development and relief practices to empower 
communities to become self-sufficient and bring real, lasting 
change. As a leading global partner, WVI work alongside 
supporters, stakeholders, families, and communities to 
transform lives and offer hope. As a result, all lives are 
enriched. Together, with partners, WVI has positively 
impacted the lives of more than 200 million vulnerable 
children around the world in 2020-2021. 

C. Modification of the Revised Guidelines 
The three management-level staff of WVI participated in 

revising the proposed version of relationship implication 
guidelines. The modification was conducted via online 
meeting and emails. The managers were informed about the 
background, descriptions, and objectives of SRM as well as 
the research aim. They were also informed about the revised 
relationship implication guidelines. The managers were 
asked to modify each commodity category and asked to add 
additional information if needed, in order to revise the 
suggested version to fit the WVI context. 

IV. FINDINGS 

Findings related to the four commodities categories and 
the respondents’ additional information are reported 
hereunder. 

A. Relationship Implication Guideline for Strategic 
Commodity  
The commodities in this category impact WVI and had 

high possibilities for supply disruption, which would 
deteriorate WVI’s performance. It was advised to develop 
long-term relationships with suppliers and to manage risk 
and vulnerability. The organization objective is to obtain 
long-term growth for both parties, i.e., the suppliers and 
WVI. Suppliers desire to have long-term profit growth while 
WVI aims for long-term societal development, maximize 



 

 

beneficiaries’ well-being, and save lives as much as possible 
(in the case of disaster relief). 

TABLE I.  RELATIONSHIP IMPLICATION GUIDLINE FOR STRATEGIC 
COMMODITY 

Aspect Description 
Resources Head of Department / Senior Buyers as well as 

Regional Supply Chain Management / Global Supply 
Chain Management level leaderships play critical 
roles in forming the relationship. 
A dedicated relationship manager / Head of 
Department / Senior Buyers (category owners) can 
help foster the relationship and implement plans. 
Conduct top-to-top meetings quarterly to keep 
updated progress and information 
Visit supplier resources / locations / plants on-site 
Welcome supplier to WV projects sites / communities 
/ etc. for better understanding of WV operations 

Strategic 
planning 

Develop extensive organizational planning and 
supplier communication plan and framework 
Perform the supplier rationalization analysis to 
narrow down the focus in SRM on strategic suppliers 
Identify and share supply risks and disruptions with 
suppliers to be prepared for the worse 
Develop a direct linkage to “Sales and operations 
planning” process between the WV and its suppliers 

Customer / 
market 

Involve in the suppliers’ new product development to 
meet the WV’s need and the supplier’s financial 
objective 
Conduct rigorous market commodity option analysis 
to identify strategic supplier alternatives based on 
product portfolio analysis 

Measurement Develop customized supplier metrics that can be used 
to assess both parties (two-way metric); for example, 
both the WV and its suppliers who need to save 
logistics costs may use efficiency-related metrics. 

Italic denotes the additional information from the respondents 

B. Relationship Implication Guideline for Bottleneck 
Commodity 
The commodities in this category have low impacts to 

WVI but being able to acquire these commodities is 
considerably challenging and vulnerable. Advised strategies 
are, for example, securing supplies through safety stock and 
searching for alternative suppliers. The objective for both 
parties is to reduce risk and vulnerability, avoid potential 
disruptions, and ensure supply continuity. 

TABLE II.  RELATIONSHIP IMPLICATION GUIDLINE FOR BOTTLENECK 
COMMODITY 

Aspect Description 
Resources Head of Department / Senior Buyers (category 

owners) play critical roles in forming the relationship. 
A non-dedicated relationship manager is appropriate. 
Conduct business review meetings semi-annually to 
update progresses and information 
The WV has a concern on specific aspects such as 
quality of materials or technical resources 

Strategic 
planning 

Develop semi-annual business planning 
Share some strategic information, such as forecasts 
and demand plans, with the suppliers 
Negotiation on vendor managed inventory or 
maintain safety stock 

Customer / 
market 

Collaborate with suppliers to change product/services 
specifications or develop substitutes to reduce supply 
risk 

Measurement Develop standard supplier metrics that can be used to 
assess only the supplier’s performance (one-way 
metric); for example, the WV can use lead time rate 
or order fulfillment rate to assess its suppliers. 

Italic denotes the additional information from the respondents 

C. Relationship Implication Guideline for Leverage 
Commodity 
The commodities in this category are of high impacts to 

WVI but the associated sourcing complexities and supply 
vulnerabilities were low. WVI can avoid high resource 
allocation, but should leverage its buying power. The 
organization objective is to obtain major cost saving and 
maximize utilities of using products/services. Market 
competition between the suppliers is an advantage to WVI. 

TABLE III.  RELATIONSHIP IMPLICATION GUIDLINE FOR LEVERAGE 
COMMODITY 

Aspect Description 
Resources Head of Department / Senior Buyers (category 

owners) play critical roles in forming the relationship. 
A non-dedicated relationship manager (category 
owner) is appropriate 
Conduct annual business review meetings to update 
progresses and information 
Use cross-functional teams to strategize the 
organization-wide sourcing of certain categories of 
products or services at the lowest costs (i.e. volume 
leveraging) 

Strategic 
planning 

Develop annual business planning 
Share some strategic information, such as the 
standard volume forecasts 

Customer / 
market 

May or may not participate in the supplier’s product 
development 

Measurement Develop standard supplier metrics that can be used to 
assess only the supplier’s performance (one-way 
metric); for example, the WV can use a volume 
discount rate to determine the future suppliers. 

Italic denotes the additional information from the respondents 

D. Relationship Implication Guideline for Non-Critical 
Commodity 
The commodities in this category were of low impacts to 

WVI and were low on supply burdens and vulnerabilities. 
The main objective is thus cost reductions by removing 
unnecessary complexity and increase free-up time for other 
works. In other words, it is about simplicity and efficiency. 

TABLE IV.  RELATIONSHIP IMPLICATION GUIDLINE FOR NON-
CRITICAL COMMODITY 

Aspect Description 
Resources Tactical management resources / buyers / finance 

person / operation 
Strategic 
planning 

Employ transactional planning and spend analysis 
Share only commercial-related information / maintain 
distance relationship 
Alternative and simplified sourcing methods / tools 
(bulk / online purchase) 
Ensure minimum procurement risk mitigation control 

Customer / 
market 

May or may not participate in the supplier’s product 
development 

Measurement Develop transactional supplier metrics depending on 
the purpose of a certain transaction. 

Italic denotes the additional information from the respondents 

V. DISCUSSIONS 

There is an interesting information provided by WVI 
respondents. Regarding the strategic commodity category, 
the commercial supply chain literature suggests firms to 
perform on-site visits at its supplier resources, locations, and 
plants. The WVI respondents further emphasized that WVI 
also welcome its suppliers to have a site visit at WVI and 
have a clear understanding of WVI projects, beneficiary 
communities. This is critical to suppliers that have different 
purposes of doing business, as compared to the purpose of 



 

 

humanitarian organizations [9]. Business firms need to 
understand that WVI has different corporate goals. In 
addition, WVI considered the identification and sharing of 
supply risks and disruptions with suppliers as a critical step 
to do in order to prepare its suppliers to be ready for any 
worse case scenario. The supply risks and their impact in 
commercial supply chains differ from those in the 
humanitarian context. For example, compared with 
commercial supply chains, supply risks and disruptions are 
challenging in relief and recovery efforts and can worsen 
relief operations during disaster crises [10]. 

Regarding bottleneck commodity, WVI respondents 
suggested that in strategic planning, they emphasized more 
on a negotiation of a vendor managed inventory program and 
maintain safety stock. These two management practices are 
critical to humanitarian organizations. For example, during 
the immediate aftermath of a disaster, safety stock is a 
crucial strategy, as it can reduce the effects of panic buying 
and price surges, and finally can reduce the impact of supply 
chain disruptions [11]. 

Regarding non-critical commodity, WVI respondents 
considered the simplification of sourcing methods and tools. 
This is because humanitarian organizations often have a 
limited number of staff performing activities in the 
preparation phase and the response phase of disaster relief 
[12-13]. Thus, maximizing the utilization of staff resources 
may be a critical issue to any humanitarian organizations and 
should be done with non-critical or non-value-added 
activities such as sourcing non-critical relief supplies. 

VI. CONCLUSION 

This study provided initial relationship implication 
guidelines for four commonly-used commodity categories: 
strategic, bottleneck, leverage, and non-critical. WVI 
respondents agreed with the relationship implication 
guidelines suggested from the commercial supply chain 
context, and also offered insights for each commodity 
category from their respective perspective. 

To the humanitarian supply chain literature, this study 
contributes by offering initial relationship implication 
guidelines for the four commodity categories as a starting 
point for further development of SRM. However, more work 
is needed. One critical limitation of this study is that the 
proposed relationship implication guidelines can be used 
only by WVI and its regional administrative offices. The 
proposed relationship implication guidelines need to be 
adapted to more cases and validated in future research. The 
current version may not be able to use with general cases of 
humanitarian organizations. A challenge is that how many 

cases we do need in order to settle the adapted initial 
relationship implication guidelines. 
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Abstract— Performance measurement in the humanitarian 
sector is a somewhat under-researched area. To our knowledge, 
there seems to be a lack of a supplier evaluation framework for 
humanitarian organisations to categorise their critical suppliers 
- strategic and bottleneck suppliers related to high supply risk 
purchases. As such, this study seeks to answer three research 
questions regarding the current state of supplier evaluation in 
the sector; challenges faced when evaluating suppliers and the 
key criteria for assessing strategic and bottleneck suppliers 
following the Kraljic Matrix. The research aimed to develop a 
conceptual framework for evaluating high-supply risk 
suppliers. 

Keywords—Humanitarian Logistics, Supply Chain 
Management, Supplier Evaluation, Kraljic Matrix 

I. INTRODUCTION 

Procurement is essential in the context of humanitarian 
operations. A humanitarian organisation (HO) typically 
spends around 65% of its budget on procuring goods and 
services [1]. As such, HOs must optimise their procurement 
operations to maximise the value of these purchases in 
supporting the needs of their beneficiaries. 

There are many scholarly articles regarding procurement 
operations, strategies and methodologies for the four 
established quadrants of Kraljic's procurement portfolio 
matrix [2]. However, there is room for further research on and 
development of complete supplier/purchasing evaluation 
frameworks. 

Specifically, there is currently no reliable framework for 
humanitarian organisations to perform supplier evaluation for 
their Strategic and Bottleneck suppliers (suppliers with the 
highest supply risk). This paper reviews extant literature and 
practices in supplier selection and evaluation in the 
humanitarian context to conceptualise a supplier evaluation 
framework to aid humanitarian organisations in making 
decisions in their sourcing process. This framework will focus 
on the  Strategic and Bottleneck categories of the Kraljic 
model, as these suppliers are recognised as carrying high 
supply risk, which is closely linked to the balance of power 
between a buyer and their suppliers [3]. Additionally, any 
disruptions to the supply of goods/services of these two 
categories will severely affect operational effectiveness or 
result in a high financial impact on HOs. Hence, this paper 
focused on suppliers of these two categories (hereafter 
referred to as "high supply risk suppliers") to provide practical 
insights to ground practices in humanitarian procurement. The 
findings from this study were also validated by an independent 
humanitarian field expert, who supported the focus on 
studying the two critical categories – strategic and bottleneck 
suppliers for humanitarian procurement expenses at the HOs.   

II. LITERATURE REVIEW  

A. Purchasing Strategies for Relief Items 
Reference [4] sought to create a purchasing matrix to fill 

the gap of a suitable solution in evaluating suppliers in the 
procurement of humanitarian relief items and suggested an 
overlapping commonality with purchasing models in the 
commercial world. Using the established Kraljic (1983) model 
as the basis for their matrix, as well as the Analytic Hierarchy 
Process (AHP) [5], common or similar parameters between 
those in the model and humanitarian operations specifically 
were identified. These mainly centred around the "Importance 
of Purchasing" and "Complexity of Supply Market" 
parameters of the Kraljic model and the use of the AHP to 
prioritise evaluation criteria. 

 
Fig. 1. Humanitarian Purchasing Matrix [4] 

The authors also discussed the current state of supplier 
evaluation in the humanitarian aid sector, with many 
organisations only recently realising the benefits of strategic 
procurement, such as improving capacity and efficiency in 
managing resources. The authors also noted the lack of 
academic studies and models for procurement strategies. The 
article is relevant to the first two research questions regarding 
the current state and challenges of supplier evaluation in the 
sector. Based on the article, we learn that HOs generally tend 
to be more reactive in the procurement of goods rather than 
establishing long-term strategies, which include a system or 
framework to evaluate supplier performance. 

The article also helped determine the evaluation criteria 
for the Strategic and Bottleneck categories, as the authors had 
provided academically-validated criteria, in which there was a 
higher interest in the parameter of "Complexity of Supply 
Market". This aided immensely in answering our third 
research question regarding the key evaluation criteria for 
Strategic and Bottleneck items and the development of the 
conceptual framework 

B. Key Evaluation Criteria for High Supply Risk Suppliers 
Pazirandeh (2011) developed a conceptual paper centred 

around procurement and supplier evaluation criteria for the 
international health supply chain. It aimed to create a model 



to optimise the procurement of medication and vaccines for 
developing countries, where slow-onset national health 
disasters can be prevalent. The paper primarily utilised a 
criteria literature review to establish supplier evaluation 
criteria and existing methods for sourcing decision-making. 
The author reviewed criteria for supplier evaluation proposed 
by other scholars and eventually developed a list to distinguish 
criteria for both local and global sourcing (Fig 2). These 
criteria are relevant to answering our research question on the 
critical supplier evaluation criteria for Strategic and 
Bottleneck items. Despite the limited scope of the paper on 
vaccine sourcing, these criteria were adapted to further define 
objective criteria and sub-criteria for our stakeholders 
regardless of the disaster. 

 
Fig. 2. Proposed List of Criteria for Sourcing Decisions [6] 

C. Key Barriers to Performance Measurement in 
Humanitarian Supply Chains 
In [7], the authors sought to determine and model the key 

obstacles to performance measurement in the humanitarian 
supply chain. The authors determined 17 barriers under 5 
categories, as shown in Fig 3, by performing an extensive 
review of the literature before ranking them based on 
established quantitative and qualitative methods. 

 
Fig. 3. Proposed List of Criteria for Sourcing Decisions [7] 

Within the 17 barriers, the authors determined that the lack 
of skilled staff has the most significant impact. They have also 
determined that the disorganisation of the operative 

environment, organisations' conflicting objectives and a lack 
of resources for investment into information technology were 
other vital barriers. 

These findings helped answer our research question on the 
challenges of supplier evaluation, as the authors had provided 
specific barriers or challenges within defined categories. Thus, 
we were able to use these barriers, especially the four key ones 
mentioned above, to validate findings from our study 
regarding challenges faced in supplier evaluation. 

One notable limitation of this article is that it was meant to 
establish common key barriers for performance measurement 
in the whole supply chain and not just for 
procurement/supplier evaluation. Nonetheless, the barriers 
determined by the authors are general enough in the area of 
supply chain management to be explicitly adopted in supplier 
evaluation. 

D. Carter's 10 Cs 
The final literature review is centred around Dr. Ray 

Carter's 1995 article, which sought to develop a framework to 
facilitate effective decision-making in supplier evaluation. 
The final model, known as Carter's 10 Cs, eventually 
comprised ten key criteria that would contribute to an 
optimum decision: Competency, Capacity, Commitment, 
Consistency, Cost, Cash, Communication, Control, Clean and 
Culture. 

Whilst not providing specific importance on Strategic and 
Bottleneck suppliers, Carter's 10 Cs model was critical to 
developing our framework. Based on the literature reviewed 
and insights generated from the field work, we aimed to 
identify the most relevant Cs specific to Strategic and 
Bottleneck suppliers for the humanitarian sector and form the 
basis of a new framework to help HOs evaluate and select 
these suppliers.  

In summary, the literature reviewed highlighted a lack of 
academic work on procurement strategies to guide HOs' 
sourcing decisions. The review also established the key 
obstacles to performance measurement and the critical 
evaluation criteria for Bottleneck and Strategic suppliers. Our 
study sought to adapt Carter's 10 Cs [8] to develop a 
conceptual framework that could help guide future work on 
developing supplier evaluation strategies for HOs to evaluate 
their suppliers effectively. 

Additionally, the study aimed to address some of the 
limitations of the literature reviewed, particularly on the 
current on-the-ground state of and challenges faced in supplier 
evaluation in the humanitarian sector, as well as the critical 
evaluation criteria specifically for high supply risk suppliers. 

III. METHODOLOGY 

A. Research Design 
The primary data sources from the study are semi-

structured interviews with humanitarian field experts who 
have had experience working with and consulting for HOs of 
different sizes and leaders and managers of small-to-medium 
HOs. The five interviewees provided insights to answer our 
first two research questions on the current state and 
difficulties/challenges of supplier evaluation in the 
humanitarian sector. We also used the insights garnered to 
determine the critical supplier evaluation criteria in the sector, 
which encompassed our third and final research question.  



The insights provided by these interviewees were analysed 
according to the research questions to identify commonalities, 
themes, differences and additional insights between and 
within each category. This analysis also used insights and 
findings from the literature review section. A different 
humanitarian field expert validated the insights from the 
interview findings to eliminate potential bias. 

B. Data Collection 
The main data collection type was primary, qualitative 

data, manually gathered through five online interview sessions 
(e.g., via Google Meet and Zoom). The interviews were 
transcribed, mined for qualitative data/insights, and analysed. 

1) Current State of Supplier Evaluation: For the first 
research question regarding the current state of supplier 
evaluation in the humanitarian sector, the interviewees at 
different HOs were asked questions to determine their current 
practices and views on supplier evaluation. The questions 
were aimed at understanding the type of framework that 
would be helpful to these organisations. In the semi-
structured interviews, the interviewees were encouraged to 
elaborate on their answers, which provided additional 
insights into the current state of supplier evaluation in the 
sector. 

2) Challenges and Difficulties in Supplier Evaluation: 
We asked questions about the challenges and difficulties 
faced by the HOs during their supplier evaluation process to 
generate insights on factors and obstacles in the procurement 
process. As with the previous set of questions regarding the 
current state of supplier evaluation, the interviewees were 
asked to elaborate and share specific examples of challenges 
and difficulties. The insights gained from these questions 
helped us understand the biggest and most common obstacles 
that the supplier evaluation framework should help eliminate 
or mitigate risk and facilitate effective supplier evaluation. 

3) Key Supplier Evaluation Criteria: For the third 
research question, namely the critical supplier evaluation 
criteria for suppliers of Strategic and Bottleneck items, the 
analysis includes data from interviews, relevant literature, 
and annotated records. During the semi-structured 
interviews, we asked questions specifically on Strategic and 
Bottleneck suppliers based on the Kraljic model. Our 
questions relate to if there is a framework specifically for 
strategic and bottleneck suppliers (high supply risk; the HO’s 
general view on and current relationships with strategic and 
bottleneck suppliers; as well as the expected performance of 
their strategic and bottleneck suppliers. 

 
We performed qualitative coding of all the interviews, 

where themes and exemplars were identified and noted across 
all five interview transcripts.  

The findings from the interviews were validated by an 
experienced humanitarian field expert who was not involved 
in the interviews to eliminate any potential bias during 
analysis. The validated findings – particularly on the third 
research question, were then adapted to Carter's 10c model for 
supplier evaluation [8] and form the basis for the development 
of a conceptual framework. 

IV. FINDINGS 

The research findings are presented in accordance to the 
research questions in this section. 

A. Research Question 1 -  the current state of supplier 
evaluation in the humanitarian aid sector 
1) Existing Systems and SOPs: A key insight from the 

analysis of the interview results is that most HOs tend not to 
have a formal SOP/framework in place to deal with supplier 
evaluation. However, some larger organisations with some 
degree of in-house supply chain management expertise tend 
to have at least a basic system for evaluating suppliers, 
including the weighted point methodology or a 
rudimentary/partial version of the cost-ratio method. 
Lamenza, Fontainha, & Leiras (2019) provided a key insight 
that HOs are only recently starting to realise the importance 
of a strategic approach to supply management. These HOs 
operate on a reactive approach to evaluating suppliers instead 
of utilising a pre-defined framework supporting an 
overarching procurement strategy. 

2) Item and Supplier Categorisation: The categorisation 
of purchases and suppliers is an essential first step in 
evaluating Strategic and Bottleneck items, as HOs have first 
to be able to identify the suppliers and items that fall into 
these categories, as well as the unique parameters for 
evaluating the suppliers’ performance. Based on the analysis, 
most organisations split the supplier evaluation process into 
low-value and high-value purchases. More focus tends to be 
on the latter, with the former being somewhat ignored. A 
possible reason for this is that smaller purchases tend to be 
for ad-hoc purposes where it is a spot buy/one-off purchase, 
and evaluation is not perceived as necessary. However, since 
larger purchases inherently carry a higher risk level due to 
high-value or high-volume assets, HOs would want to 
evaluate these suppliers before and after contracting them to 
minimise any potential adverse impacts to the organisation 
and its operations. 

3) Recognising and Dealing with High Supply Risk 
Suppliers: An additional consequence of HOs' inability to 
categorise suppliers and the lack of academic studies and 
models for humanitarian procurement strategies is the failure 
to recognise and deal with high supply risk suppliers. Most 
smaller HOs often do not recognise that they work with high 
supply risk suppliers and state that they try to avoid suppliers 
with "high supply risk". Interestingly, after explaining 
Strategic and Bottleneck suppliers in greater detail, these 
interviewees tend to acknowledge that they work with such 
suppliers. There appears to be a common notion that dealing 
with such suppliers requires extraordinary effort and levels of 
expectation. This is an encouraging insight that was highly 
useful in developing our framework. It highlights the need to 
fully and adequately explain to Strategic and Bottleneck 
suppliers so that HOs can correctly identify and effectively 
utilise them. Beyond that, there appears to be at least a 
general understanding of dealing with the high-supply risk 
suppliers. 

 



B. Research Question 2 - challenges and difficulties of 
evaluating suppliers in the humanitarian sector 
1) Internal Systems, Resource and Manpower 

Availability: Our interviews with HO representatives 
established that all organisations have some challenges 
regarding internal resource availability to continuously and 
consistently perform supplier evaluation. This is because 
much of the supplier evaluation process is manual and can 
include compiling documents and data to perform the 
evaluation. It also necessitates a high level of involvement, 
such as following up on assurances on delivery time, delivery 
to the right place and consignee, etc. Most HOs do not have 
the resources or time to commit to developing automation 
capabilities and IT systems, even if it would carry the 
extended benefit of easing the burdens of manually 
performing these tasks in the long run. This can be especially 
difficult for smaller organisations with a limited workforce 
but affects even the large HOs. Additionally, with the amount 
of time and involvement that the process requires, both small 
and large HOs tend to defer this responsibility during times 
of emergency (e.g., responding to a sudden-onset disaster 
such as earthquakes or flooding) until the damage has been 
done – such as being served by poor supplier performance. 
Our review of literature corroborates the above findings from 
the interviews conducted. [7] developed a list of 17 
performance measurement barriers: limited technological 
infrastructures, lack of skilled internal manpower, lack of 
investment in IT, and the bulk of donations often redirected 
towards disaster relief operations. With the understanding 
that the availability of internal systems, resources, and 
manpower are cumbersome obstacles faced by the majority 
of HOs, any framework developed for supplier evaluation in 
the humanitarian sector should seek to minimise, where 
possible, the time, resources, and manpower required. 

2) Lack of Knowledge and Data: According to several 
interviewees, HOs face the challenge of not having sufficient 
market data to help in the pre-contracting supplier selection 
process. In addition, smaller organisations also lack general 
knowledge and competencies in supply chain/sourcing 
management, manifesting as a lack of frameworks or SOPs 
that hamper the supplier evaluation process. Indeed, [7] 
provides validation for this, as the authors identified the lack 
of skilled manpower and Kaizen practices, and low data 
quality and retention rates, as part of their 17 critical obstacles 
to performance measurement. It can be argued that HOs' lack 
of knowledge results from a lack of a proper supplier 
evaluation framework that could guide a more systematic 
supplier evaluation and selection and continual data 
collection for performance measurement. 

3) Organisational Culture and Perception of Supply 
Chain and Sourcing Management: One of the more common 
challenges cited by the interviewees of this study is the 
conflicting objectives and perceptions on the importance of 
Supply Chain/Sourcing management by the various 
stakeholders of a HO. One interviewee explained that every 
HO has a different priority in its value chain setup. Not 
everyone sees supply chain management/procurement as a 
primary function but as more of a support function. As a 
result, fewer resources and investments tend to be allocated 

to the various areas of the HO's supply chain. Indeed, this 
notion is supported by [7], who explains that organisational 
resistance and culture are critical barriers to effective 
performance management. Any framework developed for 
supplier evaluation in the humanitarian sector must consider 
this obstacle, e.g., including detailed explanations on why 
each aspect of the framework is vital to the overall strategic 
supply chain function. 

4) Cost of Switching Suppliers: Another challenge that 
mainly affects smaller HOs is the cost of switching suppliers. 
This challenge was explicitly highlighted by two 
interviewees representing small-scale, local HOs. Smaller 
HOs tend to consider switching costs due to their relative lack 
of leverage and lower purchase volumes. Thus, they do not 
see the value of evaluating suppliers as even poor supplier 
performance could cost less than switching suppliers. On the 
other hand, larger HOs tend not to be as susceptible to this 
since they would have higher leverage and purchase volumes 
than smaller ones. While there is no mention of this in any 
literature reviewed in this study, it should be regarded as a 
minor point of consideration for the framework to cater to the 
unique circumstances of smaller HOs during supplier 
evaluation. For example, the framework could have a note to 
smaller HOs to evaluate their supplier switching costs versus 
the cost of poor supplier performance at their discretion. 

C. Research Question 3 - key evaluation criteria for 
Strategic and Bottleneck suppliers in slow-onset disaster 
relief operations 

In our literature review and analysis of interview results, we 
determined that four key areas are significant in evaluating 
high-supply risk suppliers. They are service, reliability, cost 
and corporate social responsibility (CSR). These four areas 
were adapted to four of Carter's 10 Cs: 

1)  Communication and Commitment: With the criteria 
area on service (communication and willingness to 
collaborate), two of Carter's 10 Cs can be adapted: 
Communication and Commitment. In the HSC, poor 
communication often results in disparities between demand 
and supply and in some cases, can directly impact people and 
HO volunteers [9]. Measuring communication determines 
how timely, reliable and effective a supplier's communication 
is. Based on Carter's 10 Cs, the sub-criteria for 
communication are responsiveness to requests (for 
information, quotations, etc.), pre-emptive communication of 
issues, and availability of communication lines. In measuring 
the commitment of their suppliers, HOs will be able to assess 
a supplier's willingness to discuss key issues such as product 
improvement/iteration and delivery service variability. This 
allows the organisations to decide if the prospective or 
current supplier would be suitable for long-term strategic 
partnerships to manage the supply of high-supply risk items 
effectively. Sub-criteria to evaluate commitment include 
quality standards certifications, willingness to collaborate on 
joint improvement, continuous improvement processes and 
organisational culture. 

2)  Capacity: The criteria on reliability can be translated 
into one of Carter's 10 Cs: Capacity. By measuring a 
supplier's capacity to provide the necessary supply – 
including the flexibility to ramp up production and delivery 



capacity when required – HOs will be able to identify suitable 
potential suppliers and determine if current suppliers are able 
to keep up with the fluctuating demand of the humanitarian 
sector. Sub-criteria for capacity include total capacity, key 
buyers and flexibility. 

3) Cost: While the analysis findings suggest that cost 
tends to decrease in priority in place of other criteria 
(especially during crises/emergency situations), it is still an 
essential consideration for all HOs, particularly smaller ones 
with fewer resources to expend. As such, one of Carter's 10 
Cs, Cost, can be measured to provide organisations with 
insight into the pricing of products and services set by 
suppliers, how they compare to other potential suppliers in 
the market and the organisation's budget and requirements. 
Sub-criteria for costs include product and logistics costs, 
which, while essential to evaluate before contracting to 
understand the baseline costs associated with the supplier, is 
bound to change for several reasons. HOs should thus also 
consider these sub-criteria after contracting to understand the 
degree to which costs increase and the supplier's effort in 
ensuring that prices stay as reasonable as possible throughout 
the contract period. 

4) Clean: One of Carter's 10 Cs, Clean, is explicitly used 
to measure the CSR performance of suppliers. While this 
criterion may be of lower importance in the commercial 
sector, we have established in the analysis that this is 
arguably the most critical factor that HOs have to consider – 
possibly even before considering the other criteria we have 
explored. Clean measures how a supplier treats the 
environment and people and can be tangibly measured 
through carbon emission reports, green 
accolades/certification, CSR activities, and even employee 
review aggregate scores. Measuring and thus ensuring good 
performance of their suppliers in this criterion allows HOs to 
ensure that the operations they conduct for the good of their 
beneficiaries do not do the opposite and contribute to 
environmental or ethical issues. Sub-criteria for clean include 
CSR activities, sustainability reports, ethical and green 
accolades/accreditation, positive publicity and carbon 
emissions. 

D. A Conceptual Framework for Supplier Evaluation 
The five Cs corresponding to the five key criteria areas for 
HOs to evaluate Strategic and Bottleneck suppliers can be 
represented in a conceptual framework, as shown in Fig 4, to 
guide HOs on the most critical metrics for evaluating 
Strategic and Bottleneck suppliers. Each C has at least two 
sub-criteria to guide specific evaluation efforts and a 
corresponding key reason for selecting a Strategic/Bottleneck 
supplier to help HOs understand the importance of each C 
concerning evaluating suppliers with high supply risk in 
particular. Each sub-criterion is colour coded, where the 
purple boxes denote sub-criteria to be assessed before and 
after contracting a supplier; the orange boxes denote sub-
criteria to be assessed solely after contracting; and the green 
boxes denote sub-criteria to be evaluated solely before sub-
contracting. 

 
Fig. 4. Conceptual Framework for Supplier Evaluation [Authors] 

A limitation of this framework is that it does not help HOs 
identify Strategic and Bottleneck suppliers and assumes that 
the HO is already aware of which suppliers carry high supply 
risks. Additionally, this framework and its included metrics 
are intended as a guide and are by no means exhaustive. We 
recommend that HOs determine specific criteria relevant to 
their organisation within the five Cs. 

V. CONCLUSION 

This project sought to develop a conceptual framework for 
HOs to evaluate Strategic and Bottleneck suppliers. An 
extensive literature review was paired with fieldwork in the 
form of interviews to answer three research questions using 
the insights gained.  
The literature review and interviews determined that the 
current state of supplier evaluation in the humanitarian sector 
leaves plenty to be desired, with a marked lack of established 
systems, frameworks and academic work. This area of 
supplier evaluation also encounters various challenges, 
including the availability of resources, skilled manpower, and 
relevant data for supplier evaluation, amongst others. Finally, 
the literature reviews and interviews provided insights on the 
most critical and impactful criteria areas for Strategic and 
Bottleneck suppliers. These were then adapted onto Carter's 
10 Cs to provide a high-level framework to guide HOs in high 
supply risk supplier evaluation. 

ACKNOWLEDGMENT 

We would like to thank the participants of the interviews 
for the many helpful insights which have contributed an 
indispensable part to our findings. I can only hope that our 
work would be as meaningful and helpful as they have been. 

REFERENCES 
[1] M. Falasca and C. W. Zobel, “A two‐stage procurement model for 

humanitarian relief supply chains,” Journal of Humanitarian Logistics 
and Supply Chain Management, vol. 1, no. 2, pp. 151–169, Oct. 2011, 
doi: 10.1108/20426741111188329 

[2] P. Kraljic, “Purchasing Must Become Supply Management,” Harvard 
Business Review, Aug. 01, 1983. https://hbr.org/1983/09/purchasing-
must-become-supply-management 

[3] M. C. J. Caniëls and C. J. Gelderman, “Power and interdependence in 
buyer supplier relationships: A purchasing portfolio approach,” 
Industrial Marketing Management, vol. 36, no. 2, pp. 219–229, Feb. 
2007, doi: 10.1016/j.indmarman.2005.08.012. 

[4]  A. A. da S. Lamenza, T. C. Fontainha, and A. Leiras, “Purchasing 
strategies for relief items in humanitarian operations,” Journal of 
Humanitarian Logistics and Supply Chain Management, vol. 9, no. 2, 
pp. 151–171, Nov. 2019, doi: 10.1108/jhlscm-09-2018-0060. 



[5] T. L. Saaty, The analytic hierarchy process : planning, priority setting, 
resource allocation. New York; London: McGraw-Hill International 
Book Co., 1980. 

[6] A. Pazirandeh, “Sourcing in global health supply chains for developing 
countries,” International Journal of Physical Distribution & Logistics 
Management, vol. 41, no. 4, pp. 364–384, May 2011, doi: 
10.1108/09600031111131931. 

[7] A. Patil, V. Shardeo, and J. Madaan, “Modelling performance 
measurement barriers of humanitarian supply chain,” International 

Journal of Productivity and Performance Management, vol. ahead-of-
print, no. ahead-of-print, Oct. 2020, doi: 10.1108/ijppm-01-2020-0031. 

[8] R. Carter, “The 10c Model,” 10cmodelsupplierselection.com. 
https://www.10cmodelsupplierselection.com/the-10c-model/ 

[9] G. Kabra, A. Ramesh, and K. Arshinder, “Identification and 
prioritization of coordination barriers in humanitarian supply chain 
management,” International Journal of Disaster Risk Reduction, vol. 
13, pp. 128–138, Sep. 2015, doi: 10.1016/j.ijdrr.2015.01.011. 

 



1 
978-1-6654-7714-7/22/$31.00 ©2022 IEEE 

PJB Smart SCM - The Digital Supply Chain in 
Power  Plant Industry 

1st Miftahul Huda   
Directorate of Business and Finance 

PT Prima Layanan Niaga Suku Cadang 
Jakarta, Indonesia 

m.huda@ptpjb.com 

4th Prisman Cahya Nugraha 
Division of Supply Chain Management 

PT Pembangkitan Jawa Bali  
Surabaya, Indonesia 

prisman.nugraha@ptpjb.com 

2nd Hani Wibieanto 
Division of Supply Chain Management 

PT Pembangkitan Jawa Bali  
Surabaya, Indonesia 

hani.wibieanto@ptpjb.com 

 

 

3rd Brisky Musyahidah 
Division of Supply Chain Management 

PT Pembangkitan Jawa Bali  
Surabaya, Indonesia 

Brisky.m@ptpjb.com 

5th Yosua Primus Soterio 
Department of Information Technology 

PT Pembangkitan Jawa Bali  
Surabaya, Indonesia 

yosua.primus@ptpjb.com  

PT Pembangkitan Jawa Bali (PT PJB), one of the 
biggest power plant industries in Indonesia, has a vision to 
become the leading and trusted company in Sustainable Energy 
Business in Southeast Asia. Businesses today are faced with 
VUCA W orld, which evolved into Volatility, Uncertainty, 
Complexity and Ambiguity [11]. COVID-19 pandemic has 
emerged as a perfect example of the VUCA landscape. The rapid 
changes have taken place in the social, economic, political and 
technological fronts in today's environment [11]. Dealing with 
this, a system that has high resilience is needed. Technological 
changes follow the industry 4.0 technology, where information is 
input into the system and can be accessed by interested parties 
in real time and access is open to authorized parties. This 
processed conformity with Big Data Analytics Pillar. Supply 
Chains can Increase Efficiency and Effectiveness, not only in the 
Product Delivery Process, but also in sharing information with 
all organizational networks [16]. 
 Smart SCM is an integrated upstream to downstream 
information system that covers the entire (end-to-end) SCM 
business process within PT PJB. This study intends to show if 
Big Data Analytics could optimize cost, performance, and risk 
level as sustainability aspects. Smart SCM is developed by using 
System Development Life Cycle (SDLC) Framework 
Methodology. The first stage conducted in this study is 
identifying Supply Chain Framework  using Requirement 
Analysis. Second, the requirement was transformed into IT  
System by Designing System Approaches. The following stage 
was System Implementation, where PJB Smart SCM is ready to 
use. The final stages were Result Analytics including Maintained 
Operational System and Design. 
 The Smart SCM Benefits are increasing the trust of 
partners and suppliers, rising the speed of procurement 
processes up to 23.98% , gaining better information system and 
database, capable to maintain Procurement Efficiency Average 
to 10.72% , Average of Inventory Value decreased by 2.70% , 
Service Level increase from 98.72%  to 99.39%  which lead to 
increasing EAF from 94.05%  to 97.50% , can manage the risk 
level from High (E3) to Moderate (B3), make a faster decision-
making, and participate in the sustainability of green innovation 
on paper use, as well as establish of a complying and transparent 
governance that meets the Good Corporate Governance rules.   

 

Keywords: Digitalization, Business Process Re-Engineering 
(BPR), System Integration, Big Data Analytics, Enterprise Asset 
Management (EAM), Supply Chain Management (SCM), Power 
Plant Industry. 

I. INTRODUCTION 
 Industry 4.0 has brought a new dimension to many 

industries in the world. The rapid development of the industry 
makes competition in quite a number of industries increasingly 
fierce, many companies are starting to look at various aspects 
as a follow-up in taking strategic steps forward for the 
sustainability of their business. The role of digitization which 
became the main focus in the existence of Industry 4.0 which 
then began to be in great demand. Industry 4.0 concept 
originated at the Hannover Industrial Fair in 2011, with the 
intention to raise the level of German manufacturing through 
the application of new technologies such as the Internet of 
Things [5]. In simple terms, the internet of things means the 
connection of all human objects and activities to the internet 
[10]. There are nine pillars that drive Industry 4.0, namely big 
data and data analytics, autonomous robots, simulations, 
horizontal and vertical system integrations, industrial internet 
of things, cloud computing, additive manufacturing, cyber 
security, and augmented reality [4]. 

 Industry 4.0 and digitalization are present as a result 
of the disruption era which then led to the re-development of 
a term known as VUCA World, namely, Volatility, 
Uncertainty, Complexity and Ambiguity, encouraging 
Management to present a system that is able to survive in the 
midst of this VUCA. The acronym VUCA, whichexpands to 
Volatile, Uncertain, Complex and Ambiguous, was coined in 
the year 1987on the basis ofthe theories of leadership given by 
Warren Bennis and Burt Nanus. Like many other concepts in 
management literature, the term VUCA also owes its origin to 
the United States defence forces. It expands to Volatile, 
Uncertain, Complex and Ambiguous, and was coined by the 
American military in response to the collapse of the bipolar 
world order. As long as the Cold War between the two 
superpowers of the world - the US and the former USSR - 
lasted, the Americans had an identified enemy. But with the 
disappearance of the erstwhile Soviet Union, the US Army 
became ‘disoriented’ in a way. Now the enemy could be 
anyone and could come from anywhere.In 1991, when the 
Cold War came to an end, the concept of VUCA was 
introduced for the very first time. The objective was to bring 
out the multilateral world which had become more volatile, 
uncertain, complex and ambiguous as the end result of the war 
(U.S. Army Heritage and Education Center, 2018) [12].   

 PT Pembangkitan Jawa-Bali is the largest company 
in Indonesia that manages Electric Power Generation with a 
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very large operating capacity, where the technology used is 
diverse and spread throughout Indonesia. The power 
generation business in this case is also affected by the current 
development of the industrial world. Asset management is the 
main focus so that the managed business can continue to run 
in a sustainable manner as stated in the company's asset 
management policy. In accordance with the company's vision 
is to become a leading and trusted company in the sustainable 
energy business in Southeast Asia. [13]. Opportunities in 
terms of encouraging business continuity, The arrival of the 
COVID-19 pandemic has added impetus to being able to build 
a system that has high resilience in terms of asset management, 
the COVID-19 pandemic is one concrete example of this 
VUCA World. [11]. remarked almost a decade ago that across 
many industries, a rising tide of volatility, uncertainty, and 
business complexity is roiling markets and changing the nature 
of competition; researchers and business leaders have long 
asserted that we now live in a ‘VUCA world’. Given the rapid 
changes taking place on social, economic, political and 
technological fronts in the current environment, COVID-19 
pandemic has emerged as a perfect example of a VUCA 
landscape [11]. 

 In the management of PT PJB's asset management, 
there are important points so that assets can continue to run 
optimally, one of which is Material Management which is 
managed directly under the Supply Chain Management 
function [15] and [16]. Supply Chain Management itself has a 
role in addition to having a role in increasing effectiveness and 
efficiency in material management from upstream to 
downstream, which is not only in terms of delivering the 
product to obtain results but also in terms of managing 
information systems so that they can run transparently and 
according to needs [15] and [16].  In order for asset 
management to be more sustainable, and then continuous 
performance improvements can be obtained, one of the 
approaches taken is through digitalization of Supply Chain 
Management governance in accordance with the applicable 
technology in Industry 4.0, where in this case an Integrated 
Information system technology will be designed through the 
SDLC or System Development Life Cycle approach, which 
then this smart technology will be used to support the Supply 
Chain Management process. The SDLC approach is the 
approach used in the case of companies making acquisitions 
and or developments, obligations carried out in the context of 
controlling to produce information technology that supports 
the achievement of company goals. This SDLC is a system 
design that is arranged systematically (Waterfall), this SDLC 
stage has referred to ISO20000-1 on Information Technology 
– Service management contained in clause 8.5 [14]. 

 PT. Pembangkitan Jawa-Bali as the largest energy 
generation company in Indonesia operates more than 20,000 
MW spread throughout Indonesia and has 6 business 
concentrations that focus on managing electrical energy plants. 
For the service to be more optimal, a digitalized information 
system is needed, this is so that assets can be managed 
properly in the midst of the era of industrial disruption which 
is defined by the term VUCA World. In response to this, PT 
PJB is compelled to create a well-systematic material 
management because most of its governance, although it has 
been digitized but has not been integrated, will encourage an 
independent sub-system which will cause distortion of 
information from one field to another. The contribution of the 
research is to propose improvements to the work process that 

was originally done manually and subsystem, which was then 
designed a digitized and integrated system which was later 
called PJB Smart SCM. the function of the PJB Smart SCM 
and its relation to the sustainability of asset management in 
the energy business, as well as the benefits obtained by the 
company on asset management that has been carried out. The 
purpose of this study is to determine how the framework of 
the development of applications and or systems in supply 
chain management, especially in the electrical energy 
business and how the role of the system in the sustainability 
performance of asset management as a benefit derived from 
the design of a digitalization system in supply chain 
management. 
 

II. RELATED THEORY OF PJB SMART SCM 
Based on the current phenomenon of the industry, 

supply chain management has begun to be regulated 
according to these needs, the system that was originally 
manual must be digitized, such as systems in processes related 
to vendor management, then there is a need for inventory 
management that can be monitored in real-time, digitization 
plays a role in helping these needs. Efforts are made to 
achieve better generation performance in line with Asset 
Management. The digital supply chain enables wider 
availability of information and infinitely superior 
interactions, communication, and collaboration, which lead to 
improved trust, agility, and productiveness [7]. The rapid 
digitisation of industry, or Industry 4.0, is trending in supply 
chain management. The opportunities surrounding 
digitisation have made it possible for supply chains to access, 
store and process a large amount of data both from within a 
firm and externally. For example, manufacturing firms are 
now able to obtain individualized customer data to 
personalize the sales process, product design and service. One 
application of this is through smart devices which record and 
share data to identify opportunities using learning algorithms 
[9].  

Digitisation also allows for demand information to 
be shared directly to actuators in manufacturing plants, 
leading to shorter changeover time and enhanced service 
level. The amount of data stored and disseminated has also 
enhanced both predictive accuracy and facilitation of 
prescriptive solutions. Specifically, forecasting applications 
of big data have recently proliferated in such areas as 
entertainment (Goel et al., 2010); auto parts (Choi and Varian, 
2012), hotels (Yang et al., 2014) and the retail industry (Cui 
et al., 2017) [9]. Retail stores can now collect data from their 
consumers including an entire purchase history, where they 
can be subsequently identified through membership 
information or payment methods allowing the company to 
understand and analyse the characteristics of the shopper and 
predict consumer behaviour [9]. 

Digitalization has changed the ways in which people 
communicate and interact with their surroundings. Novel 
technologies and gadgets—including smartphones, 
computers, driverless cars, and smart wearable devices—
have all transformed how we access and disseminate 
information. These novelties and digital transformations 
affect every industry, and supply chains are no exception. 
Digitalization in supply chains has come to encompass digital 
products and services as well as the handling of supply chain 
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processes within companies undergoing these rapid changes) 
[7]. In order to benefit from the digital supply chain, it is 
necessary to leverage novel approaches, including digital 
transformation with technologies. This study defines the 
digital supply chain as a bundle of interconnected activities, 
handled with novel technologies, involved in supply chain 
processes between suppliers and customers [7]. In other 
words, the digital supply chain is an intelligent, value-added, 
novel process that utilizes new approaches, specifically 
digital transformation with technologies, to create 
competitive value and network effects [7]. 

Many researchers have highlighted the importance 
of both internal and external relationship performance in 
managing the entire supply chain (Stank et al., 2001; Holweg 
et al., 2005). For example, Stank et al. (2001) observed that 
increased collaboration among supply chain participants 
reduces total costs and augments service performance. They 
also found that, ideally, collaboration begins with customers 
and extends throughout the firm—from the distribution of 
finished goods to the manufacturing and procurement of raw 
materials to work with material and service suppliers. Studies 
also have indicated that increased digital transformation has 
given rise to increased collaboration within supply chains [7]. 
The strategic adoption of digital technologies by firms is 
gaining relevance. A digital SC network is an interconnected 
network that facilitates the continuous flow of information 
and automation among SC partners. The digitalization 
process will create value and capture opportunities through 
real-time data access and data analytics [1]. In their study, 
Grover, Kar & Dwivedi (2020) addressed the application of 
artificial intelligence in operations management like product 
development, manufacturing, SC, and services. The 
application of digital   technologies results in the generation 
of data inputs which facilitates effective control and planning 
by reducing cost and attaining environmental sustainability 
(Salgado, 2021). Gu, Yang & Huo (2021) studied the 
implications of the performance of information technology 
with partners in achieving SC resilience and found that the 
application of IT with customers and suppliers has a 
significant impact on SC resilience [1]. 

 

III. CONCEPT OF PJB SMART SCM 
PJB Smart SCM is an Integrated System upstream to 

downstream which covers the entire (end to end) Supply 
Chain Management (SCM) Business Process within PT 
Pembangkitan Jawa-Bali formed into an integrated 
framework as a means of providing information to various 
parties involved in the implementation of the process. overall. 

 

 
Fig. 1. PJB Smart SCM Conceptual 

 
PJB Smart SCM is expected to be able to facilitate 

all internal and external needs within PT Pembangkitan Jawa-

Bali (PJB Raya) so that positive, effective, and transparent 
and sustainable relationships are established in accordance 
with applicable Good Corporate Governance rules to achieve 
an optimal comprehensive SCM process. 
 Fig. 1. Illustrates how the shape of each process is 
according to needs and requirement analysis along supply 
chain management, which is then designed into a digitized 
form, all information needed in the process is inputted into 
each function which is then integrated into an interrelated 
system, the data is collected in a centralized database so that 
the data can be monitored and analyzed in real time. In 
industry 4.0, there is one of the 9 pillar technology used, 
namely Big Data Analytics which is also the technology used 
in the development of this system. The advent of big data 
leads to data-driven smart manufacturing, which presents an 
unprecedented challenge as well as an opportunity for the 
supply chain management. Traditionally, the focus of supply 
chain management lies in the flow of tangible materials from 
suppliers to manufacturers, and in step via the distributor to 
end users. During the last two decades, the rapid development 
of information technologies enabled manufacturers to trace 
the intangible flow of information, which develops in parallel 
with the material flow. As the manufacturing process 
becomes increasingly data driven, it is imperative to explore 
the role of data in making a supply chain more intelligent, 
flexible, and adaptive [6]. 

In accordance with what is contained in the 
governance of the company's asset management, there are 
processes based on requirement and process analysis which 
are then digitized, namely, (A) Vendor Management, which 
consists of managing the Company's Vendor list and Vendor 
assessment report cards. (B) Demand Management, which 
consists of Catalog management and price analysis in the 
market as predicted price, (C) Procurement Management, 
which consists of managing procurement processes, progress, 
and analysis, then related to bank guarantee management, 
invoice processing, contract management and process of 
delivery of goods, (D) Inventory and Warehouse 
Management, which is an analysis of inventory in the 
warehouse as well as process performance management. 
These systems are then arranged systematically and 
integrated with each other. 

A. Vendor Management System 
 Vendor management (external) has become a trend for 
the world's industry leader, and it is undeniable that very 
big role for PJB. Various national level management 
systems (e.g., Occupational Health and Safety 
Management System, Security Management) or 
international (e.g., ISO, Malcolm Baldridge) provide 
requirements on how a company should manage its 
suppliers. [16] 

 In practice in the power generation environment, 
suppliers have some of the roles include the following: 
providing primary energy, providing spare parts, providing 
construction and other services, providing consulting 
services, conveying information about technology updates 
that may be needed and provide information about 
availability of materials / spare parts in the market. [16] 

 In the PJB Smart SCM, Vendor Management System 
consists of four applications, there are: 
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• DPP, the function of this application is to maintain 
registered and listing of the company vendors. 

• DPT, the function of this application is to maintain list 
of the company vendors in the specific activity area.  

• Blacklist Management, in accordance to maintain the 
rule in the material procurement, vendor will be 
controlled and managed in this application in case if the 
vendors did something unnecessary that indicated out 
of the rules.  

• Performance, vendor performance score will be 
managed in this application, the vendor will be scored 
by 9 aspects: Integration; Relationship; Quality; Time; 
Price; Occupational Health and Safety; Environmental; 
Security; and Energy [17]. 

B. Demand Management System 
 The need for materials is one of the most important 

stage important in the material business process, because the 
material business process begins by the existence of a need and 
will end with the fulfillment of to the needs (Demand & 
Supply). The quality of the need for materials greatly affects 
the success and success of the business process material.[16] 
Demand Management System consists of two applications: 

• E-Catalogue, the function of this application is to 
provide the vendors to offering their materials (Spare 
Part) or services to PJB Raya. 

• Market Intelligent, the function of this application is to 
give some price information, it will maintain all the 
predicted price of the materials. 

C. Procurement Management System 
 Good management of the procurement process 

(procurement management) to meet the needs of the operation 
and maintenance as well as the administration of the unit 
generator is very necessary because at this stage a business 
bond (contractual) made with an external party (supplier) 
regarding purchase of goods/services or rent. [16]. The 
Procurement Management System consists of seventh 
applications. 

• E-Bond, function of this application is to maintain the 
Bank Guarantee processes. 

• Order Delivery Tracking, function of this application is 
to track the movement of materials from the vendor 
unit to PJB Raya. 

• E-Procurement, the function of this application is to 
manage procurement processes. 

• E-Invoicing, the function of this application is to 
manage invoicing processes. 

• Contract Management, the function of this application 
is to monitor and control the contracts that’s registered 
with the company.  

• Progress Monitoring, function of this application is to 
monitor all the procurement processes. 

• Tender Analysis, function of this application is to 
evaluate the tendering that registered on the company 
visually. 

D. Inventory and Warehouse Management System 
 After the requirement’s planning phase has passed, 
then what needs to be controlled is the level of material 
inventory in the warehouse, the optimal point must be 
found between service level and inventory value. There are 
two interests in inventory management, namely financial 
management and management maintenance. Financial 
management wants not to be to keep a lot of inventory in 
the warehouse, because it will be annoying for the 
company cash flow. Whereas maintenance management 
wants to increase the availability of materials in the 
warehouse to a safe level. Inventory and Warehouse 
Management System consists of three applications: 

• Inventory Dashboard, the function of this application is 
to give some information visually about trend of 
materials in real time. 

• Inventory Analytics, the function of this application is 
to give some information about Inventory KPI. 

• Inventory Check, the function of the applications is to 
give information about material that is inputted to the 
system in detail. 

 

IV. PJB SMART SCM DEVELOPMENT 
In each process in the System Development Lyfe 

Cycle (SDLC) (Fig. 2) there is new data which then becomes 
documentation as material and literacy which is then 
developed in the process. 

 

 
Fig. 2. PJB Smart SCM Development Processes using SDLC. 

 
The Stage of Development PJB Smart SCM using 

SDLC Approach are [2] and [14]: 
 

▪ Stage 1: Requirement Analysis 
 This Requirement Analysis stage is in the form of a 
requirements design in the form of a User Request Form and 
the form of a Business Requirement Statement (BRS). This 
BRS PJB Smart SCM is in the form of grouping activities 
which will then be developed into terms (C, R, U, D) as a 
form of systemized activity. transaction data will be defined 
along the PJB Smart SCM process flow. In the form of a 
digitized process definition, each of these activities will later 
be described in the form of a system design. 
 

▪ Stage 2: System Design 
 This System Design stage is in the form of a 
Business Solution Design (BSD) plan, this BSD is a 
document that describes the process flow which will then be 
described in the form of a Flowchart (Use Case Diagram, 
Business Process Diagram (Workflow Design) and also User 
Interface Design or display - display that appears into the 
application and or software which is then implemented. 
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▪ Stage 3: Implementation 
 The form of source code, where the coding process 
is carried out to build applications or software. From this 
process will produce an information system technology that 
will be used which will then be equipped with a User Manual. 

▪ Stage 4: Q/A & Testing 
 Be implemented needs to be tested or User 
Acceptance Test, users will be brought to use the application 
with the aim of evaluating and analyzing related to 
information system technology that has been designed, UAT 
output in the form of a Checklist report to evaluate the 
functionality of the system technology designed information. 
 

▪ Stage 5: Deployment 
 Deployment is in the form of adding new services, 
the program is added to a new technology system which is 
then shared and published in the form of a guaranteed 
application, at this stage the application will Go Live, and the 
process will be documented. 
 

▪ Stage 6: Support and Maintenance 
 Information technology systems will be included in 
the Information Technology Service Catalog, Maintenance 
and Monitoring is carried out as long as the service is in the 
form of a back-up database, Support and Maintenance is 
carried out so that it remains in the applicable functions 
according to the Service Level Agreement, at this stage will 
also always be monitored regarding development and also 
problems that might hinder the process, this process becomes 
important to mitigate the failure of the translation of the 
information data so that it can match the input. 
 

V. IMPLEMENTATION AND BENEFICIAL OF PJB SMART SCM 
 The concept model of the PJB Smart SCM can be 

accessed at https://smartscm.ptpjb.com/. Users could operate 
all of the applications in accordance with the concept of PJB 
Smart SCM on this journal. Fig. 3 shown Homepage of PJB 
Smart SCM. Users of this application divided by third interest, 
there are: Vendor of PT PJB, User form Division of Supply 
Chain Management PT PJB and User in internal of PT PJB 
who are related to The Supply Chain Management business 
processes. Vendor could fulfill all the requirements needed 
and monitor their activities in accordance with the use case 
diagram which have been design on application development, 
this treatment also same as with Internal of PT PJB (from 
Division of Supply Chain Management and User that related 
on the Supply Chain Management Processes). Use case 
diagram is necessary to design well, it’s because each user has 
contributed different beneficial values, User who use this 
technology could make optimalization of the processes in 
every function thoroughly. The data will be integrated into the 
interrelated applications. 

 
Fig. 3. Homepage of PJB Smart SCM. 

 

  The PJB Smart SCM produces quite a lot of benefits 
in the sustainability of asset management, improvements in the 
management of information systems in material management 
have led to an increase in the sustainability of Asset 
Management itself (Fig. 4). 

 
Fig. 4. Performance Result on Asset Management. 

 
 The PJB Smart SCM Benefits are increasing the trust 

of partners and suppliers, rising the speed of procurement 
processes up to 23.98%, gaining better information system and 
database, capable to maintain Procurement Efficiency 
Average to 10.72%, Average of Inventory Value decreased by 
2.70%, Service Level increase from 98.72% to 99.39% which 
lead to increasing EAF from 94.05% to 97.50%, can manage 
the risk level from High (E3) to Moderate (B3), make a faster 
decision-making, and participate in the sustainability of green 
innovation on paper use, as well as establish of a complying 
and transparent governance that meets the Good Corporate 
Gorvenance rules. 

 In addition, there are benefits in various ways, 
Increasing the trust of partners and suppliers, because the 
process is more transparent, The information system and 
database are getting better, because the data is inputted into a 
database that is large enough and also integrated which then 
has the impact of accelerating decision making where PJB 
Smart SCM allows the Helicopter View which can facilitate 
decision making where data is distributed in real-time, through 
PJB Smart SCM also the company joins Participation in 
sustainability green innovation in paper use which is based on 
a green study of the average use of paper For three years to 
spend 1 ton of paper, by recycling 1 ton of paper can save 
682.5 gallons of fuel and 7000 gallons of water and also 4000 
kwh of electricity, which is also equivalent to 17 good quality 
tree trunks equivalent to the ability to interfere with  breathing 
as many as 34 people (Onondaga Resource Recovery Centre) 
30%-40% of discarded paper is packaging paper [3], the use 
of digitization makes new a work culture by minimizing the 
use of working papers, The PJB Smart SCM can make the 
Compile process and realize more transparent governance so 
that it complies with Good Corporate Governance rules. 

 

VI. CONCLUSION, DISCUSSION AND FUTURE WORKED 

A. Conclusion 
 The Smart SCM could maintained an Integrated 

Upstream to Downstream Information System that Covers the 
Entire (end-to-end) SCM business Process within PT PJB, 
Including Supplier Management, Demand Management, 
Procurement Management, Inventory and Warehouses 
Management whose Systems are in line with Industry 4.0 
Developments and Could Manage the Optimization of 
Sustainability of Electrical Energy Business Ecosystem as 
well as on Asset Management. 

 

https://smartscm.ptpjb.com/
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B. Implication 
1) Theoretical Impliation:  

Digitization also allows for demand information to 
be shared directly to actuators in manufacturing plants, 
leading to shorter changeover time and enhanced service 
level. The amount of data stored and disseminated has also 
enhanced both predictive accuracy and facilitation of 
prescriptive solutions. Specifically, forecasting applications 
of big data have recently proliferated in such areas as 
entertainment (Goel et al., 2010); auto parts (Choi and Varian, 
2012), hotels (Yang et al., 2014) and the industry (Cui et al., 
2017) [9]. 
 This function is also quite good in terms of business 
management of electrical energy generation, through this 
research improvements in the information system by 
digitizing the supply chain management, in this research also 
obtained new theories related to the benefits of Asset 
Management. 
 

2) Managerial Implication:  
This study shows an increase in performance related 

to asset management in the power generation business where 
there is a positive increase in the performance of the 
Generation EAF. The role of management in this case is to 
support the realization of digitalization through investment 
and or funding so that digitalization can be functioned 
properly and thoroughly and also using technology that is in 
accordance with the technology pillars in Industry 4.0. 
 This investment is needed in the future to carry out 
management and maintenance so that the PJB Smart SCM can 
run better and more sustainably, according to at least its 
development function. 

 

C. Limitation and Future Study 
The limitations of this paper for future developments 

are the need for analysis of development studies with a multi-
criteria approach, namely cost, performance and risk which 
are the benchmarks in asset management according to ISO 
55000, 2014 [15]. Then the System Development Life Cycle 
(SDLC) which is a method, The method used is based on User 
Requirement Analysis, where the use of this method is not 
good enough in mapping the entire business process, it is 
necessary to add another method that better in map the whole 
process, several main processes as example that is several 
function in the requirement management process according 
on the asset management policy not yet included in the PJB 
Smart SCM. Based on Industry 4.0 technology there are 9 
Technology Pillars that could contribute to the digitization of 
this Supply Chain Technology, where in this study only using 
Big Data Analytics, so for the further this Smart SCM still 
could be developed in the further research. 

 
 According to the discussion of limitation, future 

worked of PJB Smart SCM are to analyze that focused on 
multi-criteria according to ISO 55000, 2014 (15), There are 
Cost, Performance and Risk. Another opportunity to complete 
the value of PJB Smart SCM is to analyze it contribution to 
three aspects: Environment, Social and Governance, and 
Economic value as Sustainability aspect that needed to be 
optimized. For future worked the User Satisfaction of this 
application also necessary needed to be describing as 

feedbacks to evaluate the technology, based on case from the 
limitation for the further still have so many opportunities to re-
engineering the business process of the offered concept, as 
example some of the feedback, give an statement if they want 
that the system it’s necessary to redesigning again and the 
system must conform with the 9 pillars of technology that 
Industry 4.0 were offered. 
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Abstract— Information generation has been raised as a 
source for superior innovativeness and organizational 
performance by the Market Orientation (MO) research stream. 
Supply Chain Management research has in parallel shown a 
growing interest in Supply Chain Visibility (SCV), which 
focuses on real-time information about inventories and can be 
used to understand markets and customer needs. This 
theoretical paper that stems from the abductive theory-building 
approach proposes that the connection of SCV-MO has a strong 
grounding to practice and clear request by academia but has 
lacked solid theoretical formation. The paper contributes to the 
research gap by connecting the key theories and proposing an 
SCV-MO framework model with a research agenda. 

Keywords— supply chain visibility, innovativeness, digital 
transformation of supply chain 

I. INTRODUCTION  
Supply chain management (SCM) has grown from the 

fragmented management of activities emerging as a research 
field in the 1960s [2]. At the time, ‘material handling’ was 
seen as part of marketing responsible for selling and delivering 
goods to customers [18]. Eventually, logistics became a 
concept of handling purchasing, materials management, and 
distribution, and investigating how to efficiently manage 
product and service flows [9,2]. Today SCM researchers 
describe that in a globalizing competitive marketplace, the 
focus is on increasingly boundary-spanning collaborative 
practices, which in a virtual setting enable not only cost-
saving but in an equal measure sales increase [2,22]. The sales 
contribution of SCM comes from its ability to drive customer 
value (e.g., cost competitiveness), support customer desires 
and experience (e.g., sustainability in sourcing, omnichannel 
fulfillment), and extract insights from the customer front.  

This theoretical paper is interested in the accurate and 
nearly real-time information that SCM collects from the 
customer interface, which can give indications and insights 
about the customers. Supply Chain Visibility (SCV) has 
become an emerging research theme within SCM focusing on 
the data capture and sharing practices in its function. 
However, as the research interest has been within SCM 
function and related inter-firm relationships, the use of SCV 
data within a firm on a cross-functional use has not yet been 
fully discovered. This paper intends to understand how SCV 
can support market intelligence (MI) in its information 
generation that fosters the innovativeness of an organization 

and propose a related research agenda. The paper contributes 
to discussions taking place in SCV, MI, and the integration of 
SCM and marketing.  

II. LITERATURE REVIEW 

A. Market Orientation 
The marketing concept is an organizational culture that 

puts the customer at the heart of its strategy and operations [8]. 
Understanding how customers perceive the market requires 
not just focusing on the customer but understanding the firm’s 
competition as well, which reveals the alternatives that a 
customer has in fulfilling a need. This defines the essence of 
Market Orientation (MO) [16]. Competition, as a component 
of MO, has been earlier portrayed through the theory of Five 
Forces proposing that powers parties (rivals, suppliers, buyers, 
new entrants, and substitutes) hold in a marketplace eventually 
influence the competitive situation [25]. Researchers suggest 
that translating marketing philosophy into practice provides a 
competitive advantage for a firm and studies have verified that 
MO helps companies to win the competition, which is less 
market-oriented [5,15]. The challenging notion in MO for a 
firm that wants to become more market-oriented is its 
anchoring to a culture, which is known to be difficult to lead. 
Research on corporate cultures has suggested that cultures 
emerge from behaviors, but superior cultures leading to 
competitive advantage are not reached by managerial 
manipulation [1]. Researchers have pointed out that besides 
customers and competitors, a MO organization needs cross-
functional coordination meaning behaviors and actions that a 
company jointly takes to provide superior value to customers 
over its competition [24].   

Kohli and Jaworski [16] stressed in their research the 
importance of MI (defined as information generation, 
dissemination, and responsiveness) as a source of MO. 
However, “generating and using insight to shape marketing 
practice” has been pointed out by American Marketing 
Association in 2016 as one of the seven challenges faced by 
marketers today [14], which is confirmed by other researchers 
stating that academic empirical research on market 
intelligence practices is limited and lacks theoretical 
grounding [16]. Despite the generally accepted importance of 
MI, it is not clear in practice how intelligence is generated, 



disseminated, and responded to across the organization [10]. 
Furthermore, they see that managers are unclear on how to use 
MI in decision-making raising concerns that information 
generation and dissemination may not be well planned, and 
the MI unit may, bluntly speaking, just operate as an internal 
news desk that generates and shares information for internal 
audiences that uses if they wish. However, scholars note that 
efficient information generation and end-use should be 
planned beforehand [23].  

In a study focusing on the quality of market intelligence, 
the researchers defined that “information generation is the 
acquisition of data concerning the firm’s markets from sources 
external to the firm” which can be understood to claim that an 
organization learns from markets only through external 
sources such as from marketing research [4]. However, 
Moorman [23] has proposed that information acquisition is a 
process of bringing information from the outside into the firm 
environment describing insight generation as a listening 
capacity. Heinrichs and Lim [11] suggest in their theoretical 
model of a strategic response capability that insight generation 
capabilities include adaptive capacity, learning curves, market 
sensing capability, organizational learning & memory, and 
knowledge management processes. The sources used in the 
model also stress the role of internal sources in insights 
generation.  

Internal information sources are important from the 
competitive advantage perspective, as they are exclusively 
controlled by an organization itself. Maltz and Kohli [21] note 
that without unique (exclusive) information sources, infor-
mation dissemination is the only source of competitive 
advantage in MI. Hunt and Morgan [13] propose in com-
parative advantage theory that the modern understanding of 
resources expands to information, and an organization, which 
has low-cost access to a high-value resource, has a com-
parative advantage leading to a competitive advantage 
position in the marketplace and thus, it has potential on a firm 
level to high financial performance. 

B. Supply Chain Visibility 

The definition of SCV has been unclear and debated, 
which has resulted in inconsistent use of the term [36, 29]. 
This paper borrows some of the definitions from Williams et 
al. [35] and perceives SCV as (i) a capability that (ii) provides 
“access to high-quality (accurate, timely, complete, and in 
useable forms) information that describes various factors of 
demand and supply.” The key functionalities of SCV 
capability are data capturing and sharing [12]. This paper 
argues that SCV research started from product identification 
research in early 2000 [see e.g., 17], which became ten years 
later the SCV research stream that adopted the view of 
competition that was alliance-led (chain-to-chain) [22], and 
hence, resulting to intra-functional and cross-company 
context. The authors propose that the research needs to re-
focus on the intra-firm aspect, where the data is utilized cross-
functionally to form an integrated data-driven firm responsive 
to the speed and agility required by markets today. Figure 1 
illustrates the proposed shift in SCV research orientation. 

 

 
Figure 1: The proposed shift in SCV orientation 

 
However, the aspect of internal-external chains is not fully 

absent in this era either as the control of SC matters to SCV. 
In an open-loop SC, the brand owner does not have end-to-
end control of the chain but collaborates for instance with an 
external distributor that manages the reselling. Hence, a brand 
owner does not automatically have visibility and accurate data 
from stores, which could provide an ideal source of customer 
insights. Studies have reported that data sharing is sensitive 
with external partners [20], and for that reason, a closed-loop 
SC structure favors the SCV concept as it is viewed in this 
paper. Observations from companies (e.g., Inditex in the fast 
fashion business) also confirm first movers on SCV appear to 
be from closed-loop structures [see e.g., 31]. 

According to our view on research evolution, the interest 
in SCV stems from the observation that SC data found in 
enterprise resource platforms (ERP) is commonly inaccurate. 



Depending on the industry, the inventory record inaccuracy 
(IRI) has been reported to be at a 30-80% level [32,7,27], 
which has led to several managerial challenges within SC 
(e.g., bullwhip and ripple effect) [3,37,19]. SCV provides a 
solution to IRI, which combined with SCM challenges (e.g., 
ever-shortening product lifecycles, quick constant changes, 
and increasing customer requirements) demand a new 
approach [12].  

The technical approach to SCV can be provided through 
an automated product identification and tracking solution, 
which has three main elements in a typical system: (i) an ID 
(e.g., serial numbering, bar coding, radio-frequency identi-
fication), (ii) integration and reading infrastructure (e.g., 
antenna or camera with an artificial intelligence engine), and 
(iii) cloud solution generating, managing, and displaying data 
on inventories. Benefits for the SCM are obvious efficiency 
gains; global consultancy Kurt Salmon Associates reported in 
an RFID Retail study that automated product identification 
and tracking (i.e., SCV) provided 11-60% improvements in 
six performance indicators (customer satisfaction, inventory 
accuracy, stock-outs, shrinkage, profit margin, and mark-
downs) [32] among retailers reporting experiences from 
system implementation. In many cases, the design of the SCV 
system is also connected to solving company and industry-
specific dilemmas, e.g., how to minimize food waste in the 
grocery retail industry. Although the number of core 
technologies is limited, studies have reported high versatility 
of adoption between industries [33, 38]. Some industries (e.g., 
fast fashion) have proven plug-and-play solutions for SCV 
implementation, while many others tend to be still working 
with manual serial numbering and tracking [33]. 

The emergence of SCV is also partly a consequence of 
new data-savvy technologies and the industry 4.0 (I40) 

research trend, which proposes a shift in business models 
when data is translated (with e.g., advanced analytics, 
machine learning, and artificial intelligence) to modern IT 
capabilities and customer experiences (Schwab, 2016). While 
the I40 is a common research interest in digital transformation 
studies, it provokes organizations to innovate new cross-
functional connections that can improve and renew the 
traditional roles of functions and organizations among their 
peers. In an I40 framework describing the maturity and 
roadmap for digitalization, introduced in Figure 2, SCV is 
proposed to be a gateway for a firm to higher cognition tools 
as it can create a digital twin and provides data for advanced 
analytical data processing [39]. 

III. CONCEPTUALISATION OF SCV-MO 
The interest in SCV-MO connection comes from some of 

the leading firms in the textile and fast-fashion industry, who 
have been keenly studied by scholars to understand their 
supply chain strategy and operational model. The observations 
present that they use real-time and item-level data from the 
supply chain to understand the current inventories and market 
demand to optimize e.g., what kind of products customer 
desire and how to optimize the store-level stock replenishment 
to avoid excess inventory build [31]. Thus, these firms have 
built a strong SCV capability which is used cross-functionally 
in an intra-firm context.   

This theory paper proposes a conceptual model in figure 3 
that in practical terms illustrates how SCV can be used as a 
real-time sensor of the marketplace demand, which by 
connecting to MI function can drive the innovativeness of a 
firm as presented by Kirca et al. [15]. The model proposes that 
the assimilation of SCV data to cross-functional use should 
occur on two levels: on the operational level as an ongoing 

Figure 2: Visibility as a gateway to higher cognition (Schuh et al., 2017) 



information supply from markets to new product/service 
development (NP/SD), offering decisions, and marketing 
promotions (MP); and on a strategic level monitoring the long-
term responsiveness of the business introducing improve-
ments to the strategic business plan (BP). 

 
Figure 3: Conceptual framework 

  The conceptual framework is used in figure 4 to 
establish a relationship model that presents operational 
relationships between SCV-specific data sources (both from 
online and offline touchpoints) and their cross-functional 
operational uses marked as demand pulses (DP) in the figure. 
The relationship model exemplifies also the long-term 
strategic perspective to demand fluctuations that the 
responsiveness functionality monitors to identify trends 
needing attention from organizational design to stay 
competitive. The DP’s (on the left) and trends (on the right) 
mentioned in the model is illustrative and meant to showcase 
how the relationship model can be used to research 
relationships and causalities. 

 

 
Figure 4: Relationship model 

 

IV. DISCUSSION AND RESEARCH AGENDA 

The theoretical paper presented approaches to theory building 
from an abductive perspective [see e.g., 30] and draws 
attention to the data-driven practices demonstrated by some 
of the leading firms in the textile industry. It presents an 
interesting phenomenon that lacks theoretical backing, which 

is the gap filled in this paper by the formation of the SCV-
MO conceptual model. It can be used to expose and research 
relationships between data sources and uses in a cross-
functionally integrated organization to understand what kind 
of ties and methods support organizational performance, and 
further contribute to theory building in SCV, MI, and MO.  

Although the paper draws from the example of the 
textile industry, the authors claim that the need for SCV-MO 
connection is universal and is more connected to speed, 
agility, and data-driven business models than to a specific 
context in a certain vertical.  

As the research agenda, the authors propose studies 
that respond to some of the most striking research questions 
arising from the SCV-MO model:  

 How can the implementation of the SCV-MO model 
support organizational performance? E.g., empirical 
studies illuminating new cross-functional data-sharing 
practices and their impact on key performance 
indicators followed in an organization. 

 How SCV practices should be optimized to support 
cross-functional utilization? I.e., how the broader 
utilization of SCV data in an organization influences the 
data collection practices. For instance, if the customer 
desires are needed to understand, potentially under-
standing the purchase basket compositions is a critical 
data point needed in the offering development and 
marketing promotion although it would not have signi-
ficance to supply chain management. 

 What kind of cross-functional processes should support 
the value capturing of SCV-MO? This is a theme that is 
highly essential in the current business environment, 
where it has been unclear how to organize and re-
structure the organization to become more collaborative 
and cross-functional, and less functionally organized 
with clear boundaries in the roles and responsibilities. 
One example of such is the emergence of agile 
organizations, which aim to tear down internal fences. 

 And, how the reverse utilization of the information 
flows should be applied, i.e., how SCM can further 
optimize their processes in procurement, capacity 
building, and preparations by understanding the 
conclusions made at the marketing units.   

 Finally, as many of the previous questions are 
qualitative by nature and intended to explore the new 
research agenda, quantitative approaches are needed to 
explore and validate the cross-functional relationships 
observed in an SCV-MO setup as it is exemplified in 
Figure 4. 
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Abstract— Garment sector is important for the Myanmar 

economy. We know that this sector is popular in Myanmar but 
we don’t know does it has the trade competitiveness or not in the 
world market. This study evaluates the trade competitiveness 
index of Myanmar in apparel and clothing industry compare to 
the global market. Data of top 25 clothing export countries from 
2016 to 2020 are collected. Six indicators: trade openness, 
annual growth rate, RCA, trade competitiveness, export 
diversification and trade resilience are calculated. By using the 
Entropy method, weighting all indicators and get the trade 
competitiveness index. The results are analysed in term of five 
components: market penetration, export environment, cost 
competitiveness, product extension and quality and 
international trade resilience. The result shows that Myanmar's 
trade competitiveness ranks fifth among the top 25 garment 
export countries and it has strong competitiveness in this 
industry. Export strategy such as logistics, quality and 
diversification and trade resilience are suggested in order to 
maintain and enhance the competitiveness. Government and 
stakeholder of the Myanmar clothing industry can understand 
the current position of competitiveness via this paper. Based on 
the World Bank framework, we added international trade 
resilience component and trade resilience indicator to our 
research. 

Keywords—trade competitiveness, apparel and clothing 
industry, entropy method, logistics, Myanmar 

I. INTRODUCTION 

Myanmar has a long history of apparel and clothing 
industry (ACI). With approximately 700 garment and textile 
factories, the garment and textile sector is the most important 
manufacturing business, and it provides prospects for 
diversification because it is now primarily a cut, manufacture, 
and trim sector. According to The World Bank [1], trade 
competitiveness issues can be decomposed into market 
penetration, export environment, cost competitiveness and 
product extension. 

In term of market, according to the data from United 
Nations Conference on Trade and Development (UNCTAD), 
the export value of Myanmar apparel and clothing increased 
10 times from 2011 to 2020 (from 0.49 to 4.62 billion USD). 
Due to the COVID-19 situation, exports reached US$4.62 
billion in 2020, far from its high of US$5.05 billion in 2019, 
implying that it has the ability to enhance exports. From 2016 
to 2020, the main countries that imported the apparels from 
Myanmar are Japan (25%), Germany (11%), United Kingdom 
(9%), Republic of Korea (9%), Spain (9%), Netherland (7%) 
and United State of America (6%). Previously, the majority of 
Myanmar's garment exports went to China, South Korea, 

Japan, and other Asian nations, but from 2016 to 2019, over 
half of the country's total garment exports were to European 
countries. 

In the view of export environment, based on the trade 
performance, domestic supply condition, social economic 
impact and other qualitative criteria, the textile and garment 
sector has been selected to be one of the priority sectors out of 
10 sectors in the Myanmar National Export Strategy (NES) 
2015-2019 [2]. According to the International Trade Center 
(ITC) [3], the textile and garment sector was reselected in the 
priority sector out of 6 sectors in the NES 2020-2025. The 
national export strategy enhances better export environment 
for the clothing industry. The Myanmar Garment 
Manufacturers Association (MGMA) [4] announced a long-
term strategy (2015-2024) for industrial growth and 
development in Myanmar's garment sector in mid-2015. 
Based on these export environments, Myanmar seems to have 
a good international trade resilience.  

Cost competitiveness is one of the components to identify 
the issues of trade competitiveness. The clothing sector 
expects a significant increase in demand in the future due the 
majority of US economic restrictions against Myanmar have 
been lifted and the country's recent reintegration into the EU's 
Generalized System of Preferences (GSP), which grants duty 
and quota-free access to the European clothing market. 
According to the EU’s regulations, Myanmar was removed 
from the EU's list of GSP countries in 1997, but was reinstated 
on July 19, 2013 [5].  

In term of product extension and quality, Myanmar's 
garment manufacturing sector is dominated by export-
oriented firms that use the Cut-Make-Pack (CMP) technique 
and import the majority of their raw materials. Myanmar is 
heavily reliant on raw material imports. According to MGMA 
[6], almost all orders with Myanmar manufacturers are 
fulfilled through a CMP contract, which provides 
manufacturers with limited profit margins because they do not 
provide value-added services such as designing, supplying all 
raw materials, storing them in their own warehouses, or 
shipping the finished products.  

We know that garment sector is popular in Myanmar but 
we don’t know does it has the trade competitiveness or not in 
the world market. The research objective of this study is to 
evaluate the trade competitiveness index of Myanmar in 
apparel and clothing industry compare to the global market. 
The research question is what is the positioning of Myanmar 
clothing industry in global market and how is it important. 



Export strategy in logistics perspective were suggested based 
on the result.  

II. LITERATURE REVIEW 

A. Related Research 
There is limited research about the evaluation of the trade 

competitiveness in Myanmar apparel and clothing industry. 
According to the data from UNCTAD, in the global clothing 
sector from 2016 to 2020, China, Bangladesh, Vietnam, Italy, 
Germany, India and Turkey are the top clothing exporting 
countries. China's garment industry has grown to become the 
world's top apparel manufacturer and exporter because of its 
low labour costs. Zhang et al. [7] evaluated the international 
competitiveness of clothing industry between China and Italy 
by using the Market Share (MS), Trade Competitiveness 
index (TC), Industry Trade index, Revealed Comparative 
Advantage (RCA) and Export Price changing index (EPC) 
and use the Porter’s diamond model to compare the key 
factors that affect the competitiveness then find out that 
Chinese garment industries lag behind in terms of research 
and design innovation, value-added goods, and worldwide 
brands. The outcome is focus on the dimension of product 
extension and quality. 

Trade competitiveness indicators are also mostly used to 
evaluate the competitiveness in other industry. Haichao and 
Shijie [8] used the RCA index, MS index, TC index, and CA 
index as measure indexes, then weighted each index and time 
sequence using the entropy method to evaluate the 
international competitiveness of the Chinese information and 
communication technology (ICT) sector. According to the 
findings, China's ICT industry ranks second among 15 
nations in terms of international competitiveness, with a 
greater degree of international competitiveness. The result is 
explained in the dimension of market penetration. Vu et al. 
[9] selected the RCA, MS, RTA and TC to construct the 
comprehensive international competitiveness index by 
combining the entropy and variation coefficient method to 
evaluate the international competitiveness of the wood 
processing industry (ICWPI) in Vietnam and compare with 
the world leading exporters. The result found that from 2001 
to 2007, Vietnam's international competitiveness grew 
significantly, but then stagnated from 2008 to 2017. Natural 
resources, cheap labour costs, and a suitable geographic 
location all benefit Vietnam. However, modest productivity 
increases and added industrial value have contributed to a 
steady deterioration in the international competitiveness 
growth rate of Vietnam’s wood processing industry. The 
result is explained in the dimension of market penetration.  

B. Trade indicators 
According to Mikic and Gilbert [10] one of the most often 

used trade statistics is the trade dependence index. It's also 
known as the openness index, and it measures the proportion 
of international commerce to total net production (gross 
domestic product or GDP). It considers how important exports 
and imports of commodities and services are in a given 
economy. The annual growth rate (AGR) is the change in the 
value of a measurement over the period of a year. This is one 
of the most commonly utilized metrics for analyzing an 

economy's performance in any field of economic activity. The 
rate is commonly estimated at the product group level to 
identify 'dynamic sectors,' or at the regional level to identify 
'dynamic regions [10].  

The theory of "revealed comparative advantage" (RCA) 
introduced by Balassa [11], is one of the most widely used 
methods. The RCA is a complicated indicator that identifies 
the benefits of specializing in the export of certain items, 
subsectors, sectors, national economies, or the entire area. 
This is a statistically significant relationship between two 
relative sizes: the relative proportion of exports of the product, 
sub-sector, or sector shown in total national exports and the 
relative share of exports of that sector in the market 
investigated in relation to total export to that market. Values 
of more than one offer signs of higher relevance to the sector 
in the national context than its position in global commerce or 
in the market under consideration, and demonstrate the 
industry's competitiveness [12].  

Competitiveness in trade is defined as an industry's ability 
to gain market share in foreign marketplaces at the expense of 
its competitors. The competitiveness index is an indirect 
assessment of a country's worldwide market strength, based 
on its proportion of global export markets in certain export 
categories. The index measures the proportion of overall 
exports of a certain product from the study region in total 
global exports of that product [10]. Export diversification is 
seen to be crucial for developing countries since their export 
revenues are frequently reliant on a small number of basic 
commodities. Unstable pricing for certain commodities might 
cause substantial terms of trade shocks for a developing nation 
exporter. Diversification into new primary export items is 
often regarded as a beneficial trend, given the imperfection of 
individual commodity price variance. 

C. Competitiveness Components 
According to the World Bank [1] , trade outcomes analysis 

can be classified into growth and share (intensive margin), 
diversification (extensive margin), quality and sophistication 
(quality margin) and entry and survival (sustainability 
margin). These can be defined by four competitiveness 
components which are general export environment, cost 
competitiveness, product extension and quality and market 
penetration. Most of the research evaluates the outcome of 
trade competitiveness focus on only one dimension. This 
paper will analyze the trade competitiveness by explaining 
with all four dimensions. 

A country's competitiveness issues are most often caused 
by flaws in the overall export environment if it has a small 
export base, few new exporters, or a low rate of new exporters 
surviving. The competitiveness problems are likely related to 
market penetration when countries have been performing 
poorly in major export markets (across most goods) or when 
current exporters and products have had difficulty 
diversifying into new markets. The share performance of the 
export product can be affected by the cost related constraints 
which can affect the competitiveness of the industry. In term 
of product extension and quality, when unit pricing 
performance has stopped growing or fallen in comparison to 
rivals, or when the export base is still mostly concentrated 



despite attempts at diversification, the immediate issues are 
usually concerns with quality and innovation, including 
limitations on technology and efficiency.  

According to Melnyk et al. [13], international trade 
resilience is the ability of a country to both resist disruptions 
to international trade and recover after disruptions occur. 
OECD [14] defined competitiveness is a measure of a 
country's advantage or disadvantage in selling its products in 
international markets. Therefore, if the country has trade 
resilience which means it have the ability to resist and recover 
from the disruptions and have the advantage to sell its 
products in the international market and have competitiveness. 
So, we develop the international trade resilience as a 
competitiveness component. According to Mena et al. [15], a 
country's trade resilience in a given month is calculated by 
adding exports and imports (scaled with the country's GDP) 
and calculating the year-on-year percentage (%) change. We 
used this to calculate as an indicator for the international trade 
resilience component.  

D. Entropy Method 
The entropy weight method is based on Shannon entropy, 

which was invented by Shannon [16]. According to He et al. 
[17] the entropy method is a comprehensive evaluation 
approach that eliminates the effect of subjective elements and 
finds the appropriate weight based on the indicator's data. 
Subjective fixed weight approaches such as the analytic 
hierarchy process method (AHP), expert survey method, 
Delphi method, and others are commonly used to determine 
index weights. They may cause subjective variables to cause 
variances in index weights. Objective fixed weight 
techniques, on the other hand, are based on the inherent 
information of indexes to calculate weights of indexes, which 
may minimize man-made disruptions and produce results that 
are more in line with reality [18]. According to He et al. [17] 
and Li et al. [18] the entropy method is a measure of a system's 
degree of disorder that may be used to calculate the amount of 
data and the weight of known data and is extensively applied 
in comprehensive evaluation. 

III. RESEARCH METHODOLOGY 

A. Data Collection 
The data was collected from the United Nations 

Conference on Trade and Development (UNCTAD). Top 25 
countries with highest clothing export market share from 2016 
to 2020 were selected. The annual export and import data of 
apparel and clothing under SITC 2-digit classification “84 
Articles of apparel & clothing accessories” were collected.  

B. Data Analysis 
The trade openness index measures the ratio of 

international trade including export and import to gross 
domestic products (GDP).  

  =  ()   (1) 

The annual growth rate (AGR) is the change in the value 
of a measurement over the period of a year. It is expressed as 
follow: 

 =   !"#$%&'%   !"#$%
'%   !"#$%    (2) 

RCA equals to the proportion of the country’s exports of a 
certain product divided by the proportion of world exports of 
such commodity. The formula is expressed as: 

() = (*) *)+)⁄ /(* *+⁄ )  (3) 

where Xji is exports of product j from country i, Xjw is 
world exports of the product j, Xi is exports of country i, and 
Xw is world exports. The RCA index ranges from 0 to infinity 
with 1 as the break-even point. 

The trade competitiveness index indirectly measures the 
international market power, evaluated through a country’s 
share of world markets in selected export categories. The 
index is the proportion of the export value of a certain product 
from one county to the total global export value of that 
product. The formula is expressed as: 

(./01012) = 3*) *)+⁄ 4 ∗ 100  (4) 

where Xji is exports of product j from country i, Xjw is 
world exports of the product j. 

The export diversification can be calculated by summing 
the absolute value of the difference between the export 
category shares of the selected country and the world as a 
whole, divided by two. The formula is expressed as: 

8* = ∑:ℎ) − =:/2  (5) 

where hij is the share of commodity i in the total exports 
of country j and xi is the share of the commodity in world 
exports.  

The trade resilience of a country is calculated by adding 
exports and imports scaled with the country's GDP (trade 
openness) and calculating the year-on-year percentage (%) 
change. It is calculated as ending value of trade openness 
(EVTO) minus beginning value of trade openness (BVTO) 
and divided by the beginning value. 

 1?1@ = ABC&'ABC
'ABC    (6) 

IV. RESULT 

The empirical results are described in two parts. The first 
part shows the results of each indicator in the micro view and 
explains in the five competitiveness components. The second 
part shows the results of trade competitiveness index by using 
the Entropy method and shows the position of Myanmar in the 
global with the macro view. 

A. Individual indicators 
The trade openness index of the Myanmar clothing 

industry is increasing year by year as shown in Fig. 1, in 2016 
the openness is 2.5, 3.7 in 2017, 5.8 in 2018 and 6.9 in 2019, 
which means that this industry has become more open and 
important. Because the export of clothing in Myanmar is more 
than import, the high trade openness index means the domestic 



producers are highly reliant on the international demand. In 
2020 due to the Covid-19 pandemic, the trade openness index 
declined a little bit to 6.7. When compare with the world 
average, the trend is similar but in 2019 Myanmar is increased 
while the world average is decreased. The increase of the 
index from 2016 to 2019 is because of the result from the good 
export environment. The national export strategy is successful 
to enhance the export of the garment products. As one of the 
priority sectors, the government supports the creation of new 
exporters and helps to increase the survival rate of the new 
exporters. The Myanmar Garment Manufacturers Association 
(MGMA) also provides information, valuable technical 
training services and supports the company in finding business 
opportunities. 

The export growth rate of Myanmar clothing industry 
shows declining every year from 2016 to 2020, except 2018 
as shown in Fig. 1. But the fact is that export growth rate is 
calculated by comparing the export value with the last year, so 
the positive value from 2016 to 2019, 92%, 55%, 70% and 
22% shows relatively high growth rate when most of other 
countries growth rate is lower than 20%. The growth rate of 
2020 shows negative 8% which is because of the Covid-19 
pandemic.  

 

 

 

 

 

 

 

The trade competitiveness of Myanmar clothing industry 
is increasing annual. In 2016 the trade competitiveness is 
0.35%, 0.52% in 2017, 0.83% in 2018, 1.02 in 2019 and 
1.02% in 2020 of the total world export. Although the market 
share is not large but it increases in every year. Fig.  2 shows 
the trade competitiveness of Myanmar clothing industry. 
Therefore, in term of market penetration, the result of export 
growth rate and trade competitiveness of Myanmar clothing is 
increasing every year which means that Myanmar have been 
performing well in major export markets.  

The RCA measures the comparative advantage of a 
country in the selected goods or service. Fig. 2 shows the RCA 
of Myanmar’s apparel and clothing sector from 2016 to 2020. 
RCA ranges from 0 to infinity and 1 is the break-even point. 
If the RCA of the selected product of one country is higher 
than 1 which means that product has the export strength in that 
country. The RCA of apparel and clothing sector in Myanmar 
is 4.63 in 2016, 6.43 in 2017, 9.34 in 2018, 10.24 in 2019 and 
10.25 in 2020. Therefore, the apparel and clothing sector in 
Myanmar has high comparative advantage and high export 
strength. Based on the result of RCA, Myanmar apparel and 
clothing industry have the cost competitiveness. It is because 
Myanmar have the low labor cost and advantages from many 
trade agreements including ASEAN Free Trade Agreement 
(AFTA), ASEAN-China Free Trade Agreement (ACFTA), 

ASEAN-Japan Comprehensive Economic Partnership 
(AJCEP), ASEAN-Korea Free Trade Area (AKFTA) and the 
main one which is Global System of Preferences (GSP). With 
these preference trade agreements, Myanmar can get the cost 
competitiveness in the apparel and clothing sector. 

 

 

 

 

 

 

 

The export diversification index of Myanmar in the 
apparel and clothing industry is 0.54 in 2016, 0.32 in 2017, 
0.34 in 2018, 0.31 in 2019 and 0.36 in 2020 as shown in Fig.  
3. The value is between 0 to 1, the lower the value the more 
diversify of the products in export. When compare to other 
countries, Myanmar is more concentrate in the garment sector. 
It related to the quality of the product and service, technology 
of uses and efficiency. In the view of product extension and 
quality, Myanmar is lack of national quality policy, an 
adequate/ modern metrology system and a national 
accreditation body to set up the standards for the quality. The 
current standards are out-of-date and have insufficient 
connections to the rules and regulations of third markets. 
Companies and manufacturers lack the knowledge and 
technical skills necessary to meet quality standards and adhere 
to export market criteria. Lack of technology such as 
automation constrain the performance and insufficient value-
added services limits new diverse products.   

 

 

 

 

 

 

 

The trade resilience index of Myanmar garment sector is 
showing positive from 2016 to 2019 in 82%, 48%, 56% and 
20% as shown in Fig. 3. Even it shows in decline but it higher 
than previous year. In 2020, due to the Covid-19 pandemic the 
trade resilience index shows negative value -3% compare to 
the previous year which is not that much. Therefore, in term 
of international trade resilience, the clothing industry of 
Myanmar have the ability to resist disruptions of international 
trade and recover after disruptions occur. The more resilience 
it is the more competitiveness it has in the international export 
market.   

B. Trade competitiveness index 
The trade competitiveness index is calculated from the six 

indicators by using the entropy weighting method to evaluate 

Fig. 1. Trade indicators (a) Trade Openness of Myanmar 
ACI, (b) Export growth rate of Myanmar ACI 

Fig. 3. Trade Indicators (a) Export diversification of 
Myanmar ACI, (b) Trade Resilience of Myanmar ACI 

Fig. 2. Trade indicators (a) Trade Competitiveness of 
Myanmar ACI, (b) RCA of Myanmar ACI 



the trade competitiveness of each country. The higher value 
means the country has the higher trade competitiveness. The 
outcomes of the comprehensive trade competitiveness index 
(TCI) for the top 25 exporting nations of apparel and clothing 
industry for the period of 2016 to 2020 are shown in Table 1. 

 

 

Country 2016 2017 2018 2019 2020 Average 
TCI 

Cambodia 0.491 0.516 0.491 0.454 0.512 0.493 

Bangladesh 0.456 0.449 0.464 0.472 0.415 0.451 

China 0.350 0.368 0.392 0.411 0.390 0.382 

Sri Lanka 0.240 0.226 0.244 0.278 0.220 0.241 

Myanmar 0.242 0.243 0.258 0.276 0.184 0.241 

Viet Nam 0.220 0.221 0.234 0.269 0.211 0.231 

Pakistan 0.132 0.135 0.147 0.218 0.160 0.158 

Italy 0.113 0.120 0.122 0.165 0.113 0.127 

Turkey 0.117 0.115 0.123 0.141 0.126 0.124 

Morocco 0.135 0.126 0.111 0.117 0.127 0.123 

Germany 0.092 0.123 0.108 0.133 0.116 0.115 

Netherlands 0.088 0.101 0.099 0.131 0.108 0.105 

Poland 0.099 0.074 0.108 0.103 0.139 0.105 

Spain 0.108 0.110 0.085 0.126 0.088 0.103 
China, Hong 
Kong 

0.122 0.106 0.106 0.097 0.064 0.099 

France 0.078 0.083 0.081 0.103 0.080 0.085 

India 0.094 0.084 0.061 0.114 0.070 0.085 

Denmark 0.078 0.084 0.070 0.086 0.086 0.081 

Malaysia 0.046 0.058 0.053 0.052 0.185 0.079 

Portugal 0.094 0.082 0.088 0.059 0.068 0.078 

Indonesia 0.067 0.086 0.079 0.066 0.074 0.074 
United 
Kingdom 

0.070 0.070 0.060 0.088 0.082 0.074 

Thailand 0.042 0.038 0.045 0.049 0.093 0.053 

United States 
of America 

0.040 0.043 0.043 0.055 0.042 0.045 

Mexico 0.052 0.026 0.041 0.058 0.043 0.044 

Average 0.147 0.147 0.148 0.165 0.152 0.152 
 Source: Authors’ own calculation. 

The average TCI values are represented in Figure 4, where 
the 5-year value of the TCI is shown on the horizontal axis and 
the 5-year average annual per capita GDP growth rate is 
shown on the vertical axis. The size of the bubble represents 
the industry's average export value for garments and clothing 
in US dollars. 

The result shows that six countries have high trade 
competitiveness index in apparel and clothing industry which 
average TCI value are higher than 0.2. The six countries are 
Cambodia, Bangladesh, China, Sri Lanka, Myanmar and 
Vietnam. Cambodia has the highest trade competitiveness in 
apparel and clothing industry with TCI value 0.493 followed 
by Bangladesh 0.451, China 0.382, Sri Lanka 0.241, Myanmar 
0.241 and Vietnam 0.231. Other countries like Pakistan, Italy, 
Turkey, Morocco, Germany and Netherland have TCI value 
more than 0.1. Myanmar is ranked in 5th out of the 25 top 
export country in apparel and clothing industry. The average 
TCI value for each year is around 0.15 and Myanmar is 0.24 

which means Myanmar trade competitiveness is above the 
average.  

 

 

 

 

 

 

 

 

 

V. DISCUSSION AND RECOMMENDATION 

Based on the result of each competitiveness components 
the export strategy for the apparel and clothing industry is 
suggested. When we look at the export environment and cost 
competitiveness, the result is good and increasing. However, 
there are other factors that can impact in these components. 
One of the factors is logistics. According to He et al. [19], 
international trade involves in the commodity transaction 
which include the product flow, financial flow and 
information flow and international logistics involve in the 
physical movement of the product which include 
transportation, storage and delivery of product. International 
trade serves as a prerequisite and basis for the growth of 
international logistics. The scope and speed of international 
trade development affect the development of international 
logistics. On the other hand, international logistics is the 
fundamental guarantor for the expansion of global trade and 
has a countervailing influence on that growth. Therefore, trade 
and logistics are impacted with each other.  

According to Hausman et al. [20], the cost, time, and 
complexity of completing import and export activities are 
referred to as logistics performance. If the logistics 
performance can be optimized then the cost will be lower and 
obtain the cost competitiveness. Logistics performance can 
contribute to a growth in a country's international trade 
potential, as well as assist it reach new markets and attract 
business [21]. Then, the better logistics performance can result 
in better export environment. Therefore, if we focus and 
improve in logistics which can maintain and enhance the trade 
competitiveness in apparel and clothing industry. The 
situation of trade facilitation and logistics in Myanmar are as 
follow: Lack of access to suitable port infrastructure and 
storage options close to ports limits exporters' ability to 
conduct business. The lack of an automated domestic cargo 
manifest system for trains and trucks, the shortage of trained 
personnel in the fields of freight forwarding and customs 
brokerage, and the underutilization of rail transportation are 
all issues that place restrictions on exporters. Additionally, 
there is a lack of intramodality between port systems and rail 
systems. Beyond infrastructure, commerce is frequently 
hampered by erratic customs policies and processes as a result 
of outdated IT infrastructure, constrained office hours, and 
onerous documentation requirements. The legal environment 

TABLE I.  TRADE COMPETITIVENESS INDEX OF THE 25 
SELECTED COUNTRIES 

Fig. 4. Average TCI in garment sector for 25 selected 
countries from 2016-2020 



is also characterized by a shortage of rules governing dispute 
resolution and a heavy reliance on arbitration. The strategies 
in term of logistics are as follow: 

• Infrastructural growth should be accelerated 
including highways, railroads, bridges, ports, 
intermodal terminals, dry ports, ICDs, free zones, and 
economic corridors, to facilitate trade facilitation and 
take part in regional integration. 

• To improve the efficiency of offering integrated 
services, introduce and successfully implement 
cutting-edge ICT and management systems and 
capabilities. Increasing the quantity and usage of 
bonded warehouses, expanding inland waterways, 
and improving customs capabilities (especially via the 
use of IT systems) are some specific goals. 

• Establish procedures and capacities for both public 
and private sector participants to successfully and 
consistently coordinate efforts to enable 
communication and integration of transport modes 
and systems. 

For the market penetration and product extension and 
quality, the results show that Myanmar is weak in the export 
diversification and the product quality. The competitiveness 
of exports is significantly impacted by a strong quality 
management (QM) infrastructure. It enables the private sector 
to preserve sustainable export partnerships built on goods that 
regularly meet or surpass client expectations. The ability of an 
organization to adhere to market standards is crucial for both 
complying with legal requirements and being able to access 
new, particularly technologically sophisticated markets. In 
Myanmar, a national quality policy, an adequate/modern 
metrology system, and a national accrediting agency are 
required. Existing standards lack adequate connections to 
third-party market requirements and laws, making them out-
of-date. Companies and manufacturers lack the knowledge 
and technical skills necessary to meet quality standards and 
adhere to export market criteria. The strategies for the market 
penetration and product extension and quality are as follow: 

• To increase and diversify exports of apparel and 
clothing products. 

• Establish a nationwide quality policy, advance legal 
metrology, start developing traceability systems, and 
promote public and private dialogues about quality 
management in order to update and modernize 
policies, regulations, and standards and effectively 
implement them in order to comply with international 
regulations. 

• Increase market opportunities awareness and increase 
skill training for laborers, enterprises, and trade 
support institutions to help traders, processors, and 
exporters understand the value of quality 
management. 

For the international trade resilience of Myanmar clothing 
and apparel industry, the result shows declining. 
Unpredictable crisis such as pandemic, politic, nature disaster 
and so on are assaulting the trade of a country. If the country 

has the ability to resist and recover from the crisis which 
means it has the trade resilience. Natural disaster can impact 
the trade in the short run but others such as pandemic and 
politic can impact in the long run as it can change the policy 
and affect the foreign direct investment (FDI). Myanmar is 
highly dependent on the US dollar. Currency exchange rate is 
one of the factors that affects the export and import and in the 
long run it affects the trade competitiveness of the industry. 
The strategies for the trade resilience are as follow: 

• Do the evaluation and assessment from the export and 
import in order to set up the reasonable currency 
exchange rate and try to make the rate stable.  

• Set up a policy or back up plan to reduce the negative 
impact to the lowest from the political changes. 

• Firms have to be flexible to adapt the fast-changing 
circumstance and need to invest more in the 
technology. 

VI. CONCLUSION 

In summary, this study evaluates the trade competitiveness 
index of Myanmar apparel and clothing industry with the top 
25 countries by using the Entropy method to weight the six 
trade indicators including trade openness, growth rate, RCA, 
trade competitiveness indicator, export diversification and 
trade resilience. The results are explained in five trade 
components which are export environment, cost 
competitiveness, product extension and quality, market 
penetration and international trade resilience. The main 
objective of this research is to evaluate the trade 
competitiveness of Myanmar clothing industry and to 
understand the position of Myanmar in the global market. 
Export strategies in logistics, quality and diversification and 
trade resilience are suggested in order to maintain the trade 
competitiveness. 
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Abstract — An Urban Consolidation Center (UCC) is a 
logistics facility where loads are bundled across customers with 
the main objective to reduce urban freight traffic. Despite the 
potential environmental and traffic-related benefits, UCCs are 
not widespread in practice. As a basic requirement for 
successful operation in the long-term, the services of a UCC 
must be well-aligned with the needs of their customers. 
Therefore, this work listens to the voice of potential customers, 
by carrying out a survey among freight forwarders and carriers 
in the region of Lower Austria. A Value Proposition Canvas has 
been adopted as a framework for the survey to investigate the 
fit between customer needs and the value proposition of UCC 
services. The work aims to contribute to a better understanding 
of UCCs from a customer perspective. 

Keywords — urban consolidation center, logistics service 
providers, survey, urban freight transport, city logistics 

I. INTRODUCTION 

Cities around the world face the challenge of securing the 
supply of goods while managing the negative impact of urban 
freight transport. An Urban Consolidation Center (UCC) is a 
logistics concept that can contribute to a solution by reducing 
negative environmental and traffic effects of freight 
transportation in cities [8], [9].  
A UCC is basically a logistics transshipment hub that is 
conveniently located on the edge of an urban area and is 
generally open for use by all logistics service providers. In 
such a hub, loads are bundled across customers and the UCC 
takes over distribution in the urban area [1], [2]. Unlike 
individual trips of carriers to their consignees with relatively 
low load factors, consolidated deliveries within the urban 
area help to optimize vehicle utilization and routing. The 
concept also supports the use of more environmentally 
friendly vehicles on the last mile. Overall, UCCs promise 
economic, traffic and environmental benefits [3]. In addition 
to transshipment and relatively short-term storage, additional 
services can be provided at the UCC to ensure profitable 
operation [4]. 
Despite the potential benefits, UCCs are not widely used in 
practice, and some UCCs have ceased operation when public 
funding was discontinued [6]. An example of a commercially 
successful UCC is Binnenstadservice in the Netherlands [7]. 
Theoretically, there are several possible ways to encourage 
the use of UCCs. First, UCCs can be supported with public 
funds to make them more competitive. Second, legal 
interventions, such as congestion charges or driving 
restrictions in cities, can divert freight flows to UCCs. Third, 
the services of a UCC must be well-aligned with the needs of 
their customers to increase competitiveness in the long term. 

This work follows the customer-oriented approach and aims 
to listen to the voice of potential customers. 

II. APPROACH 

An online survey among a UCC’s potential customers, i.e., 
freight forwarders and carriers, has been carried out to 
investigate the fit between the UCC’s services and the 
requirements of its market. The survey was aimed at 
companies in Lower Austria, a region located in the 
northeastern corner of Austria. The survey took place from 
November 2020 to February 2021 and resulted in 46 usable 
questionnaires. 
As a framework for the survey, the Value Proposition 
Canvas, a tool for business modelling, was adopted [5]. A 
Value Proposition Canvas describes problems customers are 
experiencing (“pains”) and how the offered products or 
services help to solve customer problems (“pain relievers”). 
A product or service will be successful when there is a good 
fit between the experienced pains and the offered pain 
relievers [5]. Moreover, a Value Proposition Canvas states 
the added value customers desire (“gains”) and how added 
value is created for customers by the offered products or 
services (“gain creators”). There should be a good fit between 
the desired gains and the offered gain creators as well [5]. The 
questions of the survey are related to this concept to 
investigate the fit between the needs of UCCs’ customers and 
the value proposition of UCCs’ services. 

III. RESULTS 

First, potential customers’ general perceptions of UCCs are 
presented. Then the fit between the experienced pains and the 
offered pain relievers, i.e., how well a UCC can solve 
customers’ actual problems, is examined. Finally, the fit 
between the desired gains and the offered gain creators, i.e., 
how capable a UCC is of creating added value that is actually 
desired by customers, is studied. 

A. General perception 
In the following, three core questions are answered, namely, 
whether a UCC is generally considered a useful solution, 
which characteristics a UCC should feature and for which 
products a UCC is suitable as a transshipment point. 
(1) 41% of the respondents completely agree that establishing 
a UCC in the southern environs of Vienna could be useful. 
The average level of agreement is 3.6 based on a 5-point 
Likert-scale, with 1 for “completely disagree” and 5 for 
“completely agree.” 
(2) The following characteristics of a UCC are considered 
particularly important in providing added value to logistics 



 

 

service providers: good transport connections, neutrality and 
transparency toward customers, long opening hours and short 
waiting times for delivery and pickup, and competitive prices. 
(3) The following goods were mentioned for which a UCC 
would be particularly well-suited: automotive goods, 
building materials, clothing, electrical and kitchen 
appliances, food and beverages, household articles and goods 
for daily use, pharmaceutical goods, and regionally produced 
goods. 

B. Solving problems 
In the following the question of how well a UCC is capable 
of solving customers’ actual problems will be answered. 
Table 1 shows how strongly respondents agree that various 
problems are increasing for logistics service providers. It then 
links these experienced pains with offered pain relievers and 
indicates how strongly respondents agree that a UCC could 
be a good solution to the problem. 

TABLE I.  EXPERIENCED PAINS AND OFFERED PAIN RELIEVERS 

The following problems are 
increasing for logistics service 

providers. 

Level of agreement 
A UCC could be a good 

solution to the problem for 
the following reasons. 

Level of agreement 

5 4 3 2 1 n/a 5 4 3 2 1 n/a 

Disruptions in urban traffic 41% 28% 4% 9% 9% 9% 

No problems with trips in the 
urban area 

33% 22% 26% 4% 15% 0% 
Problems with loading and 
unloading in the urban area 

39% 37% 4% 4% 7% 9% 

Strict regulations for urban freight 
transport 

39% 28% 13% 7% 4% 9% 

Dissatisfied customers due to 
irregular supply with relatively 
small quantities 

24% 20% 15% 15% 15% 11% 

Deliveries can be made to the 
UCC independently of the 
preferences and time 
constraints of the recipients 

43% 13% 22% 11% 11% 0% Customers require high reliability 
of delivery 

24% 17% 28% 13% 7% 11% 

Customers require narrow delivery 
windows 

43% 24% 7% 11% 4% 11% 

Great effort for route planning 26% 24% 15% 15% 9% 11% 

Only one stop at the UCC 
instead of routes with 
multiple stops 

43% 28% 9% 11% 9% 0% Time-consuming loading activities 33% 30% 7% 15% 4% 11% 

High trucking costs 30% 24% 11% 11% 11% 13% 

For all questions, the level of agreement is determined on a 
5-point Likert scale, with 1 for “completely disagree” and 5 
for “completely agree.” The following results have been 
obtained. 
(1) Respondents clearly state that traffic-related problems are 
increasing, i.e., the average level of agreement reaches 
relatively high values. For disruptions in urban traffic, the 
value is 3.9; for problems with loading and unloading in the 
urban area, 4.1; and for strict regulations for urban freight 
transport, 4.0. This leads to the assumption that challenges 
with urban traffic may be a major driver for the use of UCCs. 
Therefore, the question arises whether a UCC is able to solve 
these problems. The UCC’s location outside an urban area 
means its customers can avoid driving within the urban area. 
The respondents confirm, with an average level of agreement 
of 3.5, that a UCC could be a good solution, as it eliminates 
problems with trips in the urban area. 

(2) Demanding customer requirements may be another major 
challenge of logistics service providers. The survey asks if 
respondents agree that problems related to customer 
requirements are increasing. The level of agreement is 3.2 for 
“dissatisfied customers due to irregular supply with relatively 
small quantities,” 3.4 for “customers require high reliability 
of delivery,” and 4.0 for “customers require narrow delivery 
windows.” A UCC could offer a solution to these problems, 
as logistics service providers can deliver to the UCC 
independently of the recipients’ preferences and time 
constraints. The respondents’ average level of agreement that 
a UCC is a good solution to the problem for this reason is 3.7. 
(3) Logistics service providers may face cost pressure due to 
operational challenges. Respondents agree, with the average 
values in brackets, that the effort for route planning (3.5), the 
time for loading activities (3.8), and trucking costs (3.6) are 
increasing problems. A UCC could be a solution to these 



 

 

operational problems as, instead of routes with multiple stops, 
only one stop at the UCC would be required. The 
respondents’ level of agreement that this could be a good 
solution is, on average, 3.9. 
Based on these results, overall, a good fit between the 
requirements of the UCC’s potential customers and the 
value proposition of the UCC can be assumed 

C. Creating added value 
Crucial for the success of a UCC is not just its ability to solve 
customers’ actual problems, but also to create added value 
that is in fact desired by its customers. Table 2 shows various 
opportunities that might become more important for logistics 
service providers and relates them to various ways for a UCC 
to create added value. In other words, Table 2 links the 
desired gains and offered gain creators.

TABLE II.  DESIRED GAINS AND OFFERED GAIN CREATORS 

The following 
opportunities are 
becoming more 

important for logistics 
service providers. 

Level of agreement 

A UCC can create added value in 
the following way. 

Level of agreement 

5 4 3 2 1 n/a 5 4 3 2 1 n/a 

Improving the corporate 
image 

39% 20% 22% 7% 7% 7% 

Positive image through the use of an 
environmentally friendly UCC fleet 
on the last mile 

26% 17% 22% 15% 17% 2% 

Positive image through a reduction 
of traffic and emissions due to 
consolidation effects 

22% 15% 28% 20% 11% 4% 

Improving market access 26% 20% 33% 2% 11% 9% 
Reduction of market barriers due to 
the openness of the UCC for all 
logistics service providers 

22% 15% 24% 20% 17% 2% 

Expansion of the service 
portfolio to include 
logistics value-added 
services 

30% 26% 26% 4% 4% 9% 

Kitting as an additional service 22% 15% 20% 20% 22% 2% 

Packaging as an additional service 22% 13% 20% 17% 22% 7% 

Labeling as an additional service 20% 24% 20% 9% 26% 2% 

Quality control as an additional 
service 

17% 9% 26% 20% 26% 2% 

Returns management as an additional 
service 

41% 28% 15% 9% 7% 0% 

Waste management as an additional 
service 

28% 28% 17% 11% 15% 0% 

Logistics consulting as an additional 
service 

37% 17% 15% 11% 17% 2% 

Logistics trainings as an additional 
service 

22% 17% 17% 17% 24% 2% 

The level of agreement that the opportunities are becoming 
more important and that a UCC could create added value is 
measured on a 5-point Likert scale, with 1 indicating 
“completely disagree” and 5 “completely agree.” The results 
are as follows. 
(1) Respondents agree, with an average value of 3.8, that 
improving the corporate image is becoming more important 
for logistics service providers. A UCC can potentially help to 
improve this image through a UCC’s positive effects on the 
environment and traffic, which might be attributed to the 
customers of the UCC. However, respondents agree less that 
a positive image could be created through the use of an 
environmentally friendly UCC fleet on the last mile (average 
level of agreement 3.2) or through a reduction of traffic and 
emissions due to consolidation effects (average value of 
agreement 3.2). 

(2) The average level of agreement that improving market 
access is becoming more important for logistics service 
providers is 3.5. However, respondents agree with an average 
value of only 3.0 that a UCC can create added value through 
a reduction of market barriers due to the openness of the UCC 
for all logistics service providers. 
(3) Respondents agree with an average value of 3.8 that an 
expansion of their service portfolio by including logistics 
value-added services is an opportunity with increasing 
importance. A UCC can carry out such additional services on 
behalf of logistics service providers, which can allow them to 
offer a broader service portfolio to their customers. The level 
of agreement that a UCC can create added value for logistic 
service providers by offering additional services varies by the 
type of service. The average level of agreement is especially 
high for returns management (3.9), waste management (3.4) 



 

 

and logistics consulting (3.5), but lower for other types of 
services. 
These results referring to creating added value suggest that 
the fit between the requirements of the UCC’s potential 
customers and the value proposition of the UCC is just 
satisfactory. 

IV. CONCLUSIONS 

From a theoretical point of view, UCCs promise benefits for 
the environment, urban traffic and logistics operations [3], 
[8], [9]. These benefits basically derive from consolidation 
effects and the location of the UCC. By consolidating 
shipments across customers, vehicle loads can be increased, 
routes can be optimized, and economies of scale can be 
achieved. The typical location on the edge of an urban 
agglomeration and the associated relatively short distance for 
deliveries allow the use of vehicles that are well-suited to 
urban traffic and alternative drives, despite their relatively 
short technical range. Furthermore, possible different 
additional services by the UCC may contribute to the 
attractiveness of the concept. 
Despite these advantages, UCCs are relatively rarely 
implemented in practice at present. The question arises why 
decision-makers often decide against this logistics concept. 
Decision-makers include particularly policy makers setting 
regulative conditions, as well as (potential) operators of 
UCCs and their (potential) customers. This work focuses on 
the potential customers of UCCs. By means of a survey, the 
perception of freight forwarders and carriers has been 
investigated. The results of the survey make it possible to 
draw the following conclusions. 
(1) Overall, a good to satisfactory fit between the 
requirements of a UCC’s potential customers and the value 
proposition of a UCC can be assumed. In particular, the fit 
between the experienced pains and the offered pain relievers 
is relatively high. 
(2) Problems related to urban transportation are clearly 
perceived as increasing challenges and can serve as an anchor 
point for communicating the problem-solving potential of 
UCCs. 
(3) Apart from competitive prices, good transport 
connections, neutrality and transparency toward customers, 
and customer-focused processes are seen as important 
features of UCCs. These features should be put at the center 
of the service design. 
A comprehensive evaluation requires that not only 
advantages and opportunities, but also disadvantages and 
risks are taken into account. Potential disadvantages and risks 
can be considered in the dimensions time, costs, and quality. 
Regarding time, a delay in the transport chain due to an 
additional transshipment in the UCC is obvious. However, 
when transporting without the use of a UCC, logistics service 
providers may also have to consolidate loads to achieve 
economically reasonable utilization levels of vehicles. 
Associated delays can be reduced or avoided by using a UCC. 
The additional transshipment in the UCC generates costs, 
which will be charged to the customers through the chosen 

pricing model. However, this can be offset by cost-reducing 
factors, including a UCC’s ability to better optimize delivery 
routes due to a consolidation of loads. 
In the quality dimension, it should be considered that part of 
the transport chain is no longer controlled by the customer of 
the UCC. This can create quality risks, but does not have to 
be a compelling disadvantage, as a UCC’s relatively high 
transport volumes can also lead to quality-enhancing learning 
effects and professionalization in general. 
Overall, it can be stated that disadvantages and risks are 
determined by a great variety of factors and are highly 
individual for each customer. It is assumed that 
considerations, as discussed above, are taken into account by 
the survey’s respondents and implicitly reflected in the 
results. An explicit investigation of disadvantages and risks 
may help to gain deeper insights. However, this would ideally 
require examination of a UCC’s specific business model 
which already exists or which is currently in its planning 
stage. This prerequisite was not met for the regional area 
under study. 
The work contributes to a practice-oriented understanding of 
the benefits of UCCs for freight forwarders and carriers. The 
significance of the results is limited by the approach, sample 
size and regional focus. However, results may be used as a 
sound starting point for customer-focused design of the 
services of future-oriented UCCs. A next step could be to 
have a more in-depth discussion with current UCC users. 
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Abstract—Long Russia-Ukraine war, never-ending fight 
against Covid-19, increasing political unrest, and tension 
between conflicting countries, have shed the light on the 
vulnerability of the Healthcare Supply Chain (HSC). This needs 
to be looked into with great importance, to be better prepared 
to handle any future uncertain situations. Although there is 
some research focusing on its sustainability, however the 
research focus on the social dimension involving practitioners in 
the healthcare setting is still scarce, especially in developing 
countries. In many developing countries in Asia, Healthcare 
workers (HCWs) face common social problems such as work 
compensation, employee engagement, occupational safety, social 
equality, mental health, and physical work condition. However, 
they are often neglected or given lesser attention. HCWs are 
considered to be one of the key stakeholders in the HSC because 
these individuals deliver the value of medical treatment and 
health services to the end users - the patients. The development 
of HSC performance can lead to the highest standards of safety 
for patients, and medical personnel in a sustainable manner. 
This study aims to identify the HSC performance measurement 
for Social Sustainability (SS) on the dimension of healthcare 
personnel. The Preferred Reporting Items for Systematic 
Reviews and Meta-Analysis (PRISMA) was conducted. The 
potential factors related to health workers for social 
sustainability have been identified and enrich the understanding 
of social sustainability in the dimension of healthcare personnel. 
The novel of HSC performance for SS is provided to 
demonstrate the factors that can enhance SS in developing 
countries’ contexts. Moreover, this study contributes to the 
Meta–analysis by analyzing existing research studies and 
proposing new future research opportunities in the healthcare 
supply chain: a sustainable model toward high safety and better 
quality of life for patients and healthcare workers 

Keywords— Healthcare, Supply Chain Performance, 
healthcare workers, COVID-19, social sustainability 

 

I. INTRODUCTION  
Long Russia-Ukraine war, never-ending fight 

against Covid-19, increasing political unrest and tension 
between conflicting countries, have disrupted and are still 
upsetting the global supply chain since 2020. Healthcare is 
one of the industries that has been critically impacted. The 
Healthcare supply chain (HSC) is the essential backbone of 
the healthcare industry [1]. HSC had never been smooth and 
stable in the past. Since the dawn of the COVID-19 
pandemic, it has further proven that HSC is indeed very 

fragile and can be disrupted easily by any crisis. This needs 
to be looked into with great importance, to be better prepared 
to handle any future uncertain situations.  Although there is 
some research focusing on supply chain and its sustainability, 
however the research focus on the social dimension involving 
practitioners in the healthcare setting is still scarce, especially 
in developing countries. In the HSC, Healthcare Workers 
(HCWs) are considered to be one of the key stakeholders 
because these individuals deliver the value of medical 
treatment and health services to the end users - the patients.  

In developing countries such as Cambodia, the 
healthcare sector is improving continuously since the end of 
the Khmer Rouge war in 1979 [2]. The improvements include 
child mortality reduction, maternal health improvement, 
decrease in the prevalence of HIV, Malaria, tuberculosis, and 
other communicable diseases. Moreover, the Cambodian 
government has made good progress with United Nations for 
Sustainable Development Goals (SDGs) by 2030. The World 
Bank addressed that Cambodia is upgraded from a low-
income to a low-middle-income country in 2016 due to gross 
domestic product significantly increasing and the number of 
people living in poverty having decreased dramatically. 
Although Cambodia has significantly shown those 
improvements, however, the outbreak of COVID-19 has 
affected Cambodia’s economy likewise other countries. The 
pandemic has reflected the vulnerability of HSC in 
Cambodia. Amid the COVID-19 pandemic, the neonatal care 
unit in Cambodia faced many challenges such as shortages of 
professional workforce and difficulty to access polymerase 
chain reaction (PCR) tests [3]. Similar to the global situation, 
HCWs in Cambodia also face common social problems, such 
as work compensation, employee engagement, occupational 
safety, social equality, mental health, and physical work 
condition [4], [5], [6]. However, they are often neglected or 
given lesser attention.  

 The pandemic has shed light on the vulnerability of 
HSC performance, especially on the shortages of resources. It 
has attracted scholars, executives, and policymakers to focus 
on the HCS factors for social sustainability. It is believed that 
the development of HSC performance can lead to the highest 
standards of safety for patients, and medical personnel in a 
sustainable manner. Therefore, the purpose of this study is to 
identify the HSC factors for Social Sustainability (SS) in the 
dimension of healthcare personnel in the context of 
developing countries.  

 

 



II. LITERATURE REVIEW 

A. Healthcare Supply Chain  
  Supply Chain in the healthcare setting can be described as a 
system of interrelated functions for the forward and backward 
flow of medicine, vaccine, medical supplies, medical 
equipment, and consumables to satisfy the clinical service 
provider who provides those services to the end users as 
patients [7]. Figure 1 illustrates the HSC process. The HSC 

is fundamentally related to the flow of information, products 
and services, quality, and materials [8]. The supply chain in 
the healthcare industry particularly in hospitals as mentioned 
by Supeekit et al., (2014) is the process that aims to achieve 
customers’ requirements. Customers as patients who 
normally receive clinical services such as diagnosis and 
treatment. The process of HSC is complex and comprised of 
various stakeholders from upstream to downstream [10].  

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

Figure 1: Healthcare Supply Chain process [14], [15], [16] 
 

 

During the outbreak of COVID-19, HCWs are at the 
forefront of the pandemic and fight against it to provide the 
service. They are exposed to hazards that put them at most risk 
of infection. According to various studies, the pandemic 
critically impacts the physical and mental health of HCWs 
[11]. The study addressed that the pandemic causes post-
traumatic stress disorder (PTSD) and burnout conditions in 
HCWs. The situation of COVID-19 among HCWs is a 
concern in many developing countries. Likewise, In Thailand 
COVID-19 database from the Department of Disease Control. 
Coronavirus disease showed that a female HCW infected with 
SARS-CoV-2 from her workplace was notified [12]. The lack 
of awareness of COVID-19 infection during work, the scarcity 
of PPEs during the peak of the outbreak and improper PPE 
wearing become the factors that impact to HCWs’ 
performance and pressure. Gómez-Salgado et al., (2020) also 
mentioned that it is essential to take care of the mental health 
of HCWs during the outbreak of the pandemic. The author 
addressed that HCWs who fight on the frontline against the 
disease should be protected, and the risk during work should 
be minimized by providing them with sufficient resources and 
support with up-to-date training. Developing HCS 
performance to support HCWs can lead to the sustainability in 
social dimension and leads to the quality of treatment, patient 

and personnel safety, and enhance the community healthcare 
system [13]. 

B. Social Sustainable in healthcare supply chain 
United Nation General Assembly addressed the idea 

of sustainable development as “development that meets the 
needs of the present without compromising the ability of 
future generations to meet their own needs” [17]. Nowadays 
the interest in Triple Bottom Line (TBL) is growing towards 
sustainability in HSC. It was first introduced in 1990, TBL 
concepts consist of three aspects of Environmental, Social 
and Economic [18]. Most of the previous literature focused 
on the environment and economy particularly in the COVID-
19 situation [19]. Jæger et al., (2021) studied and identified 
supply chain environmental bottlenecks that the 
organizations should concentrate the effort to reduce their 
challenges. There is also a study addressing the sustainability 
of Information and Communication Technologies (ICT) in 
healthcare settings. The ICT framework developed by Land 
et al., (2008) shows the classification of sustainability in 
different types i.e., resource, culture, management control, 
and physical environment. The study also shows that the 
COVID-19 situation creates room for developing an agile, 
flexible, and resilient supply chain system to maintain the 



economic and social sustainable process [22]. As 
organizations adopt supply chain management as a strategy, 
the necessity to deploy supply chain strategies with 
sustainability input becomes more and more intense [23].  

Social Sustainability (SS) is involved with the 
human side of sustainability [24]. The social system in the 
healthcare setting is complex and consists of various 
stakeholders. SS plays a significant role in enabling other 
sustainability dimensions. It is found in the study of  Mani et 
al., (2015)  that SS can significantly increase supply chain 
performance. The research shows the core dimensions of 
supply chain social sustainability such as equity, safety, 
health and welfare, human right, culture, and charity. [26]. 
The COVID-19 pandemic has indicated the vulnerability of 
global supply chain sustainability, many developing 
countries have been subjected to the same social 
susceptibility as economic downturn [19]. Sarker et al., 
(2021) examined the critical challenges to SS in the post-
COVID-19 era for the Bangladesh footwear industry by using 
the Best Worst method approach and proposed model to 
investigate the challenges of sustainable development goals. 
Ibne Hossain et al., (2020) identified the factors of the SS 
criteria concerning the healthcare supply network using the 
Bayesian network approach. Maghsoudi et al., (2020) 
addressed six collaborative networks that can contribute to 
developing a social sustainable-oriented healthcare system. 
From the study, it shows that collaborative networks, 
communication, and sharing of information are crucial to the 
performance of the healthcare system that can lead to 
healthcare sustainability.  

 
 
 

In Cambodia, even both the public and private sector 
are increased in the infrastructure and human resources in 
recent years but there is still a need for further investment. 
The study mentioned that most sick or injured people seek 
care from the private sector because they still lack of trust in 
public health facilities and professionals [29]. Moreover, 
Marimuthu and Paulose (2016) also studied the emergence of 
sustainability in healthcare, the study addressed the key 
factors for an operating process that consists of 
environmental concerns, patients’ needs, employees’ needs, 
and community concerns. The drivers for sustainability 
practices and strategies are discussed [30].   
 

III. KEY RESEARCH OBJECTIVES 
1) To identify HSC performance related to social 

sustainability in the context of developing countries 
2) To illustrate the novel model of HSC performance 

for social sustainability in the context of developing 
countries  

 

IV. RESEARCH METHODS 
The Preferred Reporting Items for Systematic Reviews 

and Meta-Analysis (PRISMA) was conducted in this study by 
searching the research in databases published over the past 20 
years (from 2002 to 2022) i.e., ScienceDirect, ResearchGate, 
IEEE, Emerald Insight, and Springer. The search terms used 
were “Healthcare, Supply Chain Performance”, 
“Sustainability”, “Social Sustainability”, “healthcare 
workers”, “healthcare personnel”, and “COVID-19”. Figure 
2 shows the PRISMA diagram of the articles included in this 
review.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: PRISMA diagram for supply chain performance for social sustainability concerning HCWs 

 



V. RESEARCH RESULTS 
The extensive search using the terms “Healthcare”, 

“supply chain performance”, “sustainability”, “sustainable”, 
“healthcare workers”, “COVID-19” and “social 
sustainability was performed. The Meta-analysis is 
conducted using a PRISMA flow diagram [31]. The 766 
articles, 6 websites, and 8 organization papers were 
discovered under 5 databases. Non-English and duplicate 
articles were eliminated after the screening process for the 

abstract. The articles were excluded (n = 462) if they are not 
relevant to supply chain and sustainability. The remaining 
articles (n = 95) were screened accordingly. In the final full-
text review, there were 22 articles, 3 websites, and 5 
organization papers. With the Meta-analysis, 3 aspects of 
social sustainability as Human beings, Society, and 
Consumer Safety and 12 HSC factors relevant to these 3 
aspects focusing on healthcare practitioners were discovered 
and presented in Table 1.  

 
 

 

Table1: Social sustainability in healthcare supply chain 
Aspect Factors Description Sources 

Human beings 

Health and Safety at 
Work 

Ensure safety of employees for physical and mental health and increase 
safe environment at the workplace to avoid any harms that may occur.  

[32] , [33], [34] 
,[35] 

Innovation and 
Technology 

Bringing in technology to support HCWs in their non-clinical activities 
so that they can spend more time with clinical tasks. Innovation in 
healthcare such as Telemedicine can accelerate the healthcare system to 
be more practical for providing sustainability in healthcare services.  

[4], [26] ,[36], [37], 
[38] 

Skill, Knowledge & 
Training 

It is much more challenging in developing countries due to a lack of 
resources and a weaker healthcare system. Transformative learning 
deals with these challenges and builds training and education in a 
sustainable manner. 

[37], [39], [40], 
[41], [42] 

Collaboration network The collaborative play the important role in a supply chain through a 
stakeholders’ outcome measure. HCS comprises of various 
participants, the contribution of each participant will lead to social 
sustainability and reflection in the health outcome improvement. It is 
proven that working collaboratively with a network of physicians can 
result in SS development. 

[28], [43], [44], 
[45], [46], [47] 

Society 

Job creation In Southeast Asia, the pandemic has led to an unprecedented economic 
crisis caused millions of jobs lost and company bankrupt. The healthcare 
sector is got a lesser impact on the unemployment issue but the issue of 
insecurity in safety during work, work overload, and exhaustion are 
obviously seen among HCWs. The investment in sustainable 
employment is a cost-effective way to deliver long-term, positive 
development impact. 

[48]. [49] ,[50], [51] 

Stakeholders’ 
satisfaction  

The key success factor in many industries is the satisfaction of 
stakeholders. It has been identified as crucial to create value in the long 
term. In healthcare settings, stakeholders’ satisfaction and engagement 
are very essential for quality improvement and drive the organization 
toward the ultimate goal of sustainable patient and personnel safety  

[52],[53], [54],[55] 
[56] 

Health education and 
system 

An increase in population well-being in the community is one of the 
sustainable goals for society as WHO mentioned. The ill health 
represents an economic expense to the nation and affects both 
educational attainment and productivity  

[25] ,[26], [35], [37] 

Corporate Social 
Response (CSR) 

As the studies mentioned about CSR in external and internal strategies, 
the internal CSR strategies have shown the directly linked to employee 
well-being, engagement, and job satisfaction. The external CSR 
strategies extend to the community and broader society and reflect the 
organization’s reputation and image.  

[26],[34],[57],[58] 

Consumer’s Safety 

Product Quality  Increase product quality to ensure safety and reduce the hazard incident 
from unqualified product  

[25], [26],[34], [59] 

Reliability The report of Joint Commission International addressed the illicit and 
counterfeit products including medical devices, medicine and supplies 
keep increasing in number due to less oversight and regulation by many 
countries. It is crucial to build and evaluate to strong reliability of HSC 
in order to ensure the safety of both patients and personnel and lead to 
sustainable manners in HSC for SS  

[25], [26], [60], [61] 

Product Safety  Failure of medical products due to inadequate testing and inspection 
may cause unforeseen incidents that may lead to life-threatening events 
for both personnel and patient.  

[23], [34], [35] ,[62] 

Awareness It is obviously addressed that awareness of safety measures is very 
important. The safety factors such as sufficient training, reviewed and 
updated protocols, working instruction and policies, and Standard 
Operating procedures (SOP) play an important role in HSC 
performance that stakeholders require to focus on.  

[34],[35],[63], 
[64],[65] 

 

 

 



VI. DISCUSSIONS 
The comprehensive exploration using the Meta-

analysis categorized SS into 3 aspects and identified 12 HCS 
factors relevant to HCWs under each aspect. The novel model 
is proposed in Figure 3 to illustrate the diagram of HCWs 
sustainability with HSC performance. It displays the factors 
synthesized from the literature under the healthcare settings 
context and under the uncertain situation e.g., the epidemic 
crises in the past, the first phase of the COVID-19 pandemic, 
resilience and recovery phase. The synthesis from various 
uncertain situations aims to ensure the model is adaptable in 
the post-COVID-19 era or in future crises.  

The proposed model shows the essential aspects that 
are unique to the healthcare industry, especially from the 
safety perspective. Physical and mental safety is displayed in 
the aspect of Human beings, for instance, HCWs' safety with 
low infection rate during serving the COVID-19 cases and 
managing the depression of HCWs after taking care of 
COVID-19 cases.  

      Product safety is also one of the crucial factors addressed 
in the Consumer’s safety aspect. The illicit, counterfeit, and 
substandard health products could harm one’s life and result 
in unexpected death. The implementation of sustainable 
HCWs for both Human beings and Consumers’ safety can 
lead to Society in a sustainable manner.    The COVID-19 
outbreak has affected the healthcare industry and various 
supply chain stakeholders.  It attracts many researchers to 
investigate the vulnerability of HSC. This model's 
contributions include identifying factors for HCWs’ 
sustainability. The model can provide greater insight into the 
issue of HCWs and reflect the essential aspects of the 
implementation of social sustainability. The model also aims 
to help the healthcare organization prioritize the factors 
relevant to areas it needs to address. Prioritization of 
important factors would help management to improve and 
execute strategies effectively.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: A novel model of HCWs social sustainability in healthcare supply chain 

VII. CONCLUSION 
Although many countries are able to cope and 

recover well from the COVID-19 pandemic situation. 
However, the uncertainties such as wars, natural disasters, 
and economic crises persist. The limited resources and 
difficulty to access public health across the country are still 
noticeably seen in developing countries. The aforementioned 
challenges have highlighted that healthcare system 
development must be focused on and accelerated especially 
in HSC. The HSC development can lead to social 
sustainability by improving the well-being of the employee, 
employee’s family, and broader to improve the well-being of 
the community and society respectively. In this study, SS 
concerning for HCWs and HSC factors have been explored. 
The novel model integrating the HSC factors for SS in the 
context of developing countries has been proposed. 

Moreover, this study shows the imperative of HSC factors 
that can lead to future research opportunities for social 
sustainability models in the healthcare setting in developing 
countries.  
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Abstract—The COVID-19 pandemic has accelerated the 
contactless adoption of contactless ordering, payment, and 
delivery for both businesses and consumers. In a technology-
savvy era, contactless delivery has emerged as an alternative 
and complementary to conventional delivery options. However, 
it is critical to identify the acceptance of these autonomous 
vehicle technologies for last-mile delivery. To explore the factors 
influencing consumer acceptance, seven proposed hypotheses 
were formulated and tested with a quantitative approach based 
on a stated preference survey. The survey instrument was 
created according to existing scales of the Technology 
Acceptance Model (TAM) along with customer concerns. 
Analytical results reveal that potential consumers in Singapore 
have a positive attitude toward the use of last-mile autonomous 
deliveries, where perceived usefulness, perceived ease of use and 
perception acted as the strongest predictor of intention to accept 
the last-mile delivery served by autonomous vehicles. 

Keywords— autonomous vehicle, last-mile delivery, stated 
preference survey, Technology Acceptance Model (TAM)  

I. INTRODUCTION 

Considering the rapid spread of COVID-19 regardless of 
borders, it has permanently altered the retail landscape with 
businesses shifting their focus onto e-commerce platforms to 
support contactless transactions to reduce the spread of the 
virus transmission [1]. With e-commerce on the rise, the 
demand for home deliveries will increase rapidly. However, 
how contactless delivery contributes to reducing human 
interactions in last-mile logistics amidst Covid-19 in the 
technology-savvy era becomes a major concern. Presently in 
Singapore, several contactless delivery options are available 
for recipients to collect their items without coming into 
contact with couriers, such as smart lockers or home delivery 
communicated by Apps without contact between deliverers 
and consignees. Even so, these collection methods 
nevertheless encompass potential health risks since either 
recipient would have to be physically there at the smart 
lockers for collection or couriers would have to be physically 
present at the recipient’s front door to drop off the parcels. 

With the current COVID-19 pandemic making social 
distancing the new normal, autonomous vehicles seem to be a 
resolution as they could essentially lessen the physical contact 
points in last-mile logistics by allowing couriers and recipients 
to complete deliveries without human interactions. 
Autonomous vehicles are capable of navigating around public 
spaces without human intervention during the delivery 
process. At the distribution centre, parcels, food and grocery 
orders can be stored inside the automated retrieval units of 
these delivery vehicles and granted access only to the correct 
recipients. This prioritises cargo security along with the safety 

of both the courier and recipient by eliminating the need for 
human contact from front door deliveries. Starship has 
completed two million last-mile deliveries by the end of 2021, 
using its autonomous robots [2]. 

Autonomous last-mile logistics has attracted interest from 
numerous researchers with some having strong growth 
projections of the autonomous last-mile service and 
foreseeing it to be the leading technology near future. 
Autonomous vehicles are likely to populate over 25% of the 
global market by 2040 [3]. The ultimate success of new 
technologies entering the market strongly relies on the 
acceptance of consumers [4]. Accordingly, this study uses the 
technology acceptance model (TAM) to preliminarily explore 
the factors antecedent to the acceptance of consumers in 
Singapore when using autonomous vehicles in last-mile 
delivery. Factor and correlation analyses are employed to 
evaluate the validity and reliability of the proposed TAM. The 
remainder of this paper is organised as follows: Section 2 
reviews recent research on applications and research of 
autonomous deliveries, followed by the antecedents of 
acceptance in adopting new technologies. Section 3 presents 
the data collection and the proposed TAM framework. The 
results and discussions are expressed in Section 4, while 
Section 5 shows the conclusions. 

II. LITERATURE REVIEW 

A. Applications of Autonomous Vehicles in Singapore 
Autonomous vehicles refer to driverless vehicles which 

are proficient in route navigation, parking, environment 
positioning and autonomously planning routes without human 
intervention [5]. The Society of Automotive Engineers 
categorised vehicle automation into six distinct levels. Level 
0 to 2 vehicles require the driver’s supervision to monitor the 
driving environment with driver support features, whereas 
Level 3 to 5 vehicles possess automated driving features and 
take over the driving task. While Level 3 and 4 vehicles will 
only operate if all required conditions are met, Level 5 
vehicles offer complete driving automation under all 
conditions [6]. 

The Singapore government mounted the city-state as a 
real-world laboratory and global testing bed for autonomous 
vehicles since 2010 [7], for attracting software developers, 
research scientists and promising autonomous vehicle start-
ups to develop and integrate autonomous vehicle technologies 
in the city-state. Moreover, authorities in Singapore have 
applied self-driving technology to public transport to 
overcome land and manpower constraints [8]. The country has 
been largely focusing on developing a Singapore Smart 



 

 

Mobility 2030 program on venturing into autonomous 
transport plans with autonomous taxis, buses, and shuttles [9]. 

Driverless technology had been widely engaged within 
Singapore’s hospitality sector, where driverless robots 
calibrated to move autonomously were employed to assist in 
daily housekeeping duties by delivering room amenities and 
in-room meals to guests [10]. Moreover, a significant 
productivity savings of 19.3 man-hours daily when two 
autonomous linen cart robots were deployed for housekeeping 
functions in smart hotels [11]. 

B. Antecedents of Acceptance of Last-mile Autonomous 
Deliveries 
It is always important to examine the factors influencing 

consumer intention to use the new services during the 
introduction of new forms of technologies [12]. Consequently, 
the question raises whether consumers accept last-mile 
autonomous deliveries as a new means of option to get their 
orders delivered. The expectation of consumers toward 
technology usage influences their acceptance level [13]. In 
terms of technology usage, the needed infrastructure to use the 
new technology can be said to be interrelated to the facilitating 
conditions. Facilitating conditions refer to a determinant of 
both behavioural intention and technology use [14], 
possessing a direct effect on actual technology usage 
considering the availability of the resources. 

Exploring antecedent fractures of acceptance is one of the 
most important issues when analysing the social behaviour of 
people. Some behavioural studies further comprise a 
perceived construct, which is widely used to model the 
acceptance of a variety of new information technology 
products and also to predict levels of usage [15]. Sheu [16] 
investigated the influences of quality, sacrifice, value, and 
satisfaction on favourable behavioural intentions and 
unfavourable behavioural intentions. There are two main 
constructs developed in TAM, namely, perceived usefulness 
and perceived ease of use. Research suggests that both are of 
major importance in determining which variables could 
influence user intentions toward adopting new technology. 
For example, perceived usefulness was a direct determinant of 
intention to use [17], and individuals are more likely to adopt 
new technology once they perceive it to be easy to use [18]. 

Kim and Kankanhalli [19] developed a model to explain 
resistance before a new system implementation by leveraging 
literature on the technology acceptance and resistance models. 
In addition to usefulness and ease of use, perceived value, 
indicating the perceived benefits an individual will enjoy from 
implementing new technology, and switching costs, referring 
to the adverse effects an individual would experience when 
switching from the status quo to new technology, were 
considered. The importance of risk as a key predictor of 
human behaviour can’t be ignored, as the effects of risk and 
uncertainty can’t be mitigated in supply chain management 
and information technologies [20]. 

Moreover, a financial outlay is crucial to implementing 
new technologies [21], as there is a strong association between 
price value and behavioural intention to use [14]. Delivery 
fees have a significant impact on consumer decisions in online 
retailing [22]. Analytical results revealed important delivery 
attributes affecting consumer preferences in online retailing, 
such as price, delivery speed and tracking capabilities [23]. 

The major concern of respondents with autonomous 
deliveries, for example, robots in its study, represents the 
perceived security in terms of theft or damage to the robot’s 
contents [24]. The survey findings revealed that among the 
pre-listed scenarios, including malfunctioning, navigation and 
safety issues posed by the delivery robots being raised, 
consumers were most concerned about their cargo being 
stolen during the autonomous delivery process. Half of the 
survey participants were not convinced of the safety of their 
products when delivered with autonomous vehicles [25]. 

Similar to parcel security, consumers are concerned about 
the threats to data security or privacy since personally 
identifiable information such as names, home addresses or 
contact numbers are transmitted between the control centre 
and autonomous delivery vehicles when delivering orders 
[25]. Couriers hold the necessary identifiable private 
information of the recipient and thus, both traditional and 
autonomous last-mile delivery face threats of misuse or abuse 
of information. Internet users are concerned about the 
appropriate use of their personal information as a data security 
breach would allow unauthorised access and use of 
consumers’ confidential information [26-27]. American 
International Group [28] sampled 400 Singaporeans and 
found that the security of computer systems plays a critical 
role in resisting their adoption of driverless vehicles. 

III. RESEARCH APPROACHES 

Technology acceptance means the choice of an individual 
to voluntarily accept new technologies. For successful 
implementation and utilisation of the new technology, the 
willingness of users plays a crucial role [29]. Due to the rapid 
development of new technologies in past decades, researchers 
have developed several models to explore users’ attributes for 
technology acceptance. In particular, TAMs have been 
verified multiple times to determine their effectiveness for 
many information technology-based applications. TAM 
originated from the fields of sociology and psychology, as 
well as the most frequently used model in various practical 
studies [20]. TAM is utilised to forecast the adoption of new 
technology among users and to highlight the potential 
problems of designing information systems before 
implementation. For example, scholars adopted the TAM 
framework to evaluate the acceptance of using artificial 
intelligence in customer services [30-31]. 

Fig. 1. The research framework 

In addition to the perception of introducing last-mile 
autonomous deliveries, a stated preference survey was 
developed to measure customer expectations in security and 

 



 

 

price concerns for the new technology which is not adopted in 
Singapore’s last-mile delivery. Constructs and indicators were 
developed based on literature to preliminarily discuss the 
acceptance of implementing last-mile autonomous deliveries 
in Singapore. Figure 1 illustrates the proposed constructs and 
hypotheses in this study. 

Table 1 lists the constructs and measurement items used in 
this study. The measurement items of these constructs are 
adopted and modified according to previous studies, and all of 
them use a Likert 5-point scales rating from “strongly disagree 
= 1” to “strongly agree = 5” 

TABLE I.  DETAILS OF MEASUREMENT ITEMS 

Construct Measurement item References 

Perception 

CP1: I have a generally favourable attitude towards 
using last-mile autonomous deliveries 

[32] 
CP2: I like the idea of using last-mile autonomous 

deliveries 
CP3: I find that an autonomous vehicle is more 

advantageous than delivery by a courier 

Usefulness 

PU1: Autonomous vehicles would be a useful means 
of delivery for my online purchases 

[33-34] 

PU2: Using an autonomous vehicle would allow me 
to receive parcels faster 

PU3: Using an autonomous vehicle to receive parcels 
would be much better than the delivery by a 
courier 

Ease of Use 

PEOU1: I think learning to use the autonomous 
vehicle would be easy for me 

[33] 
PEOU2: I believe autonomous vehicles are easy to 

use 
PEOU3: Interaction with an autonomous vehicle 

should be easy 

Expectation 

CE1: I expect difficulty in using the resources 
necessary to manage autonomous vehicles as it 
will be complex 

[14, 21] 
CE2: I expect the lack of knowledge necessary to use 

autonomous vehicles will hinder my acceptance 
of that 

CE3: The availability of support provided is 
unimportant to me 

Data 
Security 

DS1: Using autonomous vehicles would not lead to a 
loss of privacy for me as my personal 
information would be kept secured and treated 
confidentially 

[5] DS2: Using autonomous vehicles would not increase 
the chances that my personal information will be 
used for other purposes 

DS3: I believe that autonomous deliveries protect my 
privacy 

Parcel 
Security 

PS1: I feel secure using autonomous vehicles in last-
mile delivery 

[35] 
PS2: I feel that the autonomous vehicles have the 

safety measures in place to protect my parcels 
PS3: I feel confident that my parcels are safe with 

autonomous deliveries 

Price 
Sensitivity 

P1: The cost of delivery for my online purchases is 
important to me 

[21, 36] 

P2: I would less likely to use autonomous vehicles in 
last-mile if it costs more than conventional 
delivery options 

P3: I would be less willing to pay more to use 
autonomous vehicles as a delivery option if it will 
likely cost more than conventional delivery 
options 

Intention to 
Accept 

IU1: I am willing to accept autonomous vehicles in 
last-mile delivery 

[36] 
IU2: I intend to use autonomous vehicles when 

available in the future 

IU3: I would use autonomous vehicles when available 
in the future. 

 

This study employs a combination of voluntary response 
sampling and snowball sampling due to the current measures 
on minimising social contact. The survey invitation link was 
distributed mainly via WhatsApp, Facebook, and Instagram. 
The use of voluntary response sampling can help reduce the 
time spent searching for participants that meet the sample 
criteria. With the geographical project focus on Singapore, 
data filtering would be conducted to remove respondents not 
staying in Singapore to ensure the accuracy and relevance of 
the survey outcome. For the final survey, a total of 107 
effective responses were collected. 

IV. RESULTS AND DISCUSSIONS 

Confirmatory factor analysis and structural equation 
modelling were conducted by using SPSS 25. Table 2 
demonstrates all relevant estimates for the eight constructs, 
where the analytic results indicated that all of the standardised 
factor loadings possess a statistical significance of p<0.05. 

TABLE II.  RELIABILITY ANALYSIS OF CONSTRUCTS 

Construct Cronbach's Alpha 
Perception 0.80 

Usefulness 0.80 

Ease of Use 0.69 

Expectation 0.73 

Data Security 0.85 

Parcel Security 0.85 

Price Sensitivity 0.67 

Intention to Accept 0.89 

 

A Cronbach’s Alpha value of 0.70 is a commonly 
acceptable reliability coefficient, even though the value of 
0.60 – 0.70 is still acceptable [37]. According to Table 2, 
Cronbach’s Alpha value for most of the items ranges from 
0.67 – 0.89. The values further explain that these construct 
variables are valid as they were mostly above the 0.70 level, 
indicating strong scale reliability. 

Pearson’s Correlation Analysis was used to explore the 
strength of the relationship between the above-stated 
independent variables and consumer perception/intention to 
use. The results of Pearson’s correlation analysis have been 
illustrated in Figure 2. 

Fig. 2. Results of Pearson’s correlation analysis 

 



 

 

Akoglu [38] reviewed some literature and summarised 
reporting correlation coefficients along with associated 
strength. A coefficient greater than 0.7 refers to a strong-very 
strong correlation, while a coefficient ranging between 0.4 and 
0.7 means a moderate-strong correlation. It is a weak-
moderate correlation when the coefficient stands around 0.3, 
whereas a coefficient lower than 0.2 indicates a weak or 
negligible correlation.   

In dealing with the direct effects of consumer perceptions 
on intention to accept, the three relationships considered in 
H1, H2, and H6 are verified. From the results of Pearson’s 
Correlation Analysis, both the constructs of perceived 
usefulness (r=0.74) and perceived ease of use (r=0.43) have a 
significant positive relationship with consumer perception of 
autonomous vehicles in last-mile delivery. These results imply 
that consumer perception of last-mile autonomous deliveries 
will positively improve with greater effects of usefulness and 
ease of use perceived by the consumers. In addition, the 
consumer perception construct also has a statistically 
significant relationship (r=0.69) with consumer intention of 
acceptance for last-mile autonomous deliveries, thus 
supporting H6. The result indicated that consumer perception 
has a direct impact on consumer intention to accept 
autonomous vehicles, suggesting that TAM applies well in 
exploring the acceptance of last-mile autonomous deliveries. 

Regarding other customer concerns in the last-mile 
autonomous deliveries, only the construct expectation are 
moderately correlated to the intention to accept (H7) with a 
coefficient r=-0.28. Notably, the measurements proposed in 
this construct are all negative questions indicating difficulty, 
lack and unimportance, leading to the negative correlation 
between expectation and the intention to accept autonomous 
vehicles in last-mile delivery. It means users expect simpler 
and easier learning to adopt last-mile autonomous deliveries 
with available and appropriate support to facilitate their 
intention to accept the use of autonomous vehicles. 

However, the correlations between the expectation and 
data security, parcel security and price sensitivity (H3, H4 and 
H5) are weak, i.e., the concerns on data security, parcel 
security and price are not critical factors affecting the level of 
expectation. In fact, consignees might not put much attention 
to how their cargo is delivered if the risks in security are 
similar between last-mile deliveries conducted by autonomous 
vehicles and human couriers.  

V. CONCLUSIONS 

This is the age of empowered customers who demand 
more efficient and secure last-mile delivery by leveraging 
technologies. In particular, the COVID-19 pandemic makes 
social distancing the new normal where couriers try to 
complete deliveries with minimal human interactions with 
recipients. Using autonomous vehicles in last-mile delivery 
contains the possibility of addressing these requirements, 
providing more efficiently and securely contactless to-door 
deliveries. The development and implementation of a novel 
technology do not guarantee that it will be used and otherwise 
succeed. This study provides evidence that usefulness, ease of 
use and perception are antecedents to the behavioural 
intention of last-mile autonomous deliveries implementation. 
However, neither the correlated relationships between 
expectation and security nor the correlation between 
expectation and price sensitivity was observed to be 

significant during autonomous vehicle technology 
implementation. 

These conclusions offer some managerial implications. 
First, usefulness and ease of use are critical factors having 
indirectly positive correlations to the behavioural intention 
with an intermediate construct perception. This implies that 
the level of perception is likely to contribute to the 
specification and improvements of the intention to accept if 
firms improve the values of last-mile autonomous delivery 
systems perceived by users. Managers thus must make the 
learning of new technologies easier and clearer. Well-
developed instructions are helpful in ways that facilitate 
barriers and resistance to accepting autonomous systems. 
Secondly, companies that would like to improve the 
perception must pay attention to improving the usefulness of 
autonomous vehicles by making them more effective and 
complying with the last-mile delivery operations. Last-mile 
autonomous deliveries have the potential benefits to improve 
flows of physical goods, information and capital. However, to 
achieve the ubiquity of autonomous vehicles, which is 
essential for these benefits to be fully realised, increased 
awareness of the technology and interoperability across 
different networks. 

This study is helpful for a logistics organisation to 
efficiently understand how its users evaluate autonomous 
vehicle technologies in last-mile delivery and accordingly 
prioritise strategies to ensure smooth implementation of 
autonomous vehicle technology. However, there were some 
limitations. First, it has to be mentioned that autonomous 
vehicles are not yet reached marketability in the last-mile 
delivery market of Singapore, and a stated preference survey 
was employed. Consumers’ ability to justify autonomous 
vehicles’ benefits and challenges in last-mile delivery is 
limited and unclear. Second, due to the current pandemic and 
measures on social distancing, it was not possible to distribute 
the survey via other methods apart from through the Internet. 
Voluntary sampling brings a certain degree of the drawback 
of self-selection bias since not all volunteered participants 
might be relevant to the study. Moreover, the collection of 
survey responses was only able to reach out mainly to young 
and middle-aged adults. Notably, there were no participants 
aged 65 and above. All these elements played a part in 
affecting the distribution of the sample size. A larger sample 
size, with a relatively even distribution of different age groups, 
will likely contribute to a more meaningful and reliable survey 
result, as well as strengthen future research on consumer 
acceptance of autonomous delivery technology in Singapore. 
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Abstract— Due to the development of advanced technologies 
and capabilities of Industry 4.0, small and medium enterprises 
(SMEs) have been aroused in productivity enhancement, 
minimize cost and time consumption. Consequently, 
technologies and innovations were integrated depending on the 
industry 4.0 features and/or framework that have been adopted 
with SME 4.0. In this article, emphasizes to the guideline for 
formative explaining as well as focus the dimensional 
characteristics of readiness to approach Smart SME 4.0 using 
an application of the systematic literature review (SLR). The 
SLR was conducted according to the relevant keyword 
selections in which related publications were extracted. The 
number of mainly aspects by full-text analysis consideration 
have been attenuated from 5 to 3 aspects using unsupervised 
learning in machine learning (ML). An overall tendency was 
demonstrated by the dimensional reduction to clustering 
dendrogram which leads to Smart SME 4.0. The direction of 
data-driven enterprise can be accessed through the Smart SME 
4.0 idea after the formative upgrading is accomplished. 

Keywords— SME 4.0, Smart SME 4.0, Organization 4.0, IoT, 
Digital solution, Technology, Big data, Machine learning 

I. INTRODUCTION 

In the 4th revolutionary era, many technologies with more 
advanced capabilities passed through big data that can work 
with humans, machines, robots and artificial intelligence. For 
competitiveness and profitability, it is essential to develop 
digital capabilities. The manufacturing industry is also 
beneficial for the becoming-digitalization, including 
eliminating the recreation of models, cycle time reduction, 
costs, errors and improving customer satisfaction [1]. There 
are a variety of high-end technologies used in the 
manufacturing industry. The increasing efficiency of industry 
technology allows access to the collection and analysis of 
machine data. As a result, the Industrial 4.0 conception is a 
revolutionary productivity helping to drive economic growth. 
The Industry 4.0 characteristics/know-how build component 
to help the small and medium enterprise (SME) overcome 
uncertainties and cost fluctuation. 

SME specified into three topics based on company 
employees that have fewer than 50 persons and 250 persons, 
business profits that not more than €10 million and €50 
million and an annual balance sheet total that does not exceed 
€10 million and €43 million, respectively [2]. Similarly, the 
characteristics designation of Thailand's SME from 
announcement of the Office of SME Promotion in 2020 have 
been redefined on the basis of annual revenue and 
employment in order. Small enterprises refer to product 

manufacturing business which hire no more than 50 
employees and annual revenue does not exceed 100 million 
baht and business which are service providers wholesalers or 
retailers, hiring not more than 30 employees and annual 
revenue of not more than 50 million baht. Medium enterprises 
of product manufacturing hire 50 to 200 employees and 
annual revenue amounts between 100 to 500 million baht also 
enterprises which are service providers wholesalers or 
retailers hiring 30 to 100 employees and generating an annual 
revenue of more than 50 million baht but no more than 300 
million baht [3]. Hence, using 4.0 for SMEs is very necessary 
because it helps to reach the target such as development and 
implementation of industry [4]. 

Therefore, this paper aims to integrate technology and 
innovation depending on the Industry 4.0 features and/or 
framework that have been adopted with SME 4.0. It 
emphasizes to the guideline for formative explaining as well 
as focus the dimensional characteristics to approach Smart 
SME 4.0 using an application of SLR. 

II. RESEARCH METHODOLOGY 

A. Review Method 
The SLR has applied to review the studies published since 

2010. This method mainly contains the plan of database 
surveying, data collection and reporting article reviews [9]. 
This methodological research determined that involves the 
integration evidence reviews to extract the formation and 
neighbourhood dimension of Industry 4.0/SME 4.0 for 
synthesis environment to scope Smart SME 4.0. The structure 
review methodology divided the components of step 
processing as designed in Fig. 1. For this research, the 
publications had referred from the Web of Science (WoS) and 
Scimago Journal and Country Rank (SJR) database. The 
scope is on the year 2017 to 2021 and contains journals 
associated with MDPI, Elsevier, Springer, Taylor and 
Francis, Emerald, Sciencdo, etc that attracted keywords of 
SME 4.0 and Smart SME 4.0 (e.g., Tech, AI, Big Data, IoT). 
After all, the information is finished within database 
surveying. The raw data covers 236 papers, contained and 
removed duplicates that used in research are 124 papers. 
These are selected papers under sorting and performance 
using full-text analysis. 



 
Fig. 1. A schematics diagram of the structured systematic review. 

B. The Synthetical Smart SME 4.0 Characteristics Using 
Dendrogram Techniques 
According to, the 43 papers filtering succeed by means of 

full-text analysis. To identify especially impactful papers, the 
research technique was integrated by refer from 34 aspects 
that under associated with five dimensions [8] (ex. 
Organizational Resilience, Infrastructure System, 
Manufacturing System, Data Transformation and Digital 
Technology). These aspects were summarized using 
frequency of binary counting via the significant dimension 
score [9]. Subsequently, five categories consist of 34 aspects 
that have been preserved insert with considering thematic full-
text analysis of 43 papers. For reason of five dimensions 
compression, the thematic full-text extraction depicted 
popular relationship of each dimension, individual author 
attention and research approach as extraction effect and reach 
to the priority of dimensional compression. Equally, 
unsupervised learning of ML application by clustering 
dendrogram method was activated using 34 aspects. An 
agglomerative hierarchical clustering of Ward method 
developed by Ward [14], using Euclidean distance, 
dissimilarity among categories or even directly from interview 
or survey data. This method merges the two clusters that start 
from the smallest distance to merge and is present in equation 
forms as follows: 

 Ward(Si, Sj) = 
NSiNSj

NSi+NSj
d(CSi, CSj) (1) 

Where NSi  and CSi  represent the cardinality and centroid 
of cluster Si  while NSj  and CSj  represent the cardinality that 
same for cluster Sj, respectively. d(CSi, CSj) in function that 
return the Euclidean distance between centroid of CSi and CSj 
as show in equation (2): 

 d CSi, CSj  = ||Si-Sj||
2
 (2) 

This research applied the “linkage“ algorithm for 
dendrogram processing. A ready to use the python standard 
library from Scipy has been run [15], which configuration 
were as follows: method=“ward”, metric="euclidean" and 
truncate_mode=30. The evidence verdict of three clustering 
recognizes almost to equilibrium with reason of review 
aspects. 

III. RESULTS AND DISCUSSION 

An unsupervised ML was proposed [25] to approach 
Smart SME 4.0, starting with the descriptive analytics pass 
the thought-full text of 43 papers. The technique used 
dendrogram clustering so that the ML was regrouped for 
description of individual aspects according to Appendix I. A 
cause result, the dendrogram can be analyzed for dimensions 
of 34 aspects that have been regrouped by unsupervised ML. 
This research analyzed result through the dimensionality 
reduction with advice for applying 2D Euclidean distance 
[26] associated with the y-axis in Fig. 2. If the distance is low, 
it indicates that these characteristics are the same group. On 
the other hand, if the distance is high, it means characteristics 
will be different [27, 28]. In conclusion, some characteristics 
are not grouped.  

 
Fig. 2. The clustering dendrogram of 34 aspects relationship with each 
dimension occurrence data. 

The three groups identified can define the environments 
linkage in order of importance as shown in Table I. The 
approaching review tendency of Smart SME 4.0 presented 
three dimension and explained perusal following by 
individual of Manufacturing System, group of Data 
Transformation and Digital Technology and class of 
Organizational Resilience and Infrastructure System. The 
researcher proposes a rearrange the clustering dendrogram 
result where Blockchain Technology will be placed in cluster 
1. The priority is placed between Cybersecurity and 
Collaborative Robot. The aspects of Radio Frequency 
Identification belong to cluster 3 as priority is placed next to 
Information System and the last is Financial Resource and 
Investment, respectively. This paper attempts to reinterpret to 
achieve the proposing Smart SME 4.0 that cluster 1 is 
probably the dimension relevant to Digital Technology of 
how raw data is used [29]. Cluster 2 is the dimensions of 
Organizational Resilience. Once the raw data has been 
summed up and made clear, SMEs should take the 
opportunity to find new prescriptions, change goals or adjust 
to keep up to comply with the results of data analytics [30]. 
Finally, cluster 3 arises from an intercept that brings together 
many aspects of dimensions but it also appears to involve the 
data obtained from cluster 1 to implementing or guiding in 
Manufacturing System [31] to be within the control 
framework for maximum efficiency. 

  



TABLE I.  THE CLUSTERING ATTRACTS WITH ENVIRONMENTS 
LINKAGE  

Groups Cluster 1 Cluster 2 Cluster 3 

Aspects 
By 

Rearrange 

Artificial 
Intelligence 
Technology 

Business Model 
Supply Chain 
Management 

Data Acquisition 
Organizational 

Structure 
Information 

System 

Data Connected 
Business 
Strategy 

Radio 
Frequency 

Identification 

Industrial Internet Leadership 
Real Time 

Data 
Cloud 

Manufacturing 
Governance 

Real Time 
monitoring 

Digital 
Transformation 

Circular 
Economy 

Logistics 
System 

Cybersecurity Tracking System 
Predictive 

Maintenance 

Blockchain 
Technology 

Vertical and 
Horizontal 
Integration 

Customized 
Product 

Collaborative 
Robot 

Standardization Infrastructure 

Industrial 
Automation 

 

Machine 
Monitoring 

System 
Additive 

Manufacturing  
Data 

Management 

Data Analytic 
 

Human 
Resource 

    

Financial 
Resource and 
Investment 

 

IV. PROPOSED TO APPROACH SMART SME 4.0 

The clustering results suggest the Manufacturing System 
is the source of raw data in the factory for able to stock while 
IoT and sensor was installed with machine associated with 
online, offline channel and senser data have been transformed 
by digitalization depend on organizational flexibility. The 
information usability combination with C-level board is 
necessary to take action in real and/or near-real time for 
strategy and policy adjustment immediately. Also, the 
accurate of decision making depend on weigh the evidence 
from gather relevant information, i.e., updated the raw data, 
collected more information and improved the data collection 
from Manufacturing System. 

 
Fig. 3. The big data architecture for Smart SME 4.0. 

Thus, the formative characteristics of Smart SME 4.0 
should be structured based on Fig. 3. The purpose is to 
achieve maximum effect in the management of big data 
sectors with organizational resilience, administration and 
governance of large volumes. Big data is a challenge between 
volume and variety, including streaming data and other types 
of data created and updated at a high velocity as well as 

processing and managing big data is a complex task. The 
advantage of big data management is to help SME companies 
locate valuable information in large sets of unstructured and 
semi-structured data from various sources, for example, call 
detail records, system logs, CCTV, sensors for IoT, images, 
surveillance, traffic and social media sites. The big data 
environment is relational with databases that often combine 
data warehouses with big data systems. Cloud infrastructure 
is a flexible tool that can manipulate big data in ML, 
predictive analytics and other types of analytical applications. 
Finally, when Smart SME 4.0 can set up their systems, the 
goal of managing big data is access to a high level of data 
quality, accessibility for business intelligence and 
management strategies for information to enable more data-
driven decisions. 

V. FUTURE RESEARCH PERSPECTIVES 

A. Establishing of SME 4.0 Upgrading to Smart SME 4.0 
Based on the concept of the clustering effect attracts with 

environments linkage (see Fig. 2), the Smart SME 4.0 
approaching should be initiated from the which one is cluster 
should be developed in Table I and how should each aspect 
of the selected cluster be arranged in order of importance? 
This paper proposes the points of view as the decomposition 
in SME 4.0 dimensions environments to develop components 
and reassemble to reach Smart SME 4.0 based on the result 
of Table I. 

B. Impact of Trade Strength at The Community Level 

SMEs are like small cogs in the supply chain. If SMEs in 
each region cooperate by sharing data or agreeing to buy-sell 
certain types of data with each other such as logistics data, 
capacity data in transportation [32] and real-time monitoring. 
These may be useful to create sustainability at the community 
level. Therefore, the descriptive and diagnostic big data 
should be studied further via sharing systems in SMEs in each 
region. While the term “Smart supply chain management 
(SSCM) for SMEs” was defined by building cloud-based 
manufacturing, IoT, cyber-physical systems, augmented 
reality and artificial intelligence to lead SMART factory, 
SMART manufacturing, SMART warehousing and SMART 
production [33]. Also, SMART Logistics is another 
processing in the supply chain. To aim readiness to SMART 
Logistics for SMEs. The objective of this study is to propose 
and operationalize a maturity model assessment of SMART 
logistics for SMEs for highlight the use of data in the current 
phase of operational functions to IoT structural decision-
based activities. Selected examples of these IoT structural 
decision-based activities are electronic product code (EPC), 
radio frequency identification (RFID) and big data [34].  

C. Guideline of Update Knowledge and Self-Learning with 
Data-Driven Enterprise 

SMEs should also consider monetizing their existing data. 
Also, executives should have a vision of the power of the 
data-driven enterprise for business decision-making with 
ML/AI or analytics. For this reason, data-driven strategies 
should be linked for clear results in the department of finance 
[31, 35] (see Fig. 3). In the process of managing big data, 
senior management has to decide what data should be kept, 
what information can be removed and what information 
should be analyzed. The reason is to improve current business 



processes or provide a competitive advantage, especially the 
Chief Financial Officer (CFO). Moreover, these data types 
need to be categorized carefully to analyze sets quickly and 
efficiently and to present them through self-service Bi (tools 
of data visualization). We suggest researching more about 
soft skills for data-driven decision-making for individuals in 
the financial or economic departments and then taking the 
data from those decisions to create another business model. 

D. Usefulness of Financial and Trend Forecasting 

Information Systems make easily obtainable data from the 
supply chain, logistics operations, machine monitoring in 
manufacturing which can be used for efficient financial 
resource and investment design decisions. This strategy 
should be improved with cloud storage services with cluster 
service management software via NoSQL databases and/or 
SQL query engines which includes ETL processes, data lake, 
data warehouse platforms. The ETL processes are mini-batch 
loading of data from big data systems and it can be 
transformed later as needed or real-time that depending on a 
data view, self-service Bi, dashboard and ML/AI platform 
(see Fig. 3). Consequently, either data model or data view 
will help improve the dealing of products and services read-
time or near read-time between SME with SME or SME with 
supply chain even uniquely perspective of investment in 
advancing the business value involves the increasing 
complexity of manufacturing processes manageable [35, 36]. 
There should be a study in the size of a catalyst for the data-
driven enterprise for risk management and/or predictive 
investment between partners. 

VI. CONCLUSION 

As a comprehensive overall research topic, the start 
pointing explains the formative characteristics to reach Smart 
SME 4.0 from unsupervised learning in ML result. The 
method presented a big picture derived from smart 
manufacturing and maturity models [11]. When comparing 
with the readiness models that described in Industry 4.0 [37]. 
The result of study overlaps with the effect of the dimensions 
properties in this study. It is the consensus to improve and 
emphasize data transformation and digital technology. For 
organizations that want to access Smart SME 4.0, the 
researcher recommends choosing some characteristics used 
to fit the corporate style. It is not necessary to follow all but 
it must also consider the overall aspects that affect the 
environment and easy to adapt to the organization. If what the 
researcher has suggested is inappropriate for the current drive 
or against the current organization's policies, it may be 
supplemented with some indicators for define SME 4.0 
readiness [8] to reduce the aspect to be considered that 
organizations can make or adjust their advantages in 
Organizational Resilience and Infrastructure System [7]. But 
in our research, we would like to propose a result of ML as 
presented in the previous section, this research needs to be 
interpreted specifically with cluster 1. There are many 
interesting pieces of evidence that include an important 
dimension to approach Smart SME 4.0. The meaning of 
cluster 1 should be either data transformation or digital 
technology that involved AI Technology, Data Acquisition, 
Data Connected, Industrial Internet, Cloud Manufacturing, 
Digital Transformation, Cybersecurity, Blockchain 
Technology, Collaborative Robot, Industrial Automation, 
Additive Manufacturing and Data Analytic. We have an 

additional comment on Blockchain Technology because, 
according to this review, very few SMEs have applied or 
adapted to use this technology. The researcher sees that 
Blockchain Technology is a very important part of adapting 
to Smart SME 4.0 because of its properties. It can check 
where the data came from, recognize and identify those who 
use or modify data in the transaction of Blockchain. There is 
also a network to verify the correctness after the information 
is modified and no one cannot be able to intervene [38].  

Therefore, Blockchain Technology must be classified as 
a part of Cybersecurity. On the other hand, Blockchain 
Technology has not yet been implemented, entrepreneurs 
may look at it as a new matter that has not given many 
promises in the industrial engineering. Some organizations 
may think that when completely installing an Infrastructure 
system, there must be job Training, training for 
administrators, equipment, controllers which must be 
conveyed as lectures or laboratory. Therefore, learners must 
understand the system and transfer knowledge within the 
organization [39]. Sometimes an interview with the 
administrators, controlling chief or related persons is 
required. The organization should provide online courses or 
e-learning by modifying the method of working with the 
above-mentioned people by the asynchronous. This method 
may be suitable for some companies or SMEs who cannot 
directly recruit people to train because there are not enough 
employees. Based on the motion and time study theory, 
focusing on comfortable working is best for employees in the 
organization. These is best to inquire directly about problems 
or voluntarily from employees. 
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Abstract— In this digital era, vehicle GPS tracking has been 
implemented to improve the performance and efficiency in 
logistics industry where vehicle needs to travel across the land 
and countries from one location to another in order to deliver 
goods and services. Various data, including driver’s behavior 
and personal data, has been collected to use as a tool and catalyst 
to promote growth and enhance the logistic operational system. 
As a global trend of digital transformation emerges, countries 
around the world are setting rules and regulations on how to 
process personal data to protect data subject fundamental right 
and freedom. As a part of a growing economy, Thailand has 
implemented Personal Data Protection Act (PDPA), B.E. 2562 
(2019) which went into effect on the 1st of June 2022. PDPA 
brought a new set of rules to protect data subject fundamental 
right and freedom by regulating how organization process 
personal data. As vehicle GPS tracking collects personal data, 
PDPA is applied. Thus, organization with such technology needs 
to assess and determine the line of work in compliance to PDPA 
through legitimate interest assessment. 

Keywords— Personal Data Protection Act, PDPA, Vehicle 
GPS Tracking, logistics, legitimate interest, legitimate interest 
assessment 

I. INTRODUCTION  

Efficiently allocating resources and time are one of the 
main features that will promote any businesses. For logistics 
industry, effective transportation and logistics have become a 
valuable part in the logistics system. Technology, such as 
vehicle GPS tracking, is one of the tools that can be used to 
increase the efficiency of the operation and reduce 
unnecessary cost in order to increase the organization profit 
margin and create a sustainable business. With vehicle GPS 
tracking being widely used and affordable, logistics company 
can understand more about the activity of the driver, the route 
that has been taken, the time took to deliver goods and services 
and how the business can be improved. The technology can 
assist organization in fleet management operation and reduce 
transportation time and distance [1,2]. However, such 
technology can hinder the fundamental right and freedom of 
the data subject and cause and infringement of PDPA.  

II. PERSONAL DATA PROTECTION ACT 

PDPA is a new set of law that the Thai government decide 
to implement in order to promote data protection to data 
subject and align data protection act with other countries. It 
can be defined as a law that protect human rights and 
fundamental freedoms. The  European Convention on Human 
Rights (ECHR), an international treaty to protect human rights 
and fundamental freedoms, define human rights as 

“the right to respect for his private and family life, his 
home and his correspondence”. [3] 

Thus, invading personal space through personal data or 
using personal data as a marketing tool without the consent or 
permission of the data subject is equivalent to invading data 
subject fundamental human rights and freedom. 

By law, all organizations that handle personal data in 
Thailand are required to comply with the PDPA. Non-
compliance may lead to trade barrier from other countries and 
result in criminal penalty, civil penalty and administrative 
fine. Without the vehicle GPS tracking, logistics industry is 
one of the industries that involves processing personal data 
from data subject around the world, with personal data from 
clients, employee and partners. Furthermore, to secure a 
smooth operation, these personal data will be processed and 
circulate with other department within the organization and 
outside to suppliers and vendors to deliver goods and services. 
Hence, there is a risk in process personal data. 

III. DATA PROTECTION PRINCIPLE 

All organization should complied to data protection 
principle in order to demonstrate an accountability towards 
PDPA. The data protection principles include lawfulness, 
fairness and transparency, purpose limitation, data 
minimization, accuracy, storage limitation, integrity and 
confidentiality and accountability. 

Under the PDPA, personal data shall be processed 
lawfully, fairly and in a transparent manner in relation to the 
data subject. Lawfulness means that personal data must only 
be processed when data controllers have a legal ground for 
processing the data. For example, logistics company can 
collect the information of its clients to create a contract. In this 
case, the personal data is being process lawfully using contract 
as a legal ground. This enforces the data controller to limit 
when the personal data can be processed. In addition to being 
lawful, the processing of personal data must be fair which 
means that the data subject must know how their personal data 
will be processed. The logistics company can inform all data 
subject through privacy notice at the point where the personal 
data is being collected. Directly linked to fairness, the 
principle of transparency means that a controller must be open 
and clear towards data subjects when processing personal data 
by providing clear and easily accessible information. Thus, the 
logistics company needs to allocate channels for data subject 
to exercise their right such as the right to object or the right to 
assess their personal data. 



The data controllers must identify the specific purposes 
for which personal data is being collected and process. 
Therefore, the logistics company only can collect the data if 
there is a purpose. The company cannot collect as many data 
as possible without specific purposes. This will reduce the 
amount of data collected by the company and the company 
will only collect necessary data. Furthermore, the data 
controllers must only collect and process personal data that is 
relevant, necessary and adequate to accomplish the purposes 
for which it is processed.  

For every collection of data, the data controllers must take 
reasonable measures to ensure the data is accurate. An 
inaccurate data can give a misleading information and can 
create a negative cause to the data subject. If the delivery 
information in delivering goods and services is inaccurate, 
this can cause the delay in the delivery and cost the clients 
time and money. 

 In the face of data retention period, the data controllers 
must verify whether statutory data retention periods exist in 
relation to the type of processing. The personal data must not 
be kept for longer than necessary for the purposes for which 
the personal data is processed. Therefore, once the 
information is no longer needed, personal data must be 
securely deleted in the system. In protecting the personal 
data, data controllers must implement an information security 
policy framework to prevent from possible data breach and 
data leakage. To summarize, the data controllers must be able 
to demonstrate compliance to show its accountability to 
PDPA [4]. 

IV.  VEHICLE GPS TRACKING 

Vehicle GPS Tracking is a technology that track the 
movement of the vehicle, not the movement of a person. The 
technology has been deployed in business of all sizes in 
logistics industry mainly to secure the property of the 
company and to monitor the behavior and the activity of the 
employee. Such technology gives the data controller the 
actionable data to improve their operational system. With the 
track record of trip and the vehicle footprint, the organization 
can plan on the route to reduce the cost of fuel and time spent 
on the road. The GPS tracking data also help organization in 
increase the service performance by creating an expectation of 
arrival time. Furthermore, in the case of accident or robbery, 
this technology can warn the owner about such incident. Thus, 
it can be deemed as a necessary tools to help logistic industry 
flourishes. 

In Thailand, vehicle GPS tracking can be seen as 
necessary in comparison to other countries. According to the 
World Health Organization, Thailand has one of the most 
dangerous roads to drive in the world with about 20,000 
people die in the road accidents each year [17]. [18] believes 
that vehicle GPS tracking is one of the technologies that can 
reduce the road accident. With the large amount of 
information from the technology, the authority or the 
government can use the data to analysis the sudden break of 
the vehicle, the optimal speed on the road, rest area analysis 
and the starting and ending points of the vehicle. However, 
the information from the technology demonstrates a 
processing of personal data. 

Data gathers from vehicle GPS tracking includes personal 
data. Location data is considered personal data [5]. On the 

same hand, geographical information is a connector node that 
connects all data together such as consumer behavioural data, 
financial data and health data which can also be seen as a 
personal data. Without a proper data security, the information 
then can be used to form a direct marketing based on data 
subject location and behaviour causing the risk of fundamental 
human rights and freedom breach. Leading back to data 
protection principles, all data must have a specific purpose and 
limitation to how the data can be processed.  

For the vehicle GPS tracking activity, there are two legal 
ground that can be considered consent and legitimate interest. 
However, given the imbalancing of power between the 
employee and the employer, consent is not suitable. Hence, 
rejecting to give consent can cause the employee to loss their 
job or being treated unfairly in the workplace [6]. Thus, 
following Opinion 2/2017 [1], it is said that in the 
employment context the personal data process should be 
legitimate by legal grounds different from consent.  

 

V. LEGITIMATE INTEREST 

The legitimate interest can be is stated in Article 24 (5) 
that 

 
“ The Data Controller shall not collect Personal Data 

without the consent of the data subject, unless it is necessary 
for legitimate interests of the Data Controller or any other 
Persons or juristic person other than the Data Controller, 
except where such interests are overridden by the 
fundamental rights of the data subject of his or her personal 
data.” [4] 

 
When using legitimate interests as a lawful basis for 

processing personal data, the data controller must conduct a 
legitimate interest assessment (LIA) [7] and keep a record of 
it to ensure that the employer decision to process personal 
data is justify. By using LIA, the employer is demonstrating 
compliance in line with their accountability. 

 
In the Opinion 249/2017, it is outlined that the use of GPS 

tracking system must be assess on its necessary and whether 
the actual implementation complies with the principles of 
proportionality and subsidiarity [8]. Thus, LIA is designed to 
assist the data controller to decide whether or not the 
legitimate interest basis is likely to apply to such processing. 

VI. LEGITIMATE INTEREST ASSESSMENT 

To perform LIA, the data controller needs to be able to do 
three tests [9]: 

 

1) Purpose Test – the data controller needs to assess 

whether there is a legitimate interest behind the processing. 

This includes the reason for processing the data, the benefit 

for the data controller and third parties, how the process is 

complying with other relevant laws and in line with any other 

ethical issues with the processing. This test provides the data 

controller the checklist whether it is align to the data 

protection principle or not. 

2) Necessity Test – the data controller needs to assess 

whether the processing is necessary for the purpose the data 

controller have identified. This includes whether the 



processing of personal data is proportionate to the purpose, 

are there are ways to achieve such purpose without the 

processing of the personal data and can the data controller 

achieve the same purpose by processing less data or by 

processing the data in another more obvious or less intrusive 

way that comply to the data protection principles. In some 

cases, there might be other technology or method that can 

solve the problem instead of processing personal data. Thus, 

this test reconfirm with the data controller on how importance 

is the method. 

3) Balancing Test – the data controller needs to consider 

the impact on individuals’ interests and rights and freedoms 

and assess whether this overrides the data controller 

legitimate interests. This includes assess whether childen’s 

data is being process, whether the data subject can expect the 

processing of data, what is the impact of the processing on 

the people and what is the likelihood and severity of any 

potential impact. This test concerns about whether the 

processing of the personal data is not more than what the data 

subject expected and does not hinder their fundamental rights 

and freedom. 
 
Overall, the results from these three tests will assess the 

impact towards the data subject relative to their fundamental 
right and freedom and illustrate whether it is necessary to use 
legitimate interest basis instead of other legitimate ground.  

 
Furthermore, LIA involves evaluating and balancing the 

benefits between the data subject and the data controller, 
employee and employer respectively. The data controller 
needs to make sure that the processing of such data is 
beneficial to the human beings rather than the organization 
[10]. 

VII. LEGITIMATE INTEREST ASSESSMENT ON VEHICLE GPS 

TRACKING 

1) Purpose Test: The data controller wants to process the 

data to reduce costs and increase efficiency in the operational 

system. By installing the Vehicle GPS tracking, the data 

controller can optimize its resources, boost productivity, plan 

route, bolster security and prevent theft. Therefore, the third 

parties or the customers can gain cheaper and better services. 

Without the Vehicle GPS Tracking, there is a risk of losing 

the asset and fail to deliver the goods and services to its 

clients. This can lead to losing in business. 
There might be the risk of over collecting personal data, 

such as non-working hour and when the data subject uses 
the vehicle for private-use. This can be seen as profiling or 
monitoring of the data subject behavior. 

2) Necessity Test: By applying the vehicle GPS tracking, 

the data controller can locate where its asset is. The other 

alternative to the method of tracking is to track through other 

asset such as mobile phone or GPS tracking tag. However, it 

might not 100% locate the whereabout of the vehicle in the 

case where the mobile or the GPS tracking tag leave the 

vehicle.  
Another alternative to any tracking device is having the 

data subject or the employee to report on their location on a 
certain time or certain checkpoint. This allows the data 
subject to inform the data controller by themselves. The 

recording is not done automatically but manually. Therefore, 
there is a chance of not reporting the data. Furthermore, 
manually reporting might not be solution when the vehicle is 
driving out of the suggested zone or destination. The vehicle 
can be lost without the data controller knowing or being 
notice which can cause the company to loss out their assets. 

In collecting data, the data controller needs to ensure that 

only the location data is being collected to comply with the 

data ministration principle, only use the location data for 

ethical purposes to comply with purpose limitation, inform 

all data subject about the activities to comply with lawfulness 

and transparency and keep record of all activity to show its 

accountability.  

3) Balancing Test: Using vehicle GPS tracking will not 

harm the privacy of the data subject if other personal data is 

not being processed. The vehicle GPS tracking shall be used 

only during working hours and shall not be used during 

leisure time of the data subject. The drive of the company will 

be notified about the GPS tracking before driving and 

working for the company. 
Vehicle GPS tracking is widely used in the logistics 

industry. Therefore, it is something that all driver will be 
expected. In the case where the data subject wants to exercise 
their data subject right, the data subject can do so to the data 
controller and the data controller has the responsibility to 
response to the request and explain how their personal data is 
being processed.  

VIII. DISCUSSION 

Vehicle GPS Tracking has been deployed all around the 
world and in the place where data protection law has been 
enforced. In Spain, the Spanish Supreme Court states that the 
employer is deemed lawful to use the data from the GPS 
tracking if the employee is informed beforehand about the 
installation of the device, the vehicle is being used for working 
activities and the data collected by the device includes only 
the information on the movement and location of the vehicle 
not the behavior of the employee [11]. Similarly in New Jersey 
[12], the employee privacy law prohibits employers using any 
tracking device without written notice to the employee. This 
can be seen as non-transparent and the employee losses their 
right to be informed. 

On the other hand, in Austria [13], the Supreme Court 
concludes that the GPS tracking qualified as a control measure 
– can be defined as the systematic monitoring of an 
employee’s actions, conduct and traits by their employer. The 
employee (plaintiff) states that the employer (defendant) is 
invading his privacy causing emotional distress due to GPS 
tracking on the company car which the plaintiff uses during 
both in the on and off working hours. The defendant 
(employer) asserted that the employee knew about the GPS 
tracking and its purpose, the employee had agreed to its use, 
and the GPS tracking was necessary for an efficient fleet 
management and deployment of the employer’s resources. 
However, employees cannot validly consent to a control 
measure that violates human dignity, such as during non-
working hours. Thus, GPS tracking was unlawful. 

Overall, there is a limit to how Vehicle GPS Tracking can 
be implemented correctly. [14] suggests that: 

1) Vehicle GPS Tracking will only be implemented on 

the company’s asset and not use to track the employee; 



2) Vehicle GPS Tracking will only be used to collect 

location data and not the behavior of the data subject, only 

necessary information should be gathered; 

3) Vehicle GPS Tracking will only be activated during 

the working hour of the data subject and not operate during 

their non-working hour. It should be able to switch on and off 

by the employee after working hours; 

4) The data controller must inform the data subject about 

such activity, its policy, when and how the data subject 

should expect to be monitored and how the data controller 

will use and safeguard data collected. This will comply to the 

data protection principle of lawfulness and transparency [15]. 
 

In the event of disagreement or proof of assessment, the 
data subject can exercise its right to object the processing of 
his or her personal data. Article 32 states that 

 
“The data subject has the right to object the processing of 

their personal data. Therefore, once they exercise their right 
to object, the data controller needs to pause the processing 
their personal data and demonstrate the reason behind 
processing the data and what lawful legal basis they are 
using to process such data [4].” 

 
Therefore, the data controller needs to keep record of the 

LIA. Once the data subject exercise her right to object, the 
data controller can inform them about the LIA. 

 

IX. CONCLUSION 

GPS tracking is legal with some limitation to how the data 
controller processes the personal data. The data controller 
needs to keep in mind that there should be a limit to the time 
and location when tracking takes place to minimize the risk of 
monitoring data subject during their non-working hour and 
into their personal space. Furthermore, it would be best for the 
data subject to be able to switch tracking off easily when the 
employee is using the vehicle outside of their working hour. 

LIA is one of the tools that the data controller can used to 
assess the use of legitimate interest. Another tool that can be 
implemented to assess risk is Data Protection Impact 
Assessment (DPIA). DPIA is required by GDPR in some 
cases such as systematic monitoring or involve new 
technology. However, in Thailand, the PDPA does not 
expressly provide for DPIAs. However, Article 37(1) outlines 
that data controllers have a duty to provide appropriate 
security measures and review them when it is necessary, or 
when the technology has changed in order to effectively 
maintain the appropriate security and safety standards. 

In the case of data breach, each organization needs to have 
a breach response incident plan as stated in PDPA Article 
37(4). The PDPA states that data controllers and data 
processors must provide appropriate security measures in 
order to prevent the loss, access, use, change, revision, or 
disclosure of personal data without authorization. A personal 
data breach must be notified to the PDPC without undue delay 
and, where feasible, no later than 72 hours after having 
become aware of the breach. Therefore, each organization 
needs to be prepared for all circumstances. 

We believe that in the near future the Personal Data 
Protection Committee (PDPC) will announce more about how 
to assess LIA and the procedure to perform risk assessment or 
what other assessment needs to be done to comply with PDPA 
[16]. 
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Abstract—Currently, there is an energy crisis where the 
prices of global fuels are rising, especially natural gas. Natural 
gas is the main fuel used in electricity production in Thailand. 
Mainly, the cost of electricity is directly proportional with 
natural gas price. Preliminary studies have shown that coal 
power production will help stabilize energy prices. According to 
the readiness of the power plant, it found that the number of 
shift workers was insufficient to operate the coal-fired power 
plant. There were many retirees and the problem of damaged 
equipment. the method of digitalization has been applied to 
connect for human-to-human, human-to-machine and machine-
to-human interaction associated with the data ingestion based 
on the Cyber-Physical System (CPS) concept for real/near-time 
machine learning (ML)/artificial intelligence (AI) in workflow 
management. The development steps of the platform conceptual 
can be separated consisting of 3 main parts (1) Large data sets 
of unstructured and semi-structured data flow to data lake (2) 
Workflow for input determination to training ML/AI and mix 
rule-based together (3) Action showing the result which can be 
connected to web and mobile application. Operators can access 
all information and monitor and track jobs through the 
platform. Furthermore, the challenging problems can be 
designed and investigated by domain experts in a 
comprehensive production process with automatic alerts. New 
generation can work, confirm and troubleshoot according to 
standards-based processes designed from the information 
source gathered from domain expert and can be automatically 
checked using dashboard at any time.  

Keywords—Decision system, Digitalization, Digital solution, 
Data center, Knowledge management, Machine learning 

I. INTRODUCTION 
In 2022, there is an energy crisis where the prices of 

global fuels are rising but the float time value (FT) cannot 
fully adjust to the price. Therefore, the Electricity Generating 
Authority of Thailand (EGAT) must find a way to cope with 
this energy crisis. From the considerations, it was found that 
extending the lifespan of electricity generators from the Mae 
Moh coal power plant would help reduce the cost of 
producing electricity and help stabilize the overall energy 
price. According to the readiness of the power plant, it was 
found that the number of shift workers was insufficient to 
operate the Mae Moh coal power plant and there will be 
approximately 130 retirees between 2022 and 2026. There are 
also limitations in the technology used in this process as 
reliability from device issues. For example, the water flow 

malfunction in the water control valve is caused by different 
water-flow while pumping, blocking the water from being 
sent to produce steam. For repairs, 2 technicians, 1 of a 
control technician and 1 an engineer are required. In non-
severe cases, maintenance takes at least 24 hours, averaging 
approximately 96 man-hrs. In case of permanent damage, it 
is necessary to stop producing electricity to change 
equipment for at least 3 months. The above example causes 
the loss of auxiliary equipment and a high-pressure valve 
estimated to cost not less than 117 million baht. For Instance, 
there is a problem with the cooling booster fan blade. It is 
malfunctioning, unable to cool the system, or unable to 
remove fouling in the cooling pad by using high-pressure 
water. For repairs, 3 repairmen, 2 operators, and 1 engineer 
are required. By calibrating the angle of the propeller, it takes 
a minimum of 36 hours, around 130 man-hr. Another case is 
cleaning the cooling pad by removing fouling with high-
pressure water for at least 40 hours, around 142 man-hr. The 
total loss expense is approximately 1.95 million baht per day. 
In the example above, the presenter wants to show the loss 
incurred. The problems will happen again and create losses 
when the trouble-shooter doesn't know how to fix the 
problem, fail to check the root cause, has no knowledge of 
modifying spare parts for fixing, has no track work, causes 
gaps in working or failed to work. This problem may be the 
same or more. All problems take a long time to resolve or cost 
a lot of money due to the insufficient experience of the editor.  

Therefore, there are studies and developments in the 
application of technology in digitalization to solve the 
problems of the operation of the power generation and 
maintenance of the Mae Moh power plant. The objective is to 
reduce the burden of shift workers by using digital 
technology. There is the designing and development of a 
sustainable platform model that comes from the integration 
of a workflow system, ML and rule-based. The big goal is to 
solve the same problems that have arisen by using the 
notification system both preventive alerts and alerts when an 
incident is found. It also provides corrective guidelines for 
the trouble-shooter and a step-by-step way to find the cause 
so that the trouble-shooter can solve problems quickly. The 
trouble-shooter can work in an orderly, step-by-step approach 
without wasting time searching or using experience to solve 
the problem. All of this will help the organization reduce the 
wastage of work time, the number of personnel and costs in a 
meaningful way. 



II. RELATED WORK 

A. Digital Technology 
With the change of the era, technology and innovation 

have been used widely in large organizations. Each 
organization must focus on "how" to use it and "how" it leads 
to competitive advantages. Thus, it results in a study of the use 
of technology as a guideline for data analysis. Internet of 
things (IoT) and AI are popular in the topics of Industry 4.0 
[1]. It attempts to evaluate and identify the most effective 
ways to facilitate digitalization in the context of 
manufacturing. Concerning the business processes, 
management, IT management, production planning, customer 
services, marketing and distribution appear to be the processes 
with the most impact on the digital performance of companies 
to guide the efforts both in academia and in the field 
concerning the digitalization of SMEs. Not just the application 
of technology alone, it is also applied to manufacturing as a 
case study in Germany. According to the research, the supply 
chain is the center of all operational activity of every 
manufacturing company and a decisive factor in gaining a 
competitive advantage. By creating a digitization framework, 
there are eight factors that practitioners can use to determine 
the individual status of the organization. The framework for 
Industry 4.0 realization benefits the supply chain [2]. 

B. Manufacturing System 
At present, manufacturing systems work on progressed 

innovation that integrates the systematic process and laborer 
collaboration. Digitalization has induced solutions in many 
fields, including industrial/SME automation and production 
systems. Improve performance and efficiency such as 
human-machine interaction, collaborative robots and big 
data. The manufacturing industry is also beneficial for the 
becoming-digitalization and improving customer 
satisfaction, including eliminating the recreation of models, 
cycle time reduction, costs and errors [1]. For example, the 
technology and model of Industry 4.0 were adopted, 
developed and empirically tested within 38 manufacturing 
companies’ cases in Japan. They focused on the 5C’s 
architectures by following the cyber-physical systems (CPS), 
data conversion, cyber integration, cognition and self-
configuration. It bases on technology such as the IoT 
(machine-to-machine communication), the internet of service 
(machine-to-human communication) and the internet of 
people (virtual human-to-human communication) and CPS 
integrates the physical world of productions vertically [3]. 
For instance, the objective of the India case study is to 
prioritize Industry 4.0 elements. It is one of the elements of 
Industry 4.0 system integration identified as a “priority” 
strategic initiative that India will take action on. Industry 4.0 
implementation starts with digitization. After that, 
industrialization or integration subsequently continues with 
optimization. Indian manufacturing establishments indicate 
their preference to prioritize the industrial, for example, 
connecting machines and generating data analytics using IoT, 
cloud and big data [4]. 

C. Organizational Resilience 
Humans are indispensable in the manufacturing industry 

as their complexity increases in an Industry 4.0 context. It 
seems that the development of Industry 4.0 is not only 
bringing digital technology and innovation to help improve 
manufacturing or supply chain but also simplifying the 

sharing of information and knowledge among people at work, 
especially for Operator 4.0 [5]. The technology investigation 
effect on sustainable supply chain practices to improve 
organizational performance and lead to findings that revealed 
three dimensions of organizational sustainability 
(operational, environmental and economic performance) [6]. 
Moreover, the purposes are improving economic benefits and 
environmental performance, adapting the green practices that 
lead to reduced production costs and examining reliability by 
analysts. Similarly, the study in Italy aims to investigate the 
organizational implications of adopting Industry 4.0 
technologies, giving specific attention to operations to build 
upon a conceptual framework derived from the 
sociotechnical perspective that analyses the interconnections 
between technology implementation and organizational 
change [7]. Organization and Infrastructure Systems must 
work together with people - employees. It is also an important 
part of the production process. Those who play an important 
role in the development of the organization are not only high-
level executives but also all developing-potential personnel 
who want to develop the organization and make the 
organization successful in the future. 

III. RESEARCH METHODOLOGY 
The conceptual platform developed in this research is 

shown based on semi-structured interviews. This method was 
used to collect the data, gain appropriate insight into the 
current situation, achieve the predetermined target for 
information within time and budget constraints and minimize 
researcher and respondent bias [8]. A research team has been 
established to conduct internal surveys and find the real cause 
of the organization's problems related to each type of work 
and each group work. The survey will start from the most 
common and unresolved issues as raw data in the 
development platform on digitalization technologies. It will 
be a tool to create the active solution data to work with all 
aspects of the problem that personnel in the organization will 
face [9]. The research team set the following objectives: 

(1) Productivity: the main problem in the EGAT is that 
the same data set exists in multiple sources and it is 
impossible to know the most up-to-date source. Since it is not 
sure whether it is the most up-to-date data, the same data 
existed in the organization and resulting in data redundancy 
[10]. The next problem is storing new information. There are 
many formats to store data depending on storage capacity of 
each organization though it is the same data. It makes it more 
difficult to do data integration.  

(2) Process (Operation & Maintenance): the main image 
of the problems encountered is manpower and capacity 
planning. Planners need to know the income and expenditures 
on the enterprise resource planning system (ERP) to plan 
their work [11, 12]. The example is about operational issues 
such as ordering works without priority. So, the urgent work 
is unable completed on time but other unurgent work is 
completed first. Another problem is that experts in the 
organization are going to get retired. It results in the 
knowledge management system (KM) being difficult to use, 
no one will use it and no one adds data to the KM system [13]. 
Therefore, the knowledge of the retired professionals will 
disappear without being passed on to the new generation of 
employees. Low-experienced employees are unable to solve 
problems at the root cause level. Ways to solve the problem 



based on low-personal experience causing the same problems 
happen again. 

(3) Support: the problem in the support departments is 
similar to the problem of Productivity and Process. Data can 
be collected from many sources and it is impossible to know 
the correct data. Recording data about repairing is not 
collected in a systematic manner such as the use of machines 
and the number of machines working hours after the last 
servicing, maintenance documentation or specification 
machines. Sometimes, the maintenance cannot be done at 
efficiency level and it necessary to order new equipment or 
buy a whole new set of the machine. On the other hand, 
another work problem is that the department cannot follow 
up on maintenance work. It is impossible to track the time 
spent on maintenance in each step because there is no record 
of before and after processing. If source data is digital, the 
process of the input data to the KM system can be done 
automatically without wasting time filling in the information 
later [14]. The employees will not waste a lot of time at work. 

(4) Finance: most problems are related to planning and 
prioritizing when buying spare parts. It is impossible to plan 
the purchase of necessary spare parts because there is an 
inability to know the remaining budget and cannot access the 
recording of buying parts and the price. Most budget data is 
stored in the ERP system, but only some departments can 
access it. In a survey from the financial department, they 
commented that if the system of accessing the data is well 
managed, it will make the process of planning to be better. 

IV. ANALYSIS AND FINDINGS 
The researcher has collected, synthesized and categorized 

problems into three parts, obviously. The impact on each 
other is upstream, midstream and downstream [15] as 
demonstrated in Fig. 1. An upstream is a problem from 
financial matters that are the root of everything such as 
getting a budget, knowing the budget, expenditure and 
remaining budget, respectively. In addition, problems arise 
from the operations according to the routine of EGAT 
personnel with various systems, multiple data sources make 
the data source, not data governance or blockchain which 
provides a single source of data and directs its use. Midstream 
is a problem that is affected by upstream. It is not possible to 
determine the priority of each day, week or month's work. 
Every job has a flow, but there is no tracking, timer or capital 
charge for time-consuming work, especially maintenance. 
Also, there is no repair flow created in any method. The 
recommendations for damage-checking before repairing are 
not from reputable sources or using manuals to help guide 
repairs that will cause delays and affect the overall power 
generation system. Downstream is a problem caused by 
upstream and midstream. The problem solvers have to try 
each method using their experience to solve problems without 
expert advice. The data is not easily accessible when problem 
solvers need to know the remaining budget to repair the 
machine. Moreover, the detailed data on the replacement 
parts are difficult to access because the data is not saved or 
cannot be searched. Finally, the problem solvers gave up the 
idea of repair and switched to ordering new equipment or a 
whole new set of machines. 

Therefore, the organization's main problem is that there is 
no guideline for flow data and action tracking systems to 
automatically comply with the policy of C-level in the aspect 
of data visualization. The examples of data visualization are 

maintenance, ordering, investment calculations versus non-
profitable maintenance [16]. These data must be searched by 
multiple upstream organizations and held on until midstream 
will add data or follow guidelines. The information will be 
displayed to the downstream for decision making in due 
course [17]. 

 
Fig. 1. Illustrattive problem of upstream, midstream and downstream. 

 From the analysis of project problems of the system, it 
was found that the relationship between EGAT new 
generation developer and EGAT domain expert can bring 
knowledge from near-retirement personnel to teach to the ML 
system of the platform. The developed ML/AI will be able to 
learn and make decisions based on the ideas of experts. 
Recurring problems in the past can use the AI Platform to 
help guide and help prioritize. It also helps to track down the 
problem. 

 
Fig. 2. Show the problem in upstream, midstream and downstream. 

 Moreover, it is important for improving the community 
online portal by sharing all ML/AI to all departments within 
template format as presented in Fig. 2 to create organizational 
sustainability. Users from other departments can copy the 
shared ML/AI for other similar tasks without having to 
develop a new one. There is also a sandbox system available 
to designers who want to edit the sample data and test results 
before release to the main system. As a result, EGAT new 
generation developer can create ML/AI output in many 
formats, for example, displaying, advising, giving orders to 
those involved and data recording with meta-keyword or 
connecting to various systems. Moreover, it can also create 
dashboard for executives to see the cost reduction in 
operation and maintenance. 

V. DISCUSSION AND RECOMMENDATION 
From studying and collecting data to analyse problems 

and develop a platform to help solve problems. There are 4 
parts of pain points: Productivity, Process (Operation & 
Maintenance), Support and Finance. Problems will be 
designed and developed in the form of a sustainable platform 



and can be used to solve all current and future problems. 
There is a collaboration of new systems and technologies 
such as workflow systems, rule-based and ML/AI systems as 
shown in Fig. 3 which consists of 3 important parts, details of 
each part are as follows. 

 
Fig. 3. The development of AI decision making platform architecture. 

Part A is the part that receives data from different parts of 
the EGAT. The design and development will create a data 
lake to support all formats such as databases, API 
applications, files, structured data, unstructured data and IoT 
data. Information entered into the system must be agreed 
upon between the information provider and the recipient for 
data governance. 

Part B is the main part of the work. It is the part that can 
create the workflow and defines the input from the data 
source or data lake. Once a workflow is created, ML/AI can 
be generated through the interface provided for training 
ML/AI. Rule-Based can also be incorporated into this section 
to increase decision versatility and work accuracy in some 
case. 

Part C is the display action section. It can connect to the 
web and mobile applications can send APIs to commands 
through IoT devices. It can define various properties through 
the interface of the system by designing a sustainable concept 
and secure for the future. It will create a community online 
portal that will share all knowledge in a template format and 
can be applied to similar works. It has the following strong 
point: 

1. Able to create a new one by drag & drop (low & zero-
coding) without doing programming 

2. Able to choose a template created by the EGAT domain 
expert to use immediately 

3. Create your own rule-based and ML/AI from the 
available data without programming 

4. Can test on sandbox with virtual data and can mockup 
various scenarios to test it 

VI. CONCLUSION 
The viewpoint of the study provides an aim to develop the 

ML/AI system of decision making within the organization 
and also considers the composition of digitalization and 
human component. The first step is an interview to collect 
data about the needs, strengths and weaknesses of each 
department. Most of the problems related to humans to the 
machine are found after analyzing the interviews. So, the 
solution is clearing up the existing data and making it 

available to use. After the raw data was summarized and 
made clear. The manufacturing system was controlled 
depended on data flow to the decision-making system 
automatically for Productivity, Operation and Maintenance. 
KM system has been applied for both of domain expert and 
the new generation of employees to exchange experiences. 
The all information and track jobs monitoring can be 
accessed via operators while the notification was connected 
to web and mobile application. Consequently, information of 
a workflow system will help improve the dealing of products 
and services read-time or near read-time between department 
in organization with machine monitoring in manufacturing 
which can be used for efficient financial resource and 
investment design decisions. Furthermore, organizational 
culture will be revised by applying ML/AI techniques to 
management and operational decisions. Results will be 
assessed to improve ML/AI and let AI make decisions. 
Finally, executives should set guidelines to develop 
employee's potential and changes the way of working. It is 
best to focus on comfortable work for employees in the 
organization based on professional training, training for 
managers or online courses. Employees or workers have to 
understand the system and pass on knowledge within the 
department. 
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Abstract— On one issue of the industry 4.0 criterion, the 
electronic information exchange depended on 
manufacturing control functions. In other departments, 
enterprise functions should be transformed into digital. 
In the case of the food industry, the step of manufacturing 
operations management (level 3) has necessary action to 
upgrade business planning and logistics (level 4) as follow 
as ISA 95 standards. The issues contain mix-up and 
fragmented data from all departments within 
organization because data of supply chain management, 
manufacturing and facilities cannot link that data 
together. There is affected to lack data analytics for the 
board immediately. Thus, the digital platform of data-
driven and robotic process automation technology must 
be installed to bring data from all departments into one 
place by using a global cloud. The 5C architecture 
development for Industry 4.0 have been applied with the 
data ingestion concept to integrate information of all 
departments for initial investigation on exploratory data 
analysis. An analytics management was successfully to 
training machine learning for data-driven. While 
working standards that reduce the chance of human 
error, decrease unnecessary workload by using robots 
and allow employees to focus on other tasks that create 
value for the company. Robots will work in the whole 
production process 24 hours a day. The working standard 
in the office is paperless which reduces overall costs. 
Moreover, using real-time analytics allows engineers, 
managers, and c-levels to immediately know what is 
happening in the factory without having to hold weekly 
meetings of all departments. 

Keywords— Artificial intelligence Data-driven, Digitalization, 
Data ingestion, Robotic process automation 

I. INTRODUCTION 
Industrial 4.0 conception is a revolutionary productivity 

for drive the economy. The increasing efficiency of 
technology in the industry allows access for the collection 
and analysis of machine data. There are a variety of high-end 
technologies that used in the manufacturing industry. This is 
essential to develop digital capabilities for competitiveness 
and profitability and also the beneficently manufacturing 

industry for becoming digitalization enable including 
eliminating the recreation of models, reduction in cycle time, 
costs, errors and improved customer satisfaction [1, 2] 
However, customers still need to know the product quality 
information, green products, commitment of the company to 
environmental and social responsibility before deciding to 
purchase products [3]. Hence, companies would like to 
implement sustainability based on digitization that takes 
long-term improvement into consideration for overcome 
uncertainties and cost fluctuation.  

The case study company, focused on Thanakorn 
Vegetable Oil Products Co., Ltd. (TVOP), food industry in 
Thailand. The issue of criterion is assessing the readiness of 
entrepreneurs with the Industry 4.0 Readiness Index of 
Thailand. It aims to enable the factory to develop its potential 
to I4.0 comprising 17 aspects of 6 dimensions. The result is a 
score of 3.47 but the recommended criterion under the 
Thailand i4.0 Index is 3.75. It was re-evaluated with the 
Smart Industry Readiness Index (SIRI) from Singapore, 
comprising 17 aspects of 9 dimensions with a score of 3.19 
but the recommended criterion by SIRI was 3.40, 
respectively. Besides, TVOP's ISA 95 standards reported 
status of the factory that is currently in the step of 
manufacturing operations management (level 3) and the 
factory has necessary upgrade to business planning and 
logistics (level 4). 

As mentioned above, the board of directors has a policy 
to modify machines to save energy and use renewable energy 
to reduce environmental impact and reduce greenhouse gas 
emissions. It also promotes research and development and in-
house engineering design for elevation to international 
sustainability standards in accordance with sustainability 
certification such as GAP, FSC PEFCs, ISO22000, 
ISO14061 (SFM), etc. The goal of 23 projects is to reform 
within the organization with digitalization, investments in 
automation, digital to reduce costs, reduce processes, 
increase operational and production efficiency. It also invests 
in enhancing organizational efficiency in digital interfaces, 
reshaping information systems, transforming customer 
accessing and business models, presenting products, services 
outside of the traditional business network and looking for 
new partners in business. The aim of the above is to make the 
information available in end-to-end usable, fast, accurate and 



insights-driven is illuminated. Hence, 23 projects have been 
activated to apply for I4.0 within Automation and Network 
Technology (production/service, automation and smart 
facility), Smart Operation (IT/ERP for enterprise, production 
and enterprise connectivity), Digital Technology in 
Production and Enterprise Process (supplier and customer, 
product life cycle and market analysis). 

II. RELATED WORK 

A. Industry 4.0 
I4.0 is a management concept to improve the quantity and 

quality of products by using recent technologies. Information 
is exchanged and used by humans and machines [4]. All 
entities can identify and communicate through integration 
and can customize mass customization in manufacturing 
through IT [5]. There should be communication between 
products and equipment in the factory to drive production 
capacity. Products can be in the form of such as objects, 
devices and machines that are equipped with sensors 
including software for control via internet connection. The 
objective is to support industrial business processes to be able 
to work together and increase business networks related to 
Industry 4.0. It also requires multiple CPS which include the 
horizontal and vertical layers combined with important 
technology and applications [6]. The business value of 
Internet of Things (IoT) is greater than the device has 
recorded, specified by the number of devices such as sensors 
and microcontrollers to gather, share and analyze data to 
other devices. IoT technology can create new goods, services 
and business models. Second, the internet and appropriate 
communication technologies are included in the network 
layer. Thirdly, the IoT-based middleware layer contains a 
variety of functions, including platform portability, context 
awareness, interoperation, device management and security-
related duties. Fourth, the service layer contributes to 
Software as a Service (SaaS) and cloud storage. Fifth, the 
analytics layer processes large amounts of data to do multi-
cultural and predictive analysis. The user experience layer 
shares, disseminates knowledge to farmers and also 
facilitates communication [7]. The manufacturing 
organization can contribute to Industry 4.0 by improving its 
production plans [8]. Exchange and use of information 
provided by workshops allows for a certain degree of 
autonomy. Furthermore, technology is the most important 
part of cloud computing and mobile applications. It requires 
to reach market maturity while others such as additive 
manufacturing, robotics and augmented, virtual and mixed 
reality are still in their infancy [9]. It will also change to 
decentralized production planning and control, another 
highlight of Industry 4.0 [6]. 

B. IoT 
IoT applications will demonstrate real-time detection and 

execution capabilities, fast data transmission capabilities, 
facilitating remote production operations and communication 
with effective stakeholder communication [10, 11]. Cloud 
manufacturing and the IoT are connected but work focuses 
only on one task and uses another as part of the Technology 
Unit [12]. Using more sensors on physical products will help 
them to receive, process and communicate with humans and 
other physical systems. There have been many applications 

that use sensors as these sensors provide real-time 
information that can be used preventative maintenance by 
detecting the wear of the device. It can also monitor inventory 
to avoid out of stock, have better capacity planning and 
evaluate product usability and functionality [13] IoT products 
have a special identification number that specifies their 
origin, purpose and final destination. IoT is used to facilitate 
coordination with information flow coordination and 
synchronization. IoT-based CPS is used in smart 
manufacturing to enable recognition and access to a wide 
range of manufacturing resources [14], to connect multiple 
parties using social networks to promote open innovations 
[10], to improve the productivity of the microdevices 
assembly [11] and to manage dynamics in production 
logistics processes [12]. 

C. Cloud for Manufacturing 
Cloud manufacturing helps to build production networks 

of things, services, data and people over the Internet as part 
of the smart-networked world. Industry 4.0 and cloud 
manufacturing will have the greatest potential in the 
upcoming modern manufacturing industry [15]. Cloud 
technologies are widely used in Industry 4.0 to share 
information across company boundaries, to improve system 
performance reduce costs through online system [6, 14]. 
There was used in real-time production logistics 
synchronisation by combining production infrastructure on 
cloud manufacturing and IoT. A software control mechanism 
smart PLS control mechanism with multi-level dynamic 
adaptability has been enabled [16]. Additionally, the mobile 
service system as the third layer was integrated with the cloud 
computing technology and manufacturing device layers [4]. 
In this system, the manufacturing device layers are composed 
of physical devices such as a flexible conveyor belt, industrial 
robots and corresponding sensors which are connected to the 
cloud via the support of a wireless module. The 
manufacturing big data about customized manufacturing is 
calculated in the cloud to receive orders from customers and 
inquire about production information based on a mobile 
services platform. Finally, cloud-based smart manufacturing 
system for machining transmission was applied using 
advanced information and communication technologies such 
as cognitive agent, swarm intelligence and cloud computing 
are used to integrate, organize and allocate the machining 
resources [17]. With the increasing use of cloud computing 
technologies, storage optimization is needed. The use of flash 
memory is recommended with improved algorithms [18]. 

III. RESEARCH METHODOLOGY 
A qualitative method helps to better understand the 

experience of participants. It also helps to thoroughly explore 
areas that have not been researched, discovers relevant 
variables that can be used in the quantitative method and 
offers a comprehensive approach to study the phenomena 
[19]. Also, this method was used to collect the data, gain 
appropriate insight into the current situation and achieve the 
predetermined target for information within time and budget 
constraints and minimize researcher and respondent bias 
[20]. A research team has been established to explore and find 
the true causes of problems in organizations related to each 
type of work and work group. The information on 
complementary intangible assets of the corporate level is 



essential to the successful adoption of data analytics thorough 
survey instrument. Additionally, the measurement of IT 
systems within big, established corporations, analyzing their 
contributions to digital transformation and consider how they 
affect the caliber of data architecture that underpins technical 
co-inventions using data on legacy information technology 
and software systems at the establishment level [21].   

An explanation of research method infrared the similar 
way of conducting the interview's designing and apply the 
process in the same way. Each department of company was 
interviewed and asked to complete the questionnaire. The 
interview was partially categorized. Topics related to the 
provision of design and construction operation, service in an 
infrastructure were discussed. The interviews were related to 
the experiences and perceptions of basic information about 
infrastructure by employees and the complete digitization of 
the design process. Their statements have been carefully 
analyzed. The analysis of the interviews focused in particular 
on the personal experiences of each department with respect 
to organization workflow and routine operation process [22]. 
The survey will start from the most common and unresolved 
issues as raw data in the development platform on 
digitalization technologies. It will be a tool to create the 
active solution data to work with all aspects of the problem 
that personnel in the organization will face [23]. Phase of this 
research, 3 semi-structured interviews were conducted, 
followed by follow-ups via both of online video conferencing 
and onsite. Among the 44 interviewees from 16 departments 
of TVOP organization. The interview protocol consists of 
four sections: Infrastructure, Software, Data summarization 
and IT based system. To allows the interviewees to express 
their views and ideas and also the researcher to collect in-
depth information on topic as following Table I. 

TABLE I.  THE FUNDAMENTAL QUESTION TOPICS OF INTERVIEW 

Topics Questions Guideline of answer 

Infrastructure 
and networking 

Describe overall of 
computer server node 
networking and link 

of infrastructure 

The big picture showing 
the server or node and its 
purpose with the network 
lining in and outside the 

organization 

Local Server Details 
Server technology (VM, 

VDI), locations, OS 
license 

Cloud Server Details Server technology, 
branding, OS 

The Data 
Storage/Data 

Centre/Database 

Storage technology, 
branding, type of 

database 

Backup 

Type of data backup (full 
or increment), data and 

software backup, 
availability policy, 

backup on cloud or local 

Network and Security 

Network equipment, 
network topology, IoT 

network, cellular 3G 4G 
5G, LAN, Wifi, VLan, 

access point location, the 
covering area, the 

Topics Questions Guideline of answer 

security equipment 
(firewall), network policy 

(DMZ), network 
accessing in/out (VPN, 2 

factor authentication) 

Data 
summarization 

Method of summary Software and tools 

frequency of 
summary 

Real/near real time, 
depend on time 

Issue of summary management, evaluation, 
costing, etc 

Software 

Describe the overall 
software used in the 

company 

Software type, 
application and tools 

Users level Manager, operation, staff, 
etc 

IT based system Other IT system CCTV, sensor, monitor, 
etc 

Software for 
management system 

Software type 

IV. ANALYSIS AND FINDINGS 

The main plan of the organization's drive is the use of 
digital platform and robotic process automation (RPA). This 
is very important in reducing the burden by using robots and 
to help employees to focus on works for the company. It also 
reduces the chance of human error. The work was adjusted to 
paperless to reduce costs, can work 24 hours and increase 
work efficiency. Additionally, the scope of work should be 
contained of six sub-topics that is the weight scale automation 
platform (truck scale record) using optical character 
recognition (OCR) and license plate recognition (LPR) to 
assist in weighing trucks. Accounting must use workflow 
system to help in doing invoicing debit note and credit note 
on ERP system. E-Custom and Purchasing automation 
platform (PO creation) uses digital platform, RPA to help in 
documentation for export, import and create purchase order 
on ERP system which covering product that requires 
documentation. Production automation and Smart Bulk silo 
with IoT for tracking and product order creation IoT, RPA 
and workflow systems should be introduced to help extract 
data from machine processing systems, sensors to control the 
production process and create production orders at the ERP 
system (see Fig. 1). 

 
Fig. 1. The conceptual design indestion 

The researcher shows a detailed concept in Fig. 2 which 
describes the data ingestion as a guideline for the 
organization's adaptation to I4.0. It has to be designed to work 
into four components that are data source, data flow, data 
storage and data usage. Each part works independently, able 



to transmit, link data from the design and development of 
workflow systems. The data pipeline is used as a cloud server 
platform tool. It is the core of development until it is going to 
be reliable data which is stored in the refined zone and trusted 
zone. It is a database which is ready to connect to self-service 
BI via ODBC connector or used to develop ML/AI analytics. 
The concept of designing and managing a data-driven 
analysis that supports connections both internal and external 
organizations to cloud providers with enterprise security is to 
connect through cloud services, network security services to 
achieve access and the use of service information with 
username and password. Username and password give 
permissions for each user to access, manage and connect to 
data with single-sign-on (SSO). Management of data storage 
based on data lake and data warehouse. The organization 
should collect the TVOP data and external data into the data 
lake by using format of data and the data will be in a 
structured, unstructured or semi structure. 

Bringing information to the process Extract-Transform-
Load (ELT) starts with creating a data pipeline. ETL process 
development for various datasets must be fully connected to 
the data source. Then design and define the structure of the 
data to be imported into the system. The process of screening 
the data to make it clear is as follows: 1. Verify the data type 
and the data length to meet the requirements of the database 
structure 2. Check for nullable value 3. Check the range of 
data values 4. Check data value against standard values such 
as category code 5. Test the linking with other tables which 
are collaborative processes in the data lake, to verify that the 
key and foreign keys are related to the structure of the 
designed and defined data system. 

Datasets imported into the system should use object 
storage format as the primary storage in the data lake. 
Datasets are structured and partitioned into a directory system 
based on data sets and use partition techniques to divide the 
data into buckets. The column bucket is designed according 
to the characteristics of each data set. For example, data that 
has a date and time will use year or month-year as the 
partition or data distributed by category use category as the 
partition. The design of the storage structure in a data lake is 
made for efficient storage and quick detection. It may be 
considered to create a common index for datasets that are 
frequently accessed, require speedy processing and finally 
separate by zone according to the quality of the data such as 
either raw data zone or trusted zone. 

The data warehouse service (DWS) tool is recommended 
as a guide for a data warehouse to designing relational 
database systems, store filtered (query) and exploratory data 
analysis. The design of the data structure must be appropriate 
for each data set using the hierarchical structure model. It 
starts by defining the fact table that holds the most detailed 
data and defining the dimension table which is used to 
represent the meaning of the data values by storing data at 
different levels such as area, country, region, province, 
district, sub-district, followed by the name of various types of 
groups, product categories, and product name, respectively. 
The structure of this data warehouse stores reliable data. It 
also helps to support searching, filtering and processing. 
Moreover, it can be used to visualize data with BI software. 
DWS tools provide data services to external applications to 
use in exploratory data analysis (EDA) steps such as power 
BI, tableau, google data studios or provides applications from 
data analysts via python script or SQL application client. The 

data can be shown in the form of reports or dashboards. It can 
also use big data to analyze or develop applications such as 
SCADA, SIM, smart factory, smart manufacturing, smart 
renewable energy, smart logistic and smart marketing. 

The high level of architectural structures in the 
development of TVOP’s intelligence data-driven platform as 
demonstrated in Fig. 2 consists of 4 large groups. Data source 
import (hybrid methods) will have a structural design to 
support the connection of data from the factory data centre 
and cloud data centre in a hybrid format with RDBMS 
connected directly to the database. The Connector will be 
installed to retrieve the agreed upon. No SQL will import a 
database with an unclear format into the system which is 
flexible data. Files are stored to file storage on the cloud 
server and specify the index stored and saved to the file 
storage database for easy use. The data agent will take a small 
program to install on the target machine to retrieve the data 
and then send it to the system. It is suitable for databases that 
are not directly accessible or coded or are old-fashioned 
programs that cannot be modified to retrieve such as the 
fortan language programming that are still available but 
cannot be edited. IoT systems will bring MQTT protocols to 
send data in the necessary messaging format for many 
sensors. It is a very flexible system because it can be used to 
send point-to-point data or distribute data to other systems. 
External data is a method of importing data outside the 
factory by using the API method that has already been 
developed. If it has not been developed, it can use the web 
scraping method which is a way to extract various 
information from public web pages. 

 
Fig. 2. The data-driven platform architecture. 

In the development of data storage to be used as a tool is 
divided into 2 terms. The first part is the data lake. It is stored 
in text delimited or multimedia formats such as pictures, 
VDO, voice messages and logs. Object storage service (OBS) 
is a distributed storage system in file format and supports all 
file formats. It can also be used as a tool to access and search 
with SQL language. Relational database service (RDS) is 
used to store cloud-based relational data to support large 
amounts of data. It is flexible and can be customized, 
increased or decreased in size of space and processing units 
according to operating needs. Another part is the data 
warehouse that is processed through cleansing and ETL. This 
section is linked to a variety of data sources. Various data 
structures are designed before being stored in relational 
database systems which are designed for further use. DWS is 
used in relational databases that support data warehouse 
formats because they have the flexibility to scale, store and 
process. In addition, it can support heavy processing, support 
in-memory processing and suitable for data analysis with 
SQL language. The storage design of data storage is divided 



according to the data quality characteristics. The hierarchy is 
raw data, trusted zone and refined zone. 

Data usage development is the destination management 
of the platform to make it the most useful data by using 
information from 3 types of refined zones or trusted zones. 
The dashboard will be used as an external tool or program for 
specialized job analysis, reporting and integration of various 
information with other systems through the self-service 
business intelligence tool (e.g. business dashboard or 
operation dashboard). The data that is created and tested can 
be used to develop a web/mobile application such as a photo 
analysis program or OCR documents to forward data or store 
keywords or use it as a source for other RPAs of the 
organization. Enterprise data exchange is the sharing of 
information with agencies that are allowed to continue using 
corporate data by developing according to the principles of 
data exchange. There is an API service to hide important 
information, including opening data which is TVOP's data or 
web scraping but in a convenient format based on data 
security. 

V. DISCUSSION AND RECOMMENDATION 
In the development of a platform based on digitalization 

from the beginning of the user that coordination with the RPA 
system until the development of the system installation. This 
paper recommends as followed as in Fig. 3 that should focus 
on data governance and developing data in perfect form 
according to the organization's agreement to be stored and 
used conveniently. Data governance’s work will be the part 
before entering data storage. It will manage the connections 
of raw data from multiple sources and format and design ETL 
into large storage systems. It offers a variety of tools such as 
data cleansing, grouping, data types, catalog duplication 
monitoring and data protection such as encryption or masking 
sensitive data. 

 
Fig. 3. Overall architecture of intelligence data-drive analysis. 

After the data storage is saved, the data is processed in 2 
main parts: 1. Doing an insight of information. It’s taking 
insights from information to summarize what’s going on and 
helping to assume what can make it happen. After that, we can 
test or decide on the best solution to the problem before using 
the data to develop AI. 2. AI decision-making system. It is an 
AI training system development based on low coding and zero 
coding. It consists of 3 important parts: Position A, an AI 
developer who can choose a data set from data storage by 
setting a filter to get the right amount of data for AI training 
by using machine learning theory. Position B is the developer 
who can bring AI after being organized into workflows to 
apply the most accurate answers. Position C is the result of B 
which can execute visualization via APIs or URLs, execute 

machines or save values to run workflows or even as the 
beginning of RPA. 

VI. CONCLUSIONS 
The system can develop databases to support big data on 

cloud service systems to create business value through 
real/near-time processing and create effective decision-
making tools. AI development system design and 
development with low/zero coding capabilities. Workflow 
can customize a variety of algorithms to be the core for 
decision-making system tools. By having to support many 
AIs. Business intelligence is connected to data view as a 
result of the decision-making system. It will effectively 
display the results of management, planning, investment, 
development and expenditures with AI assisting in 
forecasting or anticipating executive decision-making. 
Platforms that support RPA development will have at least 
objection detection, OCR, LPR, automatic voice recognition, 
geo-location and fencing, face recognition and digital 
signature features. Organizations should digitize the business 
of products and services as much as possible starting by 
storing data and cleaning up it to make it ready to use. Finally, 
organizational culture should be adjusted to make decisions 
and start practicing ML/AI to make decisions. Results should 
also be measured to lead to more accurate ML/AI 
improvements (MLops). 
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Abstract—The paper presents an approach to understanding 
and accommodating customer requirements in terms of delivery 
service of the case study company.  Assuming that the delivery 
price is set too high, the paper investigates transportation 
management cost, delivery cost and price setting to see if the 
price can be reduced.  As a result, the delivery price adjustment 
can be made, according to the historical data.  This can increase 
customer usage as well as increase resource utilization of the 
company while the delivery price can be decreased by 1-34%.  
When the resource utilization and the delivery usage can be 
increased, the simulation showed an expectable increase in 
income by 6-17%. 

Keywords—transportation management, transportation 
management cost component, delivery cost and price setting 

I. INTRODUCTION 
Logistics costs in Thailand are exceedingly high, officially 

reported at 14.1% of Nominal GDP according to “Thailand’s 
Logistics Report 2020” by the Office of the National 
Economic and Social Development Council [1].  The high 
logistics cost affects the competitiveness of the country in 
today’s global fragmented supply chain [2].  Currently, in 
Thailand, logistics and supply chain management knowledge, 
technology accessibility, as well as performance, are limited 
[3-4].   

The issue has been a concern by the Thai government.  The 
counteractive policies have been deployed in several related 
government agencies.  The Department of Industrial 
Promotion within the Ministry of Industry is specifically 
assigned as responsible to leverage the logistics performance 
of the Thai industry.  One of the well-recognized examples is 
the factory logistics improvement project which is a 
continuously funded project by the department and thousands 
of factories in Thailand have been promoted [5]. 

Transportation and distribution management has long 
been a gigantic obstacle to Thailand’s industrial logistics 
development [6-7].  There are many attempts for improvement 
in cost, speed, reliability, and quality with several tools and 
concepts and yet there is still room for improvement [8-9].  
Looking beyond organizational performance, customer 
satisfaction is also targeted [10-11]. 

The paper presents a recent successful case study of the 
factory logistics improvement project in the year 2022 where 
the case study concrete fabrication factory participated in the 
project.  Among many facing problems, the company wished 
to increase customer satisfaction and increase utilization of the 
company resource.  The following presents an approach to 
understanding and accommodating customers, focusing on the 
delivery service provided by the company.  In the current 
situation that the customers do not clearly convince by the 
delivery price of the company and choose other LSP to 
perform the task.  The paper then investigates the company’s 
transportation management cost, delivery cost, and rate setting 
to see if they can be adjusted to satisfy customers’ 
requirements for this service. 

II. THE CASE STUDY COMPANY 
The case study company is one of the largest fabrication 

plants of precast concrete products in Northern Thailand.  The 
products include plank slab, hollow core slab, post-tension 
system, concrete piles, reinforced concrete box culvert, etc.  
The sales of the company are over 300 million THB/ year. 

The following summarized key information of the case 
company’s supply chain, including inbound, production, and 
outbound activities. 

 

 

 

 

 

 

 

 
Fig. 1. Supply Chain of the Case Study Company 

Inbound 
The supply chain of the company is uncomplex (see 

Fig.1).  There are 4 main raw materials for production, i.e., 
cement, sand, natural gravel, and steel wire.  Sand and gravel 
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are mostly from nearby sites.  There are 5 trucks incoming per 
day for each material.  Cement and steel wire are from rather 
far sites, e.g., in central Thailand.  Cement and steel wire are 
delivered 2 times per day each.  All incomings are insourced 
as the company uses 5 18-wheelers own fleets to pick up the 
materials from the suppliers.  In total, more than 1,000 cubic 
meters of raw material are used for production daily.   

Production 
The production processes and complexity vary from 

product to product.  For example, hollow core production 
processes include, preparation of casting beds, prestressing, 
concrete batching and distribution, casting, detailing, curing, 
detensioning, cutting, stripping of beds, and storage. 

For the case of the plank slap production, it requires 2 days 
from raw material issuing to the finished product warehouse 
receiving.   

The size of the finished product warehouse is 4.7 acres, 
located around the production facility.      

Outbound 
Due to the very high density of the products, most 

customers are the close-by construction sites.  70% of the 
customers are within a 50 km radius of the plant.  The plant 
provides a delivery service as well as an installation with the 
in-house fleet.  There are 3 6-wheeler/6.5-ton trucks, 9 10-
wheeler/13-ton trucks, and 5 18-wheeler/23-ton trucks. 

However, despite the company-provided delivery service, 
only 40% of the sales order are included with the delivery.  
The other 60% are sales orders without delivery service.  This 
raises the question of why most customers do not use the 
provided service.  The first observation is if the delivery rate, 
time, or quality of the service is not competitive with other 
LSPs.   

III. PROBLEM IDENTIFICATION 

Transportation Management Performance Assessment 
To identify the problems or opportunities for 

improvement, the Industrial Logistics Performance Indicators 
(ILPI) [12-13] are used here.  Focusing on the transportation 
management perspectives, there are 3 ILPI indicators related, 
i.e., Transportation Cost Per Sales (TCPS), Average Delivery 
Cycle Time (ACDT), and Transportation DIFOT Rate 
(TDIFOT).   

The diagnostic showed that the company has TCPS at 
7.72% per sales.  ACDT ranged from 0.25 to 7 days with the 
average ACDT at 1.25 days.  TDIFOT of the company is at 
99.8%.   

Here, compared with the Thai industry average [13], it is 
found that the transportation cost of the company is relatively 
high, when compared to the average TCPS of the Thai 
industry which is 3.80%.  The delivery cycle time of the 
company is consistent with the Thai industry average ACDT 
at 1.26 days.  TDIFOT of the company, on the other hand, is 
comparatively high whereas the Thai industry average 
TDIFOT at 87.59%.  

The finding is also aligned with the second performance 
assessment tool used to diagnose the company, The Supply 
Chain/ Logistics Scorecard (LSC) [14-15].  The self-
assessment LSC shows that the company is weak in logistics 

cost management, especially transportation management 
activity.    

Here, the focus of the study is then on the transportation 
management cost, which is the baseline cost for the delivery 
price that is offered to the customer. 

Transportation Management Cost Structure 

Focusing on transportation management, the cost structure 
normally comprises 3 main costs, i.e., terminal cost, linehaul 
cost, and capital cost [16].  Where terminal costs are costs that 
are related to loading and unloading, the linehaul costs are a 
function of the distance of the transportation.  The capital costs 
are the physical assets of transportation, including 
infrastructures, terminals, and vehicles.  

For the case study company, the terminal costs are mostly 
labor costs.  It carries 19% of the total TCPS.  For the linehaul 
cost, 35% are petrol and 22% are maintenance costs.  Capital 
cost is the depreciation of the fleet at 19% and other related 
cost (e.g., registration and insurance) at 5% (see Fig.2).   

 

 
Fig. 2. Transportation Management Cost Structure of the Case Study 

Company 

Currently, the company uses its own fleets and labors.  
Thus, if considering as the fixed costs, i.e., terminal and 
capital costs, there is 43%.  The variable cost is 57%.  Here, 
the fixed cost is relatively high, compared to the variable cost. 

Delivery Cost and Price Setting 

Currently, the company set the delivery price based on the 
delivery cost.  Where the cost is divided into terminal cost, 
linehaul cost, and capital cost, the cost components vary from 
truck size and distance of delivery.  Terminal and capital cost 
is based on activity and resource required per truck utilization.  
Linehaul cost varies with the distance and is mapped into the 
delivery zone.  Delivery zones, provided by the company, 
cover distances from 15 km., 25 km., 30 km., 35 km., …, and 
300 km.  Fig.3 shows an example of the cost structure for a 6-
wheeler truck in zones 15-50 km. 

 
Fig. 3. Cost Structure of Delivery Services – 6-Wheeler Truck – 15-50 km. 
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The company added 20% to the cost as the company’s 
profit.  As the cost varies from truck size and distance of 
delivery, the company has set a price list, offered to the 
customers.       

IV. INVESTIGATION 
Cost Investigation 

The cost structure is then investigated.  Where at first, the 
linehaul cost was determined using the maximum distance 
within the zone of delivery.  The company provides service 
with the price and cost that are based on the zone of delivery, 
calculated by the distance from the company.  However, the 
historical data for the previous year shows that the average 
delivery distances are less than the maximum.  For example, 
the average service distances of 6-wheeler, 10-wheeler, and 
18-wheeler trucks in zone 15 km. are 10.08 km., 9.77 km., and 
7.3 km., respectively.  Thus, the first investigation is that the 
linehaul cost can be overpriced.   

The second investigation is based on the fixed cost where 
the utilization rate of the fleet and labor is currently at 45%.  
This cost was shared and allocated to the delivery cost.  This 
results in high depreciation and labor cost per delivery trip.  
Here, if the utilization rate can be increased, the depreciation 
and labor cost per trip will be dropped and the delivery cost 
can be reduced.   

Competitor Price 

 Investigating other LSPs as the direct competitor of the 
company’s delivery service, it can be found that LSP offered 
10-15% lower delivery prices than those of the company.  
There are many possible reasons for this, e.g., the LSPs do not 
include Value Added Tax (VAT) in their service.  Also, LSPs 
are likely to take lower safety factors in transportation.  Thus, 
they can offer more tonnage of delivery per trip.   

V. RESULT SIMULATION 
Price Adjustment 

 Based on the cost investigation, it is interesting to see if 
the price can be decreased and how much, according to the 
average real distance.  After careful calculations, some zones 
are exceedingly overpriced, especially the close-by zones, i.e., 
zones 15 km. and 25 km., at 40% and 21%, respectively.  And 
for the past year, 20% of the deliveries were within this 25 km. 
distance.  The further zones are stepped with 5 km.-
advancement, and they are relatively reasonable, with a 
different rate between 1-8%.  50% of the deliveries were 
within 50 km. distance.  Fig. 4 illustrates the distribution of 
the deliveries in the year 2021. 

 
Fig. 4. Distribution of the Deliveries in the Year 2021  

 Here, with an add-on margin, the delivery rate can be 
adjusted by 1-34% (see Fig.5) and the new price list can be set 
accordingly.   

 

 
Fig. 5. Price Adjustment Possibility 

Sensitivity of Price 

 Whilst the income will be decreased due to the delivery 
rate adjustment, the cost, on the other hand, can be assumed to 
be reduced.  Focusing on the cost component of the delivery 
service, the investigation showed that the majority of the 
terminal and capital costs are based on truck and labor 
utilization.  Today, the utilization rate is only 45%.  The 
further calculation is aligned with the company’s customer 
survey on price sensitivity.  Where all customers prefer to use 
the company delivery service if the price is competitive.  It is 
interesting to see if the resource utilization can be increased 
with the same fixed cost but the cost per trip is reduced.        
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 Here, the Monte-Carlo Simulation engine [17-18] is used 
to explore the possibilities of such cases.  The most likely case 
is if the utilization of the resource increases by 30%.  The 
simulation is bounded with the worst and best cases, an 
increase of 15% and 50%, respectively.   

 The income is then simulated based on the assumptions 
above.  The result shows that the scenarios are preferable 
where the income can be increased from 7-32% for the case 
of 6-wheeler (see Fig.6).  The most likely causes are the 
increase of the income of 17%, 15%, and 6% for 6-wheeler, 
10-wheeler, and 18-wheeler trucks, respectively.  

    

 
Fig. 6. Income Possibilities with 3 Scenarios – 6 Wheeler Truck 

VI. DISCUSSION 
 The paper illustrates how a company can strategically 
improve its service to the customer without losing income and 
profit.  By deeply investigating the transportation 
management cost, delivery cost, and rate setting, the delivery 
price adjustment is possible.  Such strategy can increase 
customer satisfaction and increase utilization of the company 
resource. 

 However, with the current uncertainty of Thai petrol price, 
the strategy is very sensitive and therefore is pended by the 
company.  As the data in this study was based on the current 
government subsidy program, Thai diesel prices are currently 
ceiled at 35 THB per liter.  Yet, the program will soon expire.  
It was expected that Thai diesel prices might go up to 30% of 
the current price, without any subsidy program.    

VII. CONCLUSION 
 The paper preliminarily investigates the logistics 
management performance of the case study company using 
the Industrial Logistics Performance Indicators (ILPI) and 
Supply Chain/ Logistics Scorecard (LSC).   It is suggestive 
that the transportation management cost of the company is 
quite high and uncompetitive.  As a result, the customers tend 
not to use the company-provided delivery service due to the 
high price.  Then the transportation management cost, delivery 
cost, and rate are investigated.  The cost structure is revealed.  
The study showed the possibility of cost adjustment where 
currently the cost is considerably high and is not set according 
to the real situation.  The linehaul cost is overpriced.  The 
resource utilization rate is low.  This, the price adjustment is 
simulated, and it is found that the delivery rate can be 
adjusted by 1-34%.  And if the lower price can increase 
customer usage of the service, the simulation showed positive 
outcomes within the scenarios of interest.  The income can 
increase by 6-17%. 
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    Abstract—The rapid growth of Thailand's agricultural 
industry causes the use of agrochemicals, which are dangerous 
goods (DG), to increase rapidly through imports from abroad. 
Those agrochemicals are beneficial for increasing yields and 
destroying, insects, and weeds but the packaging is not 
environmentally friendly. However, if farmers use careless and 
lack effective management, it will directly affect their quality 
of life. From the aforementioned issues, the dangerous goods 
logistics management throughout the reverse supply chain, 
especially transport and storage activities are therefore 
important. This paper proposes qualitative research on 
agrochemical reverse logistics management focusing on 
packaging as dangerous goods for a sustainable agriculture 
ecosystem in Thailand to improve farmer and community 
quality of life. The results of this study demonstrated the 
extractive factor through a systematic review by meta-analysis 
to obtain the compositions of factors in sustainable reverse 
logistics of DG management that can apply in practice 
appropriate to the Thailand context. 
 

Keywords— Reverse logistics, Agriculture chemical, 
Agrochemicals, Dangerous goods, Agrochemical Packaging  

 

I. INTRODUCTION 

The use of pesticides in Thailand ranks 7 th in the world 
at 4 . 1 1  kg/ha. Hazardous agrochemicals mostly associate 
with the chemicals used to prevent and eradicate diseases, 
insects as well as weeds to earn fruitful yields of 
productivity[1] Such usages lead to wastes from packages of 
the hazardous agrochemicals such as parcels and containers 
of those chemical substances, namely fertilizer sacks and 
gallon bottles of herbicides, pesticides and fungicides. 
Those packages may be sacks, plastic bags, gallon bottles 
and plastic buckets that resist chemical corrosion. In 
Thailand, the issue on managing the packages of hazardous 
agrochemicals has not been concretely addressed, leading to 
a problem causing an impact on the entire ecosystem and 
environment. 

The survey on agricultural hazardous wastes in Thailand 
has found that the people being affected are not only 
farmers, but those accidentally exposed to such chemicals 
such as their children and families, recycling collectors as 
well as nearby inhabitants. The leach of chemicals into 
water resources, through water, rainwater or dew, also 
bringing an impact into ecosystem and environment [ 2 ] 
show in Fig. 1 

 
Fig. 1.   Improper disposal of agrochemical packaging. 

 
While production and imports of agrochemicals are 

rising presently, the lack of appropriate management and 
control mechanisms in transportation, production and 
containment results in leakage, residues and spreads of the 
substances in the environment and , eventually, 
contamination in the ecosystem affecting health and livings 
of people[2]. The Department of Agriculture, The Office of 
Agricultural Economics states that during 2 0 0 8  - 2 0 1 8 , 
Thailand had steadily increased the imports of pesticides, 
herbicides, insecticides and plant protection and control 
agents every year in both quantity and value. 

 
From the behavioral view, Thai farmers also prefer to 

use pesticides in farming due to its ease of purchase and 
positive outcomes while they do not consider the effects on 
their health and consumers. The National Statistical Office 
reports that more than 50%  of informal workers working in 
agricultural sector got ill by pesticide poisoning in 2017 at a 
rate of 16.81 cases per 100,000 population, increasing 1,117 
cases compared to the figures in 2016 (14.47 of morbidity 
rate per 1 0 0 ,0 0 0  population). In addition, 5 0 2  cases of 
unintentional exposure by paraquat herbicide was found 
during 2013 – 2017 and the number was increasing, with the 
majority of patients was in the group aged 15-59 years with 
earning their lives by cultivation[ 3 ]  The National Health 
Security Office (NHSO) also reveals that, from the database 
of patients applied into the ‘National Health Security’ from 
hospitals nationwide, 3 ,0 6 7  patients received a treatment 
due to pesticide exposures and 407 deaths in August 2019. 



The results from the survey on household chemical 
usage in January 2020, also has found that 70% of the 
survey population,  570,053 households,  has a record of 
chemical usage while 85.29% of the sample were found to 
continually using agricultural chemicals, whose family 
members were often found to have symptoms such as 
numbness of hands and feet at 66.44%, dermatitis at 
17.35%, tremors at 11.17%, kidney failure at 2.34%, 
necrotizing fasciitis at 1.28%, mental retardation at 0.78%, 
lymphoma at 0.40% and leukemia at 0.24%. [3]. 

In accordance to what was stated, this article aims to 
provide an understanding of the revers logistics 
management of agrochemical packaging as a dangerous 
goods for managing (RLAD) the recovery of empty 
agrochemical packaging more specifically, it describes and 
analyzes RLM's packaging, identifying the responsibilities 
of actors in the supply chain; the process of returning; 
recycling feasibility and market for recycled products. For a 
reverse logistics protection standard for DG was produced 
by this study. The quality of life in the community was 
consistent. 
 

II. LITERATURE REVIEW 

A. Problems in Transportation of Dangerous Goods 
 Problems in Transportation of Dangerous Goods (TDG) 
such as accidents from leakages during transportation 
cannot be predicted. To address the problem, the 
transportation of dangerous goods was optimized by using 
European Agreement concerning International Carriage of 
Dangerous Goods by Road (ADR) vehicle tracking [4 ]. As 
most carriers do not understand the TDG practices, there 
should be a law regulating the movement of this type of 
merchandises. TDG is an activity that can be considered as 
high-risk, not only the environment that will be affected, the 
life of a driver is also at high risk. Therefore, it should be 
stressed as well. Another important aspect to consider is the 
storage of hazardous goods in warehouses that the procedure 
should be certified with ISO 9 0 0 1  Quality Management 
Standard and ISO 1 4 0 0 1  Environmental Management 
Standard. In Thailand,   agrochemicals are considered as one 
of hazardous substances highly imported each year, leading 
to the concerns on post-use of agrochemical packages, such 
as pesticide containers, which are considered to be 
hazardous to health and the environment when 
inappropriately disposed [ 5 ] . A review of the relevant 
literatures found that communication in freight forwarding 
of agricultural hazardous materials is lack of proper 
guidance from manufacturers or distributors. Knowledge of 
agrochemical life cycle and procedures on storing, cleaning, 
freight forwarding together with proper disposing should be 
shared with farmers to enhance awareness, reduce the uses 
of hazardous agrochemical and identify the consequences 
that damages people's health and the environment. The 
government should launch projects or establish 
agrochemical waste disposal stations to remove 
contaminants and provide proper handling for recycling or 
reuse. In case of the non-reusable substances, efficient 
elimination process should be resorted. In additional, the 
government should enact strict laws or regulations 
restricting the amount of imported dangerous substances as 
well. 

B. Reverse Logistics of Dangerous Goods 
     Insufficient advice on proper handling illustrates 
inadequate product and packaging management[6] Hence, 
pre-distribution information and advice from manufacturers 
should be conveyed to the final agents and consumers. 
Promotion of knowledge and awareness on environment 
among farmers along the whole agricultural supply chain 
reflects the practices of reverse logistics of packaging[7] 
Information on classification and types of chemicals in a 
warehouse, including an emergency plan that employees 
must be trained on how to store dangerous goods and 
hazardous substances and how to deal with emergencies, is 
reported to related departments[8] 
 
      The Implementation of a System for Safe Transport and 
Handling of Dangerous Goods, mentions an interesting case 
study for reverse management of goods in the New York 
City, its waste management system. The system is a 
cooperation from both the public and private sectors, giving 
the opportunity to bring all empty beverage containers to 
certain retail stores or centers to redeem rewards [ 9 ]  buy-
back conditions are also set for used packaging from 
customers by the representative of companies. The 
customers will get a good price if the packaging is 9 0 
percent reusable and used only once. If the packaging is not 
in a reusable condition, it will be bought as a scrap at 
another price. In the other hand, if the packaging is plastic, it 
must be washed at least three times. The buy-back 
campaigns are organized be 3 times in 1 year. 
 

Upon acknowledgement of all conditions, sub-agents 
directly buy the packages from farmers and send back to the 
distribution center to collect and forward to the screening 
center for rechecking. The last action is to ensure that those 
packages can be sent to factories of manufacturer for 
repackaging and passing to farmers with new products again. 
The non-reusable portion will be eliminated [1]. 

 
From the literature reviews in relation to reverse logistics, 

most of the studies were conducted on inbound dangerous 
goods transportation, focusing on the transportation of 
dangerous goods from upstream to downstream. However, 
there has not been a study on hazardous waste from a proper 
use of final agricultural hazardous goods, this research 
therefore presents a conceptual framework for appropriate 
return of hazardous packages to the upstream, manufacturing 
plants, to alleviate the problem of chemical leakages on 
environment from hazardous wastes in the future. The 
framework is summarized as shown in Fig 2. 

 

 
Fig. 2.  The reverse logistics of dangerous goods packaging. 



III . METHODS 
A systematic literature review focuses on collecting 

primary studies to answer specific questions. The result is 
derived through systematic processes, which can be divided 
into 4 steps: problem formulation, data collection, research 
synthesis and result. 

 Step 1 Problem formulation; in this step, the problem is 
defined to clearly and appropriately scope the work. Good 
questions will lead to findings of the right answers. 
Operation problem formulation is a necessary starting point 
for a systematic review with the details of problem such as 
characteristics of the questions/problems, compositions of 
the questions and the users of the review's results, are as 
follows; 

TABLE I.  KEYWORDS AND SEARCH STRING 

Construct Search String Databases 
Reverse 
Logistics 
Management 

ABS(“Reverse Logistics”) OR 
ABS(“Reverse Logistics Supply 
Chain”) OR ABS(“Dangerous Goods 
Reverse Logistics”) OR 
ABS(“Agrochemical packaging 
Reverse Logistics) OR 
ABS(“Sustainable Reverse Logistics”) 

Research 
Gate 

Journal 
Google Site 

Elsevier 
 

Note AB: Abstract 

 Upon the review, the researchers have found that only 26 
of relevant literatures are left. With these resources, the 
researchers synthesize a trend, based on frequencies and 
groupings to summarize the contents of the closely related 
issues into each dataset under the Sustainable Assessment 
Framework. The data set of the Management of Packaging 
Dangerous Goods in Reverse Logistics can be summarized 
as shown in Table 2. 

TABLE II.  APPROACHES ON MANAGEMENT OF 
PACKAGING DANGEROUS GOODS IN REVERSE LOGISTICS 

Sustainable Authors 
Social [10], [18], [23], [28], [33], [34] 
Economic [26], [27], [29], [30], [32], [34] 
Environment [11], [18], [21], [23], [26], [28], [30], [31] 
Reverse logistics 
irrelevant to sustainability 

[12], [13], [14], [15], [16], [17], [19], [20], 
[22], [24], [25], [35] 

 

 Step 2 Data collection; this paper compiles the most 
relevant literatures on Packaging Dangerous Goods in 
Reverse Logistics in a systematic review to provide a 
sustainable perspective on the managing the used packages 
of dangerous goods. Most of literature reviews cover the 
concept of reverse logistics. The below analysis shows that 
reverse logistics reduces the impacts and alleviates problems 
on environment and health caused by the use of hazardous 
chemicals as shown in Table 3. 

TABLE III.  LITERATURE REVIEW MATRIX 

Autor Sustainable 
them Objective Detail Ref 

E. Garbolino 
and D. 
Lachtar , 
2012 

Social  proposes methods and tools to 
assist policymakers and 
private sectors in assessing 
vulnerability of regulated 
areas with particular emphasis 
on toxin emissions and 
explosions.  

[10] 

M. Ş. Environment  Explains about reverse [11] 

Autor Sustainable 
them Objective Detail Ref 

Akdoğan and 
A. Coşkun, 
2012 

logistics and its drivers. The 
drivers of reverse logistics 
from a manufacturer's 
perspective were analyzed in 
the Turkish home appliance 
industry. 

M. Hosseini 
et al, 2013 

- This paper summarizes and 
presents useful reasons 
beneficial to future RL 
research studies. 

[12] 

A. Jayant et 
al, 2014 

- Develops a decision 
supporting system to assist 
company executives in 
selecting and evaluating 
various 3PRL service 
providers by using on the 
(AHP) and (TOPSIS). 

[13] 

M. Hosseini 
et al, 2014 

- Focuses on comparing the 
body of construction 
knowledge by taking 
specified central 
characteristics of RL into 
account with those of the 
manufacturing industry.  

[14] 

R. F. Dos 
Santos and F. 
A. S. Marins, 
2015  

- proposes information and 
communication technology 
(ICT) to help integrate the 
supply chain of electronic 
products and components in 
every step. 

[15] 

A. H. 
Vahabzadeh 
and R. B. M. 
Yusuff , 
2015 

- Comprehensive review in 
various publications 
regarding the concept of 
Reverse Logistics (RL) and 
related fields during 1998-
2012 The findings present 
mathematical models by 
using the (MADM 

[16] 

S. Agrawal, 
R. K. Singh, 
and Q. 
Murtaza, 
2016  

- develops a framework for 
deciding outsources in reverse 
logistics by using a graph 
theory  

[17] 

M. F. Mello 
and R. 
Scapini, 
2016 

Social  
Environment  

Analyses and demonstrates 
how reverse logistics reduces 
the impacts and potential 
problems on environmental 
and health caused by 
improper disposal of 
pesticides in container service 
providers and groups of 
farmers 

[18] 

K. P. Yui et 
al, 2017 

- Identifies the causes linked to 
internal reverse logistics of 
hospital materials and 
medicines. also optimize the 
processes carried out by the 
department in charge 

[19] 

J. A. B. 
Souza, I. P. 
de Souza 
Júnior, and 
S. C. Vieira, 
2017  

- Points out the importance of a 
professional agronomist, in 
the process of informal 
environmental studies on the 
compliance with practices for 
returning empty containers of 
pesticides. 

[20] 

E. Fortunati, 
A. 
Mazzaglia, 
and G. M. 
Balestra 
,2019 

Environment provide evidences on limiting 
agrochemicals as well as 
nanomaterials to sustainably 
protect crops and food for the 
management in agriculture 
and packaging sector. 

[21] 

E. Lindström 
and V. 
Otterström, 
2018 

- Explores reverse logistics of 
dangerous goods packages on 
road transport The results are 
presented in types of 

[22] 



Autor Sustainable 
them Objective Detail Ref 

dangerous goods freight 
forwarding by road transport. 

D. 
Yanagihara 
and C. 
Bragagnolo, 
2018 

Social  
Environment  

conducted to analysed costs 
and benefits from social and 
environmental views on the 
collection and control process 
of agricultural pesticide in 
Brazil. found that the process 
is still not feasible from an 
economic point of view. 

[23] 

M. Waqas et 
al, 2018 

- Identifies and monitors 
barriers on the operations in 
reverse logistics using a two-
step approach; Delphi method 
and structural equation 
modelling. 

[24] 

I. França, L. 
SÁ, and P. 
Dalpian, 
2018  

- To study reverse logistics 
systems of empty pesticide 
containers from the 
experiences of units receiving 
packages that link to InpEV. 

[25] 

E. A. R. de 
Campos et 
al, 2020 

Economic  
Environment  

Investigates the impact of 
collaboration and IT 
capabilities on the 
development of reverse 
logistics capacity and studies 
efficiency of related strategies 
and their consequences in 
terms of economy and 
environment. 

[26] 

G. d. L. D. 
Chaves et al, 
2020  

Economic determines evaluating 
measures for the performance 
of reverse logistics in 
Brazilian companies verifies 
whether a correlation exists 
between dimensions in 
performance measurements 
(cost, asset management, 
customer service, and 
productivity) and company 
sizes (micro, small, medium, 
and large) 

[27] 

S. M. 
Bomfim and 
M. 
Cavalcante, 

Social  
Environment 

analyses the reverse logistics 
of pesticides packaging in 
Arapiraca/ AL with 8 
pesticide dealers, 31 family 
farmers and technicians 
responsible for ADRAAL, 
ADEAL as well as State 
Public Ministry, through 
interviews, using semi-
structured questionnaires. 

[28] 

S. M. B. D. 
Barcelos et 
al, 2021 

Economic  Analyses the reverse logistics 
process of pesticide 
packaging through case 
studies in agro-industrial 
cooperatives. 

[29] 

H. Fidlerová, 
et al, 2021 

Economic  
Environment 

presents streamlining reverse 
logistics with challenges in 
trends on increasing costs of 
packaging and the needs to 
meet sustainable development 
goals 

[30] 

P. D. S. 
RODRIGUE
S 

Environment  support and explain how to 
properly dispose empty 
packages while protecting 
plants. As most 
environmental impacts are 
caused by humans, reverse 
logistics helps solve the 
problems. 

[31] 

S. Aliaga, L. 
Pradenas, 
and C. 
Contreras-

Economic  optimized collection process 
for household recyclable 
materials. The solution is 
characterized and designed 

[32] 
 
 

Autor Sustainable 
them Objective Detail Ref 

Bolton for cities with a low recycling 
level. The results suggest that 
the model is a practical tool 
for decision makers in 
making tactical and 
operational decisions to 
reduce recycling costs. 

P. 
Kushwaha, 
2020 

Social  suggests a model to taking 
hygiene into consideration in 
reverse logistics for online 
retailers in the post lockdown 
era. 

[33] 

P. C. P. W. 
Rebehy, 
2019 

Social  
Economic  

Analyses the role of laws and 
public authorities, taking into 
account the relationship 
between globalization and 
environmental awareness on 
the wastes that recently arises. 

[34] 

K. Braga 
Marsola et 
al, 2021 

- the descriptive analysis of the 
reverse logistics (RL) of 
empty pesticide containers 
(EPCs), practiced under the 
Campo Limpo system in 
Brazil, to identify the factors 
enabling its success. 
the proposal of strategies to 
improve the collecting system 
with the combination of 
Technical visits and an 
approach on system 
dynamics, using the 
Behaviour Over Time graph 
and a causal loop model to 
describe the problem and 
propose strategies 

[35] 

 
Step 3 Data synthesis; The researcher has synthesized 

with the content analysis and the cumulative summarization 
technique under the reverse logistics management of DG in 
the sustainability principle that applies to the Thailand 
context. Finally, step 4 will present the quality research 
result from the systematic review by describing the activity 
and the results of reverse logistics of DG of stakeholders 
(farmer, retailer, and manufacturing/DC) who will be 
operated. The results will present a strategy for managing 
transportation and operating costs in the reverse DG supply 
chain. 

 

IV. RESULT 
From the study of reverse logistics processes throughout 

the agricultural packaging supply chain, this article will 
focus on farmers who have a significant impact on both 
costs of production and quality of life, local retail stores, 
factories, or warehouses show the flow of finished goods 
and packages as shown in Fig 3. The activity and the results 
of reverse logistics of DG of stakeholders who will be 
operated the details summarize in Table 4. 

 
Fig. 3. The Reverse Logistics Activity of DG in This Study 



TABLE IV.  STAKEHOLDERS ACTIVITY AND THE RESULTS IN 
REVERSE LOGISTICS OF DG (PACKAGING) 

Role Safety & security Storage Transport 

Fa
rm

er
 M

et
ho

ds
 

1. Cleans before returning    
- if a container, washes 3 times  
- if a fertilizer bag,  washes 2 times 
- dry before return 
2. Physical protective equipment  
- wears tight clothes and gloves 
-wears masks to prevent odour and 
inhalation  
- avoids direct contact with 
agrochemicals  

1. Trainings on DG 
management 
- Storage 
• away from heat & 

humidity  
• Inbound and outbound 

transports 
2. Safety equipment 
- water management system 
for protection of explosion  
 

1. Protective equipment 
during transportation 
- always have a canvas 
covering a cargo when goods 
are picked up at the retailer 
- must attach a ‘Dangerous 
goods’ placard 

R
es

ul
ts

 

1. users earn incentives from waste to 
comply with the RDGL policy 

2. fewer injuries caused by exposures 
on chemical substances 

1. users have knowledge 
on storage and 
maintenance promoting 
the safe use 

2. users are well prepared 
to handle emergencies 

1. safety on the road and 
society 

2. no leakage affecting 
commuters 

R
et

ai
le

r 

M
et

ho
ds

 

1. Measures and points of return as a 
buy-back agent 
- must be in 90% condition  
- must be cleaned  
2. Physical protective equipment  
- wear tight clothes including gloves  
- mask to prevent odour and inhalation  
- avoid direct contact with 
agrochemicals 
 

1. Standards of storage  
- must meet international 
standards 
- must be a fire barrier with 
an alarming system 
- must have equipment to 
control emergencies 
- must categorize chemical 
substances at the storage  
2. Basic knowledge 
- Controls of emergencies 

1. Standards of vehicles in 
transport 

- Safety equipment as required 
by law 
- Insurance for damage of 
dangerous goods in case of 
accidents 
- Attachment of ‘Dangerous 
goods’ placard 

R
es

ul
ts

 

1. Compliance with company 
regulations 
- can be practically reused, no need to 
dispose  
- reduce cleaning processes 
2. Chemical safety 
- workers are not affected by chemical 
substances 

1. Qualified Storage  
- safety for people, 

animals and 
environment around the 
warehouse 

1. Safety for the society  
- reduction in the accident rate  
2. Reduction in expenses 
incurred in an adverse event  

M
an

uf
ac

tu
ri

ng
 &

 D
C

 M
et

ho
ds

 

1. Complies with ISO16016 transport 
standards 
2. Complies with the draft notification 
of the Ministry of Industry regarding 
the designation of hazardous substance 
establishments for operators to have 
specific personnel responsible for safety 
storage of hazardous objects under the 
responsibility of the Department of 
Industrial Works 1992 (According to 
Section 20 (2)) 
3. Designs environmentally friendly 
packages 
 

1. Complies with the 
management standards 
described in the Handbook of 
Storage of Hazardous 
Chemicals and Hazardous 
Substances, B.E. 2007 
2. Complies with the 
Standard for Hazardous 
Chemicals Storage 
3. Complies with the draft 
notification of the Ministry 
of Industry regarding the 
preservation of hazardous 
substances, B.E. 2535 

 

1. Vehicle standards 
- suitable for carrying DG  
- must attach ‘Dangerous 
Goods’ placard 
2. Insurance against 
damages of dangerous goods 
in accidents 
3. Controls of routes  
-  must have GPS tracking 
4. Employee standards 
- must have a Type 4 license 
- passed a background check 
- received a physical 
examination 
- passed driving training for 
safety and basic first aids 

R
es

ul
ts

 

1. Factory get packaging with 50% of 
reduction in production costs  
2. Brand loyalty from the incentives 
after the old packaging buy-back 
campaign 
3. Good image on sustainability to the 
organization  

1. Reduction in the risk of 
danger in warehouses 

1. Reduction in road accidents 
risks in transport of dangerous 
goods  
2. There are agencies to be 
liable in case of emergencies 
with compensation of 
damages 
3. Ability to check and plan 
the route to quickly reach the 
destination and reduce costs  
4. Get qualified employees 
upon the standards.  

  
 
RDGL must be able to create benefits for all related 

sectors with minimum impact on the environment. Because 
the removal of chemical packaging is a complicated process, 
the problem must be solved through integration throughout 
the supply chain, from licensing, transportation, inspection, 
transportation, to storage, with its own differences. It is 
necessary to prepare a manual consisting of the followings. 

1) User’s responsibility, including requirements on 
cleaning and forwarding prior to the return to the nearest 
receiving unit as designated by the sellers. The users are 
required to present a valid purchase receipt, issued less than 
one year prior to the date of return, from the company. 

2) Distributor’s responsibility, including requirements 
on providing a location and a procedure for returning and 
organizing a training on cleaning a package. Also, the 
distributors are requested to be liable on storage and 
transportation, setting conditions and measures for the return 
of packaging 

 
According to the results of the study, RDGL currently 

focuses on requesting for cooperation in compliance only, 
without explicit measures or indications showing the 
importance of packaging, including the consideration on 
sustainability of RDGL in 3  dimensions. Although many 
researchers have attempted to integrate the principles of 
sustainability, majorities tend to focus on only specific 

aspects of society and environment. The study is consistent 
with the findings in that the RDGL issue has not yet been 
integrated into the economic sustainability dimension. This 
study aims to fill the academic gap by introducing RDGL in 
integration with all three dimensions of sustainability, from 
social, environmental and economic aspects, as established 
in Table 5 and Fig 4. 

TABLE V.  DIMENSIONS, FACTORS AND INDICATORS OF 
PACKAGING REVERSE LOGISTICS 

Dimensions  Factors  Indicators  

Economic  
Cost reduction in 
purchasing new 
packages 

Proportion of reduction in the 
cost needed to purchase a new 
package (%) 

 Reduction in empty 
backhaul  Number of backhauls (%) 

 Brand loyalty Percentage of repeated 
customers (%) 

Environment  Reduction in the 
amount of waste 

Proportion of reduction in total 
waste (%) 

 Reuse Policy  Proportion of bought-back 
packages for reuses (%) 

Social  Social Health 
Number of deaths by 
transportation accidents under 
a certain brand (persons) 

 Quality of Life 
Number of people affected by 
products of a certain brand 
(persons) 

 

Distribution of 
income to the 
community from 
the returns of 
wastes  

Value of packaging redemption 
(Baht) 

 

 
Fig. 4.   Dimensions, Factors and Indicators of Packaging Reverse 

Logistics 
 

V. CONCLUSION 
The study ‘The Reverse Logistics Management of 

Agrochemical Packaging as a Dangerous Good for 
Sustainable Agriculture Ecosystem’, this paper proposes 
qualitative research on the management of reverse logistics 
for agrochemical as dangerous goods. The paper focuses on 
packaging for sustainable agriculture ecosystem in Thailand 
to improve the well-being of farmers and better quality of 
life for communities. According to literature reviews, 
strategies in reverse logistics are often implemented by 
requesting cooperation in the return of packages. Still, those 
actions encounter challenges due to a lack of motivation for 
stakeholders. The research therefore proposes a strategy, 
from the three-dimensions of sustainability, for the reverse 



logistics of hazardous packaging, presents a strategy 
utilizing backhauls by repurchasing the packaging from 
customers by the manufacturer, in the same time, providing 
an incentive for the next purchase. The strategy yields 
satisfactory result that the company can reduce packaging 
cost from the reuse and lessen wastes that affect the 
environment. It also raises community incomes from the 
sale of packaging. In terms of transportation, the number of 
trips are reduced by carrying finished goods to the 
destination and returning the company the used packages for 
further recycling. 
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Abstract—Purdue Fort Wayne (PFW), a public university in 
northeast Indiana (USA), faces challenges including 
demographic shifts, financial strain, and staff turnover. These 
challenges hinder its ability to achieve its mission of student 
success. The Student Success Standard Process Lifecycle (S3PL) 
uses systems insights to improve the institution’s ability to foster 
student success.  

Design: The S3PL Team uses a method called Collective 
System Design (CSD), which is informed by the Deming method 
and the Lean movement. CSD aligns workers in an enterprise around 
shared goals, calls on workers to define “normal” processes used to 
achieve those goals, and initiates continuous improvement using the 
“plan-do-check-act” (PDCA) cycle. To meet this challenge, the 
team created diverse groups of PFW personnel and conducted 
system design sessions and ethnographic interviews. These efforts 
facilitated creative problem-solving, which led to several notable 
breakthroughs. 

Findings: Several breakthroughs were critical as the Team 
adapted CSD for use at PFW. One breakthrough was devising the 
“Student Lifecycle,” which describes the stages successful students 
move through toward graduation. The Team focused attention on 
cross-unit collaboration and information flow rather than the 
successes and failures of individual units. University personnel were 
directed to define collaborative processes, diagram them on a 
flowchart, and verify each process. The verification method was 
another breakthrough and involved gathering documents from 
relevant units and confirming student impact. Early indicators have 
been positive; administrators report improvements on key student 
success metrics. 

Research limitations/implications: This project is significant 
because CSD had never been used at a university before. One 
challenge faced in the project is the diverse pathways that bring 
students to the university and that they take as they progress toward 
graduation. Some students arrive as freshmen right out of high 
school, others arrive as transfer students. Some students declare a 
major before they start their first semester, others change their major 
in the middle of their studies. The diversity of student lifecycle flows 
created a demand for diverse information flows that the Team has 
been addressing. 

Value: The application of the systems engineering lifecycle 
approach demonstrates the power and flexibility of CSD. CSD is an 
approach to enterprise improvement that can help other non-profit 
enterprises facing complex and fast-changing externalities. Where 
manufacturing systems strive to deliver “the right product to the 
right place at the right time,” the university must deliver “the right 
information to the right place at the right time” to ensure student 
success. 

Keywords—System design, higher education, organizational 
leadership, logistics, systems engineering lifecycle. 

I. INTRODUCTION 

Purdue University at Fort Wayne (PFW) is a public 
university in northeast Indiana, USA, serving about eight 
thousand students. Its vision is to “empower every person, 
every day, to improve the world.” Like many American 
institutions of higher education, PFW faces daunting 
challenges, including demographic shifts, financial strain, and 
staff turnover [2, 11, 15].  

In recent years, PFW has failed to achieve targets on 
important metrics of student success, such as student 
retention. Because Indiana state funding formulas penalize 
institutions that underperform on these metrics, the university 
receives less funding than it would need to operate 
successfully. By one unpublished internal estimate, every 1 
percent decrease in student retention means six hundred 
thousand dollars less of state and tuition revenue. In recent 
years, PFW leaders have responded in a variety of ways, 
including creating an academic program prioritization task 
force to identify programs for restructuring, realigning the 
management of the university, reorganizing advising services, 
and hiring consulting firms to assess university operations. No 
evidence has been produced to demonstrate that these efforts 
improved key metrics or the university’s financial situation. 

The PFW Student Success Standard Process Lifecycle 
(S3PL) uses the expertise of PFW faculty to address the 
challenges faced by the institution. The work was initiated by 
Dr. David S. Cochran, Professor of Systems Engineering and 
Director of the PFW Center of Excellence in Systems 
Engineering, and Dr. Noor O’Neill Borbieva, Professor of 
Anthropology. Dr. Cochran developed a method of improving 
the sustainability of complex enterprise systems. The method, 
called Collective System Design (CSD), has been used in 
manufacturing enterprises and health care institutions to 
jumpstart innovation and build infrastructure for continuous 
improvement, allowing enterprises to respond more agilely to 
changing externalities [4, 21, 22]. The S3PL work is the first 
time CSD has been applied to an institution of higher 
education. 

The S3PL work demonstrates the relevance of CSD to the 
field of supply chain logistics. Originally developed for 
manufacturing enterprises, CSD has achieved successes at 
PFW by applying basic supply chain logistics principles to the 
challenges faced by the university. Where manufacturing 
systems must deliver “the right product in the right place, at 
the right time,” the university must deliver “the right 
information in the right place, at the right time” to fulfill the 
mission entrusted to it by community stakeholders. 



II. METHODOLOGY 

A system is an integrated collection of parts (processes, 
structures, people, etc.) [13]. Human-created systems, such as 
a manufacturing enterprise or a university, are created with the 
intention that they will achieve certain goals. In systems 
engineering, the goals that a system exists to achieve are called 
its “Functional Requirements” (FRs). Many conditions impact 
a system’s ability to achieve its FRs. Sometimes these 
conditions originate in one component part of the system, but 
more commonly they emerge as different parts interact. For 
this reason, systems engineers say that an enterprise’s ability 
to meet its FRs is determined not by how effectively 
individual units or workers perform but by how effectively the 
units or workers work together. Systems can be improved not 
by finding inefficiencies in isolated component units, but by 
improving the interfaces between units [12]. 

Collective System Design (CSD) uses familiar design 
principles [7] to turn inefficient organizations with siloed units 
and low morale into integrated systems unified by collective 
goals. In CSD, work on a system occurs in four stages, 
analogous to the different colors of light in a flame (each level 
fueling the next): tone, thinking, structure, work (Fig. 1). CSD 
uses this “flame model” as it helps an enterprise standardize 
processes, improve information flow, and create a culture of 
continuous improvement [5]. 

The first stage of CSD is “tone.” Tone is reflected in the 
way people in the enterprise talk about the enterprise and their 
work; in social theory terms, it is the dominant discourse 
within the enterprise. Tone is largely set by an enterprise’s 
leadership, whose language and actions establish the tone that 
either motivates or demotivates workers. CSD work begins 
with establishing correct (i.e., positive) tone. CSD’s concern 
with tone is informed by research on manufacturing systems 
that demonstrates that conflict and fear among workers can 
create undesirable disorder in a manufacturing system [7, 10, 
12]. In an enterprise whose leaders have not established the 
correct tone, workers are afraid of being fired or experiencing 
conflict or harassment in the workplace, so they prioritize self-
serving goals such as survival, financial gain, and status, over 

the enterprise’s FRs. In such enterprises, negativity and 
conflict are common. Leaders establish a correct tone by 
communicating that they value, respect, and want to listen to 
workers. Workers are then more likely to prioritize the 
enterprise’s FRs and participate in continuous improvement 
by generating ideas that contribute to the enterprise’s agility 
[4, 16, 17, 18]. As work expands to include more stages of the 
flame model, it is important to maintain correct tone to ensure 
workers are invested in the success of the enterprise. 

The tone at PFW when S3PL formed in 2020 was not 
correct or positive. Employee morale was low. In the previous 
six years, a popular chancellor had been forced to step down. 
The new chancellor cited financial shortfalls to justify the 
creation of a task force that implemented a program 
prioritization process based on the “Dickeson model” [8], 
which is widely used in North America. The task force created 
unit-based viability metrics and used them to assess university 
units. Units were reviewed by task force members far removed 
from the unit under review. Task force reviewers were not 
given the opportunity to ask follow-up questions of the units, 
even where additional context would have been helpful. The 
administration used the task force’s reviews to justify the 
elimination of several programs, including academic 
programs, and the termination of some workers.  

PFW administrators insisted that unit-based assessment 
would benefit the institution by enabling the administrators to 
invest resources more wisely: they would be able to identify 
and invest in high-performing units and divest from 
underperforming units. As leaders in manufacturing system 
design have long known, however, divesting from 
underperforming units will not improve an enterprise’s ability 
to meet its FRs [12]. The existence of underperforming units 
is a sign not that personnel are deficient but that something is 
wrong with the design of the system. In order for the enterprise 
to thrive, the system must be redesigned so that the 
information that flows across units and the processes for that 
flow are clearly defined [12]. 

Morale on campus after the task force completed its work 
and units and workers were eliminated was extremely low. 
Many members of the S3PL Team had been personally 
impacted by the task force’s work. To establish a more 
positive tone in the S3PL Team, two key messages were 
communicated to the Team. First, it was established that CSD 
does not look for underperforming workers or units. CSD 
acknowledges that problems in an enterprise are more likely 
to be caused by deficits in the system design than by 
irresponsible units or workers. Second, the S3PL Team heard 
university administrators commit to not using outcomes of the 
Lifecycle work as a justification for staff layoffs. 
Administrators communicated their conviction that by 
improving the university’s ability to attract and retain 
students, the S3PL work would improve the university’s 
financial situation and increase job security for all workers. By 
making this commitment, the leadership team moved beyond 
unit-based thinking with a shift to system-based thinking [19]. 

The second stage in the CSD flame model is “thinking.” 
This stage involves articulating the Functional Requirements 
(FRs) that an enterprise exists to achieve. Once the correct 
tone has been established, workers and management can 
discuss their goals transparently. FRs generally reiterate an 
enterprise’s mission, putting that mission into practical terms. 
FRs also articulate the needs of stakeholders. FRs exist at 
different levels of operation; broad, high-level FRs express 

 
 

Fig. 1. CSD Flame Model of a System. 



overall goals for a system, and low-level FRs break those 
goals into component parts.  

In CSD, the thinking stage of the flame model can be 
informed by an enterprise’s strategic plan. Although PFW’s 
strategic plans have always included student success as central 
to PFW’s mission, the program prioritization process ignored 
that goal and instead worked to achieve the goal of saving 
money. Although the task force created metrics that were 
informed by the Strategic Plan, the actual changes precipitated 
by the metrics were all about short-term cost-savings (in the 
form of unit and personnel cuts), to the detriment of student 
success.1 

The thinking level of CSD at PFW took the form of 
conversations within the S3PL Team about Team members’ 
understandings of PFW’s mission. These conversations 
allowed the Team to articulate the high-level FR for PFW as 
“Ensure Student Success.” This articulation aligned with 
PFW’s current Strategic Planning process, which identifies 
“student success” as central to three of the institution’s six 
“priority strategic activities.” The Team further refined the FR 
by defining student success as the consistent progress of 
students through their years of coursework at PFW toward 
timely completion of a degree and into a rewarding career.  

A key insight at this stage of the work was to define the 
achievement of the FR, “Ensure Student Success,” in terms 
of a specific design solution: student flow through the “PFW 
Student Lifecycle” (Fig. 2), comprising a series of Student 
Success States (S0 to S7). Corresponding with each Student 
Success State (S0 through S7) in the Student Lifecycle are 
process steps, which describe the cooperative activities 
workers in campus units perform to move students through 
transitions from one Student Success State to the next. The 
Student Lifecycle comprises seven process steps that 
accomplish seven Student Success State transitions. 

Special note should be made of Student Success State S4. 
The Team decided to decompose S4 into S4.1 (“ready to start 
first semester”), S4.2 (“ready to start second semester”), etc., 
culminating in S4.n, “ready to start final semester and apply 
for graduation.” Although many of the processes across S4 
repeat, students are at a higher risk of dropping out during their 

                                                           
 

earlier semesters (PFW’s internal data show that students are 
most vulnerable in the transition from first spring to second 
fall, meaning they have successfully achieved S4.2, but they 
fail to achieve S4.3). The unequal risk faced by students across 
different semesters, and the likelihood that risks leading to 
dropout emerge several semesters before a student actually 
drops out, led the Team to decompose S4 in this way. 

The Team’s decision to adopt the design solution, “PFW 
Student Lifecycle,” consisting of the seven Student Success 
States, was informed by lessons learned from applying CSD 
to manufacturing enterprises [4]. Improving the way a good 
moves through a manufacturing system yields better results 
than improving the work done at any individual step. The 
preferred approach is referred to as working “horizontally” 
(looking at how units work together to facilitate student 
success through the system), and the less preferred approach 
is referred to as working “vertically” (looking at the 
interaction of each unit with students as separated activities) 
[19]. The vertical approach does not identify problems related 
to the interaction among units in the enterprise or the student 
experience  from unit to unit. Improving the work in any one 
unit may have a negligible or negative impact on the student-
success state FRs if the improvements impact other units in 
unanticipated ways. Adoption of the design solution, “PFW 
Student Lifecycle,” ensured that the S3PL Team used a 
horizontal approach that focused on the student experience as 
students progress toward graduation, rather than a vertical 
approach, which would have looked at what each university 
unit (academic departments, administrative offices, etc.) does 
as a unit-based optimization problem. 

Another important decision made by the Team was to 
decompose the high-level FR, “Ensure Student Success,” 
into lower-level FRs based on four Student Wellness States 
(TABLE I) that are integral to student success: academic 
wellness, financial wellness, professional wellness, and 
holistic wellness. The rationale for this decision was that for 
the high-level FR to be achieved (i.e., to ensure students move 
steadily through the Student Success States toward 
graduation), the university—through the work done by its 
staff and faculty—must foster these Student Wellness States. 

 

1 The authors, both of whom served on the task force, have seen no 
evidence that the program prioritization process resulted in any significant 
long-term savings or improvements to student success. 

 
 

Fig. 2. PFW Student Lifecycle 



TABLE I.  STUDENT WELLNESS STATES 

Academic 
wellness 

Maintaining good academic standing, 
attending class, submitting 
assignments on time. 

Financial 
wellness 

Paying bills on time, understanding 
what college costs, understanding the 
student loan system, living within 
means. 

Professional 
wellness 

Preparing for a career during college 
by seeking out appropriate 
professional development activities 
(internships, jobs, coursework, etc.), 
learning needed professional soft 
skills, finding mentors. 

Holistic wellness Participating in student groups, 
having a reliable support network of 
friends and family, maintaining a 
healthy work-life balance, finding a 
good living situation, taking care of 
health and physical wellbeing, taking 
care of mental wellbeing. 

 

A process step defines the work and actions by PFW units 
to achieve the four wellness states.  The wellness states are 
defined by the FRs of the system design which codify the 
desired student-success outcomes.  The completion of a 
process step (S1… to …S7) is designed to ensure student 
success by achieving the four states of student wellness.  

In CSD, before achievement of FRs can be measured (by 
FRms) the activities that each unit perform to achieve the FRs 
must be defined. Without defining activities, it is impossible 
to design or make improvements that will have predictable 

results. Improving workers’ activities without defining the 
baseline normal through standard work is analogous to 
“pushing on spaghetti.” 

To avoid ineffectual effort, CSD identifies “structure” as 
the third stage of work in the flame model. This stage involves 
defining  “normal” through “standard work” done to achieve 
each process step’s FRs. Systems engineers refer to structure 
as a design solution or “physical solution” (PS) of the system; 
it is the result of a decision to achieve the FR. In a 
manufacturing enterprise, the structure stage involves 
designing the physical infrastructure (machines, factory floor 
layout, assembly work and methods, etc.) used in 
manufacturing as well as the work employees do as they 
interact with the physical infrastructure. PFW does not 
manufacture goods; its FR is Ensure Student Success, so in 
working on the structure stage, the S3PL Team discussed not 
physical infrastructure but information logistics. The 
following four questions organized the Team’s work during 
the structure stage:  

• What information do students need from PFW units 
and when do they need it?  

• What information do PFW units need from students 
and each other and when do they need it?  

• How is information moved around so the right 
information goes to the right place at the right time?  

• How do we know that a task involving the information 
has been completed? 

Describing all the activities done for all process steps in 
the Lifecycle would be a very large task, so the S3PL Team 
decided to begin with one process step: the transition from 
S3.0 (“admitted and committed to PFW”) to S4.1 (“ready to 
start first semester”). During this transition, students interface 
with a variety of PFW units. These units also work with each 
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other collaboratively on administrative tasks that serve 
students. The S3PL Team brought in representatives from 
PFW units most relevant to this process step (the Admissions 
Office, the Bursar, Office of Financial Aid, several advising 
units, Student Affairs, and others) to discuss the way 
information was moving among units and between units and 
students during the summer before first semester. LUCID, a 
flowchart software, was used to capture what was learned 
during these conversations. The result was an Activities, 
Connections, and Flows diagram that mapped information 
flow among units and to and from students during the process 
step S3.0 to S4.1. Using LUCID allowed the Team to create 
an intuitive and accessible diagram that any member of any 
PFW unit (including new hires) could consult to understand 
where their work fit into the S3.0 to S4.1 process step. Fig. 3 
is a detail from the LUCID flowchart for S3.0 to S4.1. 

The last stage of CSD is “working on the work” [12]. After 
structure (PSs or “standard work”) has been defined, the 
structure can be assessed and, where necessary, improved. 
Improvement is indicated when the PS is not being 
implemented correctly, when the PS does not achieve the FR, 
and/or when external conditions have changed enough that 
FRs, PSs, or both need to be revised. Working on the work 
begins with developing metrics that indicate when one (or 
more) of these conditions exists. Where metrics suggest that 
the PS has not been implemented correctly or that the PS does 
not effectively achieve the FR, improvements need to be 
made. After improvements are implemented, they will be 
assessed again, and the cycle, called the “Plan-Do-Check-Act 
Cycle,” or PDCA, continues. PDCA contributes to the long-
term viability of an enterprise, because PDCA shifts workers 
away from relying on last-minute, one-off solutions to 
challenges (systems engineers call this the “putting out fires” 
method) to ongoing systemic flexibility.  

The goal of CSD is to create resilient enterprises. 
Resiliency refers to an enterprise’s ability to survive over 
time, and it is produced when an enterprise can respond agilely 
to a complex environment [1]. Even if today’s processes work 
effectively to help the enterprise meet its FRs, externalities 
can change in the future, requiring adjustment. For this reason, 
CSD builds resilient enterprises by establishing a culture of 
continuous improvement. 

III. FINDINGS 

This section discusses the findings of the S3PL Team 
(systems engineering project leaders, unit representatives, and 
administrators) as it adapted CSD to the higher education 
context. These findings emerged as the Team worked through 
the flame model stages. Informed by the success of user 
experience (UX) research in the tech industry, project leaders 
also conducted ethnographic research. They interviewed 
students and faculty to learn about the student experience, and 
they staged re-enactments of experiences students have had 
with the university, presenting these stagings to diverse groups 
of staff and administrators. Conversations and ethnographic 
research revealed that suboptimal information flow is the 
biggest obstacle to success at the university. The findings 
discussed here explain how the Team improved information 
flow at PFW. 

A. Finding One: Right Information, Right Place, Right 
Time 
One finding of the S3PL Team is that student success 

depends on the efficiency, accuracy, and predictability of 

units’ information transfers to students, from students, and 
with each other. This finding emerged during Team 
conversations and ethnographic interviews with students, 
during which the inconvenience of “holds” was discussed. At 
PFW, placing a “hold” on a student’s account allows a unit to 
communicate to a student that the student needs to take a 
specific action. Holds are placed on students in a variety of 
ways, and different holds have different impacts. Some holds 
prevent students from registering for their next semester of 
classes. When a student is notified that they have a hold, the 
notification may not clearly explain how to resolve the hold, 
so the student must guess how that is done. The typical student 
will reach out to a university unit that they think can help 
them, but often that unit is not the correct unit, and the person 
the student talks to in the unit does not know which unit will 
be able to help. That person may send the student to another 
unit, but that unit also may not know how to help. Often the 
hold can be lifted easily if the student finds the one person who 
knows how to lift it, but neither the student nor most PFW 
workers are able to identify that person for many common 
holds. Students call this the “the Mastodon Shuffle” (PFW’s 
mascot is the mastodon).  

The Mastodon Shuffle is not limited to holds; it occurs 
whenever a student, trying to resolve an administrative issue 
that is impinging on their ability to move successfully through 
the student lifecycle, is sent to one or more units but fails to 
resolve their issue or resolves it only after considerable 
difficulty. The Mastodon Shuffle takes time away from 
students’ academic work and leaves students feeling devalued 
by the university. According to PFW advisors, some students 
who stop out (i.e., students who do not return in the 
subsequent semester) cite the Mastodon Shuffle as a reason 
they did not return. The cost to the university of the Mastodon 
Shuffle is high: students do not succeed (the university does 
not achieve its FR) and the university’s financial stability is 
impacted.  

The Mastodon Shuffle is an emergent property of 
suboptimal information flows within the system. It manifests 
when people in different PFW units do not know what other 
units are doing, resulting in the transfer of inaccurate 
information to students. As discussed above, the S3PL Team 
used LUCID to create an accessible diagram of every activity 
of every unit during the process step S3.0 to S4.1, to increase 
the likelihood that activities were occurring when they should 
(i.e., the right information was getting to the right person at 
the right time) and to reduce the likelihood of people making 
inaccurate assumptions about what others were doing and 
communicating those inaccurate assumptions to students. 

B. Finding Two: Capturing Normal, Standard Work with 
LUCID Diagrams 
The LUCID flowchart serves two important purposes. 

First, it facilitates information transfer; it is a reliable source 
of information about the way information is being moved 
during a process step. Second, by defining the process’s 
normal work, the flowchart readies the process for the PDCA 
cycle of continuous improvement.  

Although many members of the Team working on S3.0 to 
S4.1 wanted to improve existing processes as they were 
mapping them, the systems engineering members of the 
Team encouraged the Team to make sure all activities and 
processes had been fully captured on the flowchart (i.e., that 
the current “normal” or “standard work” had been defined) 



before improvement attempts were made. Creating an 
exhaustive map of the activities people were already doing 
revealed the extent to which people in different units did not 
know what each other were doing. It also exposed the lack of 
agreement among units regarding how some processes or 
activities were being completed. Building the flowchart 
forced every unit to agree on the information that was being 
moved into each activity, how it was processed, and moved 
out and formatted for students and other units.   

C. Finding Three: Information Management Through 
Verification 
Informed by the Activities, Connections, Flows model of 

information logistics, each activity mapped on the flowchart 
is represented as a box in the “swim lane” of the unit that 
completes the activity. The box includes text that describes the 
type of information that the activity transfers and the means of 
transfer. An arrow connects the box in question to the box that 
represents the next activity that uses the information. This 
second box is entered in the swim lane of the unit that 
completes the second activity. If the information is given to 
students, the arrow connects to a box in the student swim lane. 
Text in the receiving box indicates the activity expected of the 
receiver (i.e., what information the receiver needs to pass to 
the next box). Every box that represents an activity includes 
links to relevant documents, such as the text of an email or a 
form. These documents are stored on the S3PL SharePoint site 
and accessible to anyone at PFW. Every box also includes a 
link to a worksheet (also stored on SharePoint) for verifying 
the activity.  

It is a basic design principle that the connection between 
two activities that are important in a system needs to be 
verified in the form of an unambiguous response indicating 
that the connection was (or was not) achieved [20]. The S3PL 
Team built a verification process into the LUCID flowchart to 
ensure that this principle was being upheld. To verify an 
activity, the unit in charge of the activity must answer the 
following questions: 

1. How does this activity benefit the student or why are 
we doing the activity? 

2. Define the timing of the activity: (a date or event that 
triggers a unit to perform this activity).  

3. Define the details of the activity. 

4. Define the means of communication:  

a. Define the input information that you require to 
complete the activity. 

b. Define the output information that you send to 
the student or unit. (i.e., include a screenshot, 
sample form, template email, other).  

5. How do you know that the receiving unit or student 
has completed the activity? 

6. What do we do if the activity is not completed? 

7. What is the impact if the activity is not completed? 

Answers are entered on a verification worksheet, and the 
worksheet is uploaded to SharePoint. Every activity that has 
been verified in this way is marked with a green checkmark 
on the flowchart. This has allowed the S3PL Team to identify 
a useful “doing” metric: the percentage of activity boxes with 
green check marks out of the total number of activity boxes. 

A high percentage of green boxes indicates that a process step 
(e.g., S3.0 to S4.1) is ready to move into the fourth stage of 
the CSD flame model, “working on the work,” which includes 
the PDCA cycle. 

IV. RESEARCH LIMITATIONS 

One challenge facing the Team is the variety of paths 
students take as they move through the Lifecycle. This is a 
limitation because it means that even if a process step has been 
fully mapped in the LUCID flowchart, this map will apply to 
some student populations but not others. Additional 
flowcharts will have to be created for other student 
populations, and it is unclear whether it will be possible (or 
recommended) to exhaustively map all possible variations on 
student flow through the Lifecycle.  

One example of a variation was encountered during work 
on S3.0 (“committed to PFW”) to S4.1 (“ready to start first 
semester”): students who come to the university as high school 
admits need different information and thus require of PFW 
units a different set of activities than transfer students starting 
their first semester at PFW after earning credits at a 
community college or another university or returning to 
college after years away. In Summer 2021, the S3PL Team 
started mapping standard work for S3.0 to S4.1 for traditional 
students (admitted directly from high school), and this work 
benefited units who organized Summer 2022 New Student 
Orientations. Since then, the Team has decided it needs to 
define activities for transfer students starting their first 
semester at PFW, because some of these activities will vary 
depending on if a student is straight from high school or a 
transfer. 

Another example of a variation with impacts on the S3PL 
work is the different ways students declare a major. 
Administrators want each student to declare a major before the 
student starts their first semester, and then graduate with that 
major, but it is unrealistic to expect even most students to do 
that. Many students declare majors they are unprepared for 
(such as engineering students without the required math 
background), some students change majors because their 
career goals change, and other students take longer to decide. 
Eventually, it will be necessary to capture the impact of 
different paths students take to choosing a major on the 
lifecycle flowchart. The diverse paths students take to get to 
PFW and move through the student flow create difficulty in 
the work, but the Team believes it will be better to map 
standard work for diverse flows rather than map one flow and 
expect unit representatives to improvise (“put out fires”) when 
faced with “exceptions.” 

V. IMPACT 

The Lifecycle work has already led to positive outcomes. 
Staff who worked on the New Student Orientations during 
Summer 2022 reported that the Lifecycle work improved the 
effectiveness and efficiency of orientation events. The 
Lifecycle work has also brought representatives from diverse 
units together to talk about their jobs and has resulted in 
notable improvements in the tone of conversations among 
those workers. When Team members experience that their 
ideas and concerns are acknowledged and acted upon, they 
feel enthusiastic about their work and become more dedicated 
to the institution’s FR, student success. Furthermore, as Team 
members see the benefit of articulating shared goals, defining 
the standard (“normal”) work for each process step, and 
collaboratively working on improvements, they are shifting 



from thinking in terms of obstacles, “we can’t do this” to 
thinking in terms of overcoming constraints, “we can do this.” 

VI. NEXT STEPS 

The S3PL Team is beginning two new steps in Fall 2022. 
First, it is beginning the verification process for alternative 
student flows (not straight-from-high-school) for the process 
step S3.0 to S4.1. Second, it is working on the process step 
S4.1 (“ready to start first semester”) to S4.2 (“ready to start 
second semester”) for students admitted straight from high 
school. As this work expands to include more process steps, 
the Team will initiate PDCA for process steps begun earlier. 
Establishing a sustainable PDCA process requires building the 
appropriate infrastructure. The S3PL Team has already begun 
this work by setting up an online system to collect 
improvement ideas using SharePoint and Qualtrics [16]. 

VII. VALUE 

Where manufacturing systems strive to deliver “the right 
product to the right place at the right time,” a university must 
deliver “the right information to the right place at the right 
time” To facilitate student success and the achievement of the 
four wellness states. The Student Success Standard Process 
Lifecycle demonstrates that enterprises in the information 
economy can benefit from the important insights that have 
been developed in areas like manufacturing system design, 
supply chain management, and information logistics. By using 
the design principles represented in CSD’s flame model, 
enterprises can reduce information flow complexity and adapt 
to fast changing environments. When universities thrive, 
entire economies can thrive. Universities provide a critical 
resource—human capital—to local and national markets. As 
the PFW team expands the Lifecycle work for additional 
process steps, the impact that PFW has on its stakeholders and 
on industries across northeast Indiana is substantial.  
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Abstract—This paper explores the various alternative routes 
and methods available from Bangkok to Yunnan, a province in 
southern China. Cross-border trade has always been one of the 
main catalysts for Thailand’s economy. However, ever since the 
pandemic, COVID-19, freight transport has been heavily 
affected due to lockdowns, quarantine, the suspension of 
production and border closures. Furthermore, it has created 
complications for the performance and profitability of most 
industrial sectors. This research investigates the pandemic effect 
on multimodal transport operations with focuses on five routes: 
R3A, R3B, R9, R11, and R12, which are the transport routes of 
agricultural products from Thailand to Yunnan. Delphi method 
was used to establish a sub-criterion of transport across borders, 
followed by the Time-Cost Distance method which are used to 
investigate the operational changes. The result has shown that 
with the increased process of cross-border freight services, 
transport costs and time was substantially increased causing 
changes in route selections. 

Keywords—multimodal transport, COVID-19, Cost Model, 
Thailand 

I. INTRODUCTION  
At present, it is undeniable that cross-border transportation 

(CBT) is an essential criterion in developing the international 
trade economy. CBT drives growth through international trade 
results in a better economy growth. Multimodal transport is 
critical to international cross-border trade in the global 
economy, particularly in the movement of commodities, since 
it allows for the efficacy of foreign and domestic trade, the 
development of industrial linkages, and the transportation of 
passengers and cargo. However, during the pandemic, 
COVID-19, several logistics service providers providing 
multimodal transport services has been affected. In order to 
reduce the number of infectious cases, several governments 
have closed or limited their trade borders, causing disruptions 
in vehicle movements, labour shortages, and the preservation 
of physical distance in production facilities. Due to the 
pandemic event, several difficulties were found in multimodal 
transportation operations and are expected to impact 
worldwide international trade considerably.  

Dwivedi, et al. [1] suggest that the COVID-19 epidemic 
has significantly and severely affected the existing methods of 
facilitating the flow of goods. It is worth noting that the 
pandemic revealed the vulnerability of business concerns and 
operations while also posing new obstacles. Due to transport 

limitations, some countries were forced to temporarily close 
their borders to remedy the outbreak. COVID-19 has created 
a challenge to force entrepreneurs to plan and adapt promptly 
to cope with these rapid changes. It is also worth noting that 
this event is a global event that has directly impacted the 
global economy. According to the survey [2,] managing the 
supply chain across borders and enabling commerce has 
become one of the most difficult jobs in keeping a firm alive. 
As a result, logistics service providers must adapt while 
retaining operating performance and cost [3,4]. 

In ASEAN and its neighbouring countries, the impact of 
COVID-19 on road freight transport includes short- and long-
term impacts on costs and delays of cross-border transport 
operations, which ultimately affect the freight transport 
industry. A decrease in global economic activity leads to less 
freight transport demand, and in the case of COVID-19, a 
decrease in supply has been observed due to lockdowns, 
quarantine, the suspension of production, and border closures. 
The pandemic has reduced cross-border freight transport and 
according to the Economic and Social Commission for Asia 
and the Pacific (ESCAP) 2020, freight transport services 
providers in the ASEAN Member States have been severely 
affected by the COVID-19 pandemic at 50% of the total 
members. The epidemic crisis affects cross-border transport, 
especially regarding cost and time criteria. In line with the 
research [5], the information on cost and time criteria needs to 
be considered to obtain comprehensive analysis for decision-
making in multimodal transport during COVID-19. 
Therefore, this research uses the Time-Cost Distance Method 
to create fundamental analogies for freight route decisions 
because the advantages of the time–cost and distance method 
are that it is a simple model, shows the current situation, and 
can track time changes of operation. Therefore, it can be used 
to compare different transportation routes and helps compare 
and evaluate transportation route decisions [6]. 

This study will concentrate on five routes: R3A, R3B, R9, 
R11, and R12, which convey agricultural goods from Thailand 
to Southern China. The researchers analyze the activities on 
five routes impacted by the COVID-19 epidemic using the 
Time-Cost Distance Method. This study illustrates an 
overview of the COVID-19 pandemic's influence on the 
phases of cross-border transportation. These findings could 
assist policymakers in establishing strategies to address 
multimodal transportation challenges during the epidemic 



 

 

crisis. Furthermore, it can assist logistics service providers in 
planning the delivery of products to accommodate 
unforeseen challenges. 

II. LITERATURE REVIEW 

A. Multimodal Ttransport 
The delivery of goods to customers using two or more 

modes of transportation is referred to as multimodal 
transportation. This can be done in either public or private 
vehicles (for example, buses, taxis, metros, trains, and 
ships, car, motorbike, bicycle, and walking). Multimodal 
transportation has grown in importance in the modern world 
because it promotes high levels of cross-border movement at 
the regional level [7]. The conveyance of goods from point A 
to point B under the management of a single transport operator 
is referred to as international multimodal transport. 
Multimodal transportation is similar to intermodal 
transportation in that it employs many modes of transportation 
to move across international borders while using a single 
contract and single carrier. The contrast between intermodal 
and multimodal transportation is the cargo handling during the 
voyage. Cargo handling will be required during multimodal 
transport operations. Some people may also refer to 
multimodal transportation as integrated transportation. 
However, combined transport is no longer in use because 
of the 1975 ICC Rules were superseded by the 1992 
UNCTAD/ICC Rules for multimodal transport. As a result, 
when the carrier is responsible for door-to-door transportation, 
the term "multimodal transport" should be used. As a 
fundamental foundation, multimodal transport operators may 
build and evaluate transportation systems, plan operations, 
and deliver realistic transportation at competitive rates and 
shorter times in specific routes. According to the law, 
multimodal transport is a contract for the carriage of goods 
that includes a carrier known as the multimodal transport 
operator that transports products via at least two distinct 
modes of transport from the point where the goods originate 
to the point of delivery. 

As part of the contract, commodities are transported by 
two or more distinct means of transportation (such as road, 
rail, air, or inland canal, and short- or deep-sea ships). A 
multimodal transport operator (MTO) is frequently in charge 
of the full haulage contract, from shipping to destination [8]. 
Goods transportation might be intra-national or international, 
with extra procedures such as customs clearance. 

B. The COVID-19 impact on Multimodal Transport 

COVID-19 has created complications for the performance 
and profitability of most industrial sectors [9,10,11]. 
According to Loske [12], the spread of COVID-19 sickness 
has had a large effect on multimodal transportation since the 
government has adopted different restrictions that have 
hampered enterprises' capacity to execute logistical 
operations. The pandemic had been formally announced at the 
end of January 2020, resulting in the COVID-19 epidemic that 
has infected every country [13]. Many governments have 
imposed limits and policies to safeguard individuals and 
reduce disease spread [14]. However, according to Fernandes 
[15], these restrictions and policies have harmed the country's 
economy by preventing businesses from growing at their 
previous rates. Furthermore, the downturn in trade, industry, 
and other commercial sectors has harmed transportation and 
logistics. Consequently, it has negatively influenced the total 
GDP growth rate across nations globally [13]. Furthermore, 

Aloi, et al. [16] investigated the impact of COVID-19 on 
urban mobility and found that total mobility fell by 76%, with 
public transport users falling by up to 93%. Finally, trade 
barriers, demand restraints, and a scarcity of trained labor have 
a substantial influence on supply chains and freight volume 
[12].  

The multimodal transport of goods for various items 
during the COVID-19 crisis has encountered challenges in the 
part of cross-border transport constraints [1]. As more strict 
public health policies result in additional limitations on cross-
border transit, transportation costs and times climb [10]. 
COVID-19 has a direct influence on logistics providers as 
well. The pandemic had an impact on logistics companies, 
which are important components of value chains that help 
businesses deliver their products to clients by facilitating trade 
and commerce inside and across borders [17,18]. As a result, 
competitiveness, economic development, and job creation 
have all declined. The COVID-19 pandemic showed the 
fragility of provider-sector activities and created additional 
issues. Policymakers have struggled to help logistics service 
providers and exporters with the new federal COVID rules 
due to a lack of coordination and collaboration [19]. 

Firms have attempted to resolve the shift in customer and 
supplier paradigms while minimizing potential operational 
and economic challenges [9]. Moreover, suppliers have 
struggled to manage the logistics supply chain across borders 
while still supporting commerce and business [20]. Results of 
the concerns found in the freight and multimodal 
transportation during the COVID-19 outbreak were found in 
this study, notably in Thailand and the South China trade 
corridor, as well as crucial factors that would serve as a 
guideline for future epidemic management. 

III. RESEARCH METHODOLOGY 

A. The Delphi Method 
The RAND Corporation created the Delphi approach in 

the 1950s to forecast the influence of technology on combat. 
This approach was used to find the most trustworthy 
consensus from iterated "group replies" to consecutive 
surveys to deal with a complicated situation. Therefore, this 
strategy is used in a wide range of disciplines to identify and 
prioritize challenges for management decision-making [21]. 
The Delphi method entails a group of experts with extensive 
expertise and knowledge on a particular issue responding to 
questions. 
B. Time – Cost Distance Method 

The assessment of two intermodal transport corridors was 
carried out through the evaluation of the physical condition 
of infrastructure and transport processes including non-
physical bottlenecks along the corridors. Data related to the 
state of transport infrastructure, time, and cost involved in the 
whole transportation process along the corridors were 
collected. The overall condition, performances, operational 
effectiveness, and efficiency of corridors were evaluated and 
compared. The condition of the road surface, geometry, type 
of pavement, border crossing facilities, intermodal logistics 
infrastructure, and facilities was evaluated by visual survey 
during the site visits as, well as through the comparison of 
collected data. For this purpose, the Time–Cost–Distance 
approach was used [6]. By evaluating and comparing the cost 
and time required for transportation, processing, and 



 

 

transshipment along a leg of a corridor and at intermodal 
transfer and border crossing points, any inefficiencies or 
bottlenecks of the transport process are identified.  

This model uses curve steepness to reflect the cost 
changes in each mode, the slopes indicate transport cost per 
distance, and vertical surges show the cost steps of 
multimodal transfer [22]. The cost of the different 
combination of modes may vary depending on the chosen 
route. Therefore, the model provides an intuitive and 
accessible graphical comparison between routings and finds 
the best cost- and time-wise route using cost, transit time, and 
distance. 

IV. THE RESEARCH PROCESS 
The research process was separated into two phases. The 

first phase used the Delphi method to establish a sub-criterion 
of transport across borders, following the time-cost distance 
method. After that, a second phase collected data from 35 
logistics service providers who transported goods from 
Thailand to Southern China. Finally, the researcher used the 
time-cost distance method to describe the impact of the 
COVID-19 outbreak on all five routes (R3A, R3B, R9, R11, 
and R12) of transportation of goods from Thailand to China. 

A. Data Collection 
 

TABLE I. The sub criteria of Time-Cost Distance  
 

No Time-Cost Distance criteria in cross border transport 
Criteria Description Ref. 

T1 Time of 
Customs 
Clearance 

Time for border crossing; time for customs 
clearance; and exchange rate fluctuation 
during delivery time. 

[23,24] 

T2 Time of 
Transport  

Time for transportation [23,25] 

C1 Transport 
Costs 

Costs for transportation; costs for possible 
additional costs during transportation; 
additional insurance (insufficient safety). 

[25,26] 

C2 Border 
Crossing 

Cost  

The cost of passing goods through customs 
so they can enter or leave the country to a 
shipper shows that the customs duty has 
been paid and the goods can be shipped. 

[23,24] 

C3 Budget 
Overrun 

A cost increase which involves 
unexpected, incurred costs due to an 
underestimation of the actual cost during 
budgeting. 

[23] 

D1 Distance 
of 

Transport 

The sum of the distances of all 
transportation stages. 

 
[27] 

 
This is the process of gathering data via questionnaires. 

The questionnaires were distributed to operators who had been 
registered with the Multimodal Transport Operator of 
Thailand (MTO of Thailand) and had been providing MTO 
services for at least five years. It contains 30 LSPs, according 
to the Marine Department of Thailand 2019. The data was 
gathered through face-to-face, phone, and email interviews 
with LSP decision-makers. The survey was carried out over a 
period of 60 days (from 1 May 2021 to 30 June 2021). 

B. Compare The Route by the Time-Cost Distance Method 
This procedure was performed to compare five routes in a 

normal period to the COVID-19 period using the time-cost 
distance technique. This study analysed multimodal transport 
parameters during regular times with COVID-19 to determine 
which elements led to this epidemic condition and to develop 
a guideline for logistics service providers and policymakers to 
improve and choose routes. 

The primary transportation corridor between Thailand and 
Kunming [28] are  R3A and R3B.  Distances, timings, road 
types, and customs clearance procedures vary between these 
itineraries between Laos and Myanmar [29]. As a result, each 
route is appropriate for different types of commodities. 
However, owing to competition in transportation costs, 
efficiency, and the impact of the pandemic, this study looked 
into other routes, including R8, R9, and R12. All three routes 
have the capacity to convey commodities from Thailand to 
Kunming, China. Normally, all three routes will be utilized as 
an option to carrying agricultural commodities from Thailand 
to Kunming until agricultural items are supplied from 
Thailand to Nanning through Laos and Vietnam. 

V.  RESULT 

A. Route Analysis – Pre Pendamic  

The main transportation routes between Thailand and 
Kunming consist of multimodal routes [28]. There are two 
major routes from Thailand to Kunming, namely, R3A and 
R3B. These routes transport through Laos and Myanmar have 
different distances, times, road types, and customs clearance 
processes [29]. As a result, each route is suitable for different 
goods. However, due to competition in transportation cost, 
transportation efficiency, and the impact of the epidemic, this 
study further investigated other routes, namely, R8, R9, and 
R12. All three routes have the capacity to convey 
commodities from Thailand to Kunming, China. Normally, 
all three routes will be utilized as an option to carrying 
agricultural commodities from Thailand to Kunming until 
agricultural items are supplied from Thailand to Nanning 
through Laos and Vietnam. 

1. R3A Route 

R3A is an international highway linking Thailand–Laos–
China, with approximately 1,240 kilometres from Chiang Rai 
to Kunming. It is an important route for both the export and 
import sectors. In particular, the agricultural products sector 
is connected through the key points of all three countries as 
shown in Table II. 

TABLE II. Time–Cost–Distance of R3A 

Route R3A Distance(Km) Time(Hr) Cost(USD) 
Bangkok-Chiang Rai 830 13 1,450 
Chiang Rai-Chiang Khong 110 2 180 
Border crossing - 2 250 
Chiang Khong- Boten border 228 4.5 1,200 
Border crossing - 3 1,400 
Boten border - Kunming  690 14 2,000 

Total 1,858 38.5 6,480 

2. R3B route 

R3B, like R3A, is part of the Kunming-Bangkok 
Expressway. The distinction is that as it reaches Chiang 
Rung, it separates into a road, R3B, that heads to the Burmese 
border at Daluo in Shan State, via Kengtung and Tachileik, 
and enters Thailand at Mae Sai District in Chiang Rai 
Province, passing through various ethnic enclaves in 
Myanmar. As a result, tolls must be paid along the way. 
Because transportation is expensive, it is not widely 
employed in route decisions (Table III). 

 

 



 

 

TABLE III. Time–Cost–Distance of R3B 

Route R3B Distance(Km) Time(Hr) Cost(USD) 
Bangkok-Chiang Rai 830 13 1,450 
Chiang Rai- Mae Sai 60 1.5 100 
Border crossing - 3 700 
Mae Sai- Kengtung 163 3.5 1,800 
Border crossing - 3 1,400 
Kengtung - Kunming 760 14 2,300 

Total 1,813 38 7,750 

3. R8 route 

R8 starts at Bueng Kan Province; enters Paksan District 
of Laos through Vinh Heading to Hanoi, Vietnam; and ends 
in Guangxi. R8 is a route that connects four countries, starting 
from Bueng Kan Province, Thailand; passing the Bueng Kan 
border; entering Laos PDR; cutting through Vietnam; and 
reaching China. Most of the paths cut through the mountains, 
with this route stretching a total distance of more than 879 
kilometers. There are various products, such as chemicals, 
pharmaceuticals, automobiles, equipment, and components 
to consumer products fabrics and threads, fresh fruit, and 
agricultural products, which are connected through the key 
points of all four countries as shown in Table IV. 

TABLE IV. Time–Cost–Distance of R8 

Route R8 Distance(Km) Time(Hr) Cost(USD) 
Bangkok - Bueng Kan 718 11.5 1,300 
Border crossing - 4 220 
Paksan - Nam Phao  222 6 540 
Border crossing - 4 760 
Cau Treo - Lang Son  657 13 1,510 
Border crossing - 2.5 1,400 
Lang Son - You Yi Guan  200 3 520 
You Yi Guan - Kunming 784 12 1,300 

Total 2,581 56 7,550 

4. R9 route 

Route R9 in Vietnam runs from the Lao Bao customs 
border, opposite the Lao People's Democratic Republic 
border gate, to Dong Ha, where it connects to Vietnam's main 
route. The entire distance between Danang to Danang Pier is 
roughly 260 kilometres. The route is a two-lane road with no 
shoulders and decent pavement on both sides, largely through 
rural regions. 

Logistic facilities along Route R9 do not include truck 
stopping points with modern amenities along the route from 
Lao PDR to Vietnam; there are only gas stations. There are 
three main points for the transfer of goods: 1) the point of 
transfer of goods in Thailand in Mukdahan Province; 2) the 
transportation point in Lao PDR, Thakhek Province 
Savannakhet; and 3) the Dansavan–Lao Bao border crossing 
as show in Table V. 

 
TABLE V. Time–Cost–Distance of R9 

Route R9 Distance(Km) Time(Hr) Cost(USD) 
Bangkok-Mukdahan 609 10 1,100 
Border crossing - 2.5 220 
Mukdahan- Savannakhet 300 5 580 
Border crossing - 3 750 
Lao Bao - Lang Son  900 18 2,070 
Border crossing - 2.5 1,400 
Lang Son - You Yi Guan  200 3 520 
You Yi Guan - Kunming 784 12 1,300 

Total 2,793 56 7,940 

5. R12 route 

R12 links north-eastern Thailand with Guangxi 
Province, beginning in Nakhon Phanom Province and 
passing via Vietnam's Ha Tinh Vinh and Hanoi provinces 
before concluding in Guangxi. Following the November 
2011 completion of the third Thai-Laos Friendship Bridge 
(Nakhon Phanom-Khammouan), Route R12 became the 
fastest route for transporting products from Thailand to 
Guangxi, China. 

As shown in Table VI, R12 is one of the shortest transit 
routes from Thailand to Vietnam and China, and it is regarded 
a route that connects Thailand's north-eastern area with 
neighbouring nations. Beef cattle, dairy cattle, dairy products, 
electrical appliance electronic components, consumer items, 
agricultural products, and petroleum are all routinely carried 
along this route. 

TABLE VI. Time–Cost–Distance of R12 

Route R12 Distance(Km) Time(Hr) Cost(USD) 
Bangkok-Nakhon Phanom 724 11 1,300 
Border crossing - 3.5 220 
Nakhon Phanom- Cha lo  150 3.5 350 
Border crossing - 4 820 
Cha lo– Lang Son  620 12.5 1,430 
Border crossing - 2.5 1,400 
Lang Son - You Yi Guan  200 3 520 
You Yi Guan - Kunming 784 12 1,300 

Total 2,478 52 7,340 

B. Route Comparisons 

The route with the lowest cost is via Route R3A (USD 
6,480). The other routes are via R3B, R12, R8, and R9, which 
cost USD 7,150, USD 7,340, USD 7,550, and USD 7,940, 
respectively, as shown in Fig 1. The total transport cost of 
Routes R8, R9, and R12 is higher than for routes via Chiang 
Rai because three routes have to cross three borders with 
three separate cross border costs. As a result, the routes 
crossing more borders have high transport costs. 

 
Fig 1. Total transport cost 

The shortest route in terms of travel time is R3B, which 
takes 38 hours. The alternative routes, as illustrated in Fig 2, 
are R3A, R12, R8, and R9, which take 38.5, 56, 56, and 52 
hours, respectively. Routes R8, R9, and R12 have a longer 
total travel time than routes through Chiang Rai because three 
routes must cross three borders with three different cross-
border fees. As a result, routes that cross more borders have 
longer travel durations. According to the data, the average 
time to cross a border is 2.5 hours. 

R3A R3B R8 R9 R12
Transport cost 5,650 4,830 5,170 5,570 4,900
Cross border cost 1,650 2,100 2,380 2,370 2,440
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Fig 2. Total transport time 

C. Time – Cost Distance Analysis During Pandemic 

Table VII shows the criteria affected by the pandemic, of 
which the most affected criteria were the time of customs 
clearance and transport cost. However, the effect on each 
route was different because each route's context and 
underlying components differed. For example, the rules for 
opening and closing international border crossings during 
epidemic situations differed for each route, affecting transit 
time and excess delivery time. 
TABLE VII. Details of Increase ratio change (%) criteria of each route 
during pandemic 

Criteria R3A R3B R8 R9 R12 
T1 40% 66% 14% 25% 19% 
T2 - - - - - 
C1 49% 56% 32% 15% 3% 
C2 10% 25% 10% 10% 12% 
C3 20% 42% 20% 10% 15% 
D1 - - - - - 

From interviews with LSVs and related parties, both 
public and private, about the impact of the COVID-19 
epidemic situation regarding international transport, it was 
found that some operators had changed their transport routes. 
From the case study of the transportation of goods from 
Thailand to the People's Republic of China in the past, the 
transport route used by operators was Route R3A after the 
outbreak of the COVID-19 virus. Lao PDR has strict 
protection standards for the transportation of goods through 
Lao PDR, and trucks must change cars and drivers at Huay 
Sai. As a result of such measures, the cost of transporting 
goods via Route R3A is higher, with an average increase of 
5,000-7,000 USD per trip. Therefore, most operators have 
started to opt for Route R9 to transport goods to the People’s 
Republic of China instead of Route R3A. 

From the study of agricultural and food transport routes 
on the R12, it was found that, the R12 will have a dry port in 
Nakhon Phanom province to transport the cargos over the 
China–Vietnam border. Therefore, the transportation of 
goods on the R12 may increase. However, at present, the 
epidemic situation makes it necessary to have strict pandemic 
measures in place. Entrepreneurs need to apply for approval 
documents from the Nakhon Phanom Provincial Public 
Health Office before shipping. Moreover, the time limit for 
the cargo to be completed is 16 hours. As a result, some 
operators may opt for Route R9 can transport cargo more 
quickly than freight transport route via Route R12. 

VI. CONCLUSION 
In this research, cross border transport was clearly 

affected by the pandemic along with lacked information to 
manage international transport operations. The identified 
issues have a direct impact the transport industry from 
surveys conducted by the 30 Multimodal Transport Operators 
of Thailand (MTO of Thailand). Regarding to practical 
implications, this research highlighted the importance of the 
Time-Cost Distance model from the literature and the 
perspective of logistics service providers, which could 
provide a new perspective on conducting decisions related to 
multimodal transport operations, especially in the pandemic 
era. 

The impact of the pandemic, Yunnan Province has 
increased the process of cross-border freight services, and 
border crossings are point-to-point transport systems. This 
means Chinese drivers are not allowed to cross to other 
country, and foreign drivers cannot transport goods across the 
border into China. Therefore, two Lao drivers and two 
Chinese drivers are required to bring empty cars to pick up 
goods at the Laos border post. Chinese and foreign drivers 
must deliver trucks and goods to adhere to the strict 
transportation rules at designated points of checkpoints and 
border crossings. In particular, at the Bo Ten-Bo Han 
checkpoint, strict testing for COVID-19 may apply to the 
driver and the goods. 

As a result of the strict measures, transport costs and time 
have increased to a large extent. Previously, before the 
outbreak of the pandemic, Route R3A was the most popular 
among Thailand's logistics service providers for transporting 
goods to China. However, during the pandemic, the transport 
costs were noticeably higher compared to cross-border 
transport in Mukdahan (R9) and Nakhon Phanom (R12). As 
R3A has not been approved by the Cross-Border Transport 
Agreement (CBTA) for Thailand–China–Laos cargo, 
resulting in the spread of COVID-19, and the requirement of 
truck transfer, the cost of transport has increased by 
approximately 2,200–2,800 USD. These are significant 
problems and obstacles for entrepreneurs transporting goods 
from Thailand to China. This is because many problems are 
uncontrollable factors which could not resolved by shippers 
but required co-operation with the government. For example, 
freight costs fluctuated significantly during the COVID-19 
pandemic, making the opening, and closing of borders 
unclear.  
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Abstract— This paper aim to analyse mathematical models in 
a spare parts inventory management problem for supporting 
future research direction that have the potential for 
significant future contribution in the field. The result showed 
that studies in a past decade adopt stochastic settings in 
mathematical model according to uncertainty demand during 
lead time. The model in reviewed literature mostly focused on 
minimizing inventory cost.  However, there were some 
differences in details because a repair network may consist of 
multiple echelon levels. Although the manager may consider 
addressing a spare parts inventory management problem in a 
single echelon system. Smart spare parts inventory 
management requires synchronizing each echelon level 
together. Subsequently, various solution methods were 
proposed to solving spare parts inventory management 
problem. Noteworthy, heuristic and meta-heuristic methods 
were most widely used to handle the complexity of a spare 
parts inventory problem due to uncertainty of demand during 
lead time. Hence, a robust solution method should be 
developed further. In addition, demand distribution during 
time between failure should be recognized to handling the 
uncertainty and unpredictability demand.  Moreover, a 
framework for smart supply chain of spare parts 
collaboration was presented herein.  

Keywords—spare parts, inventory management, literature 
review, mathematical model, smart supply chain 

 

I. INTRODUCTION 
 Maintenance, repair, and operations (MRO) are crucial 

for manufacturing-based industries that heavily rely on 
machinery operations. The efficiency of the operating 
machines is naturally decreased over time. In order to 
achieve the highest continuous production performance, 
machinery maintenance and repair work must be done in 
parallel with factories’ operations.  Replacing spare parts 
after the machine has already broken down can cause a 
significant operation downtime which leads to higher 

overall production costs. For this reason, a reasonable spare 
parts warehousing management plan must be carefully 
implemented and evaluated. This is one of the important 
functions in the value chain process and also one of the 
activities in the inbound logistics management scheme. 
Having an effective spare parts warehousing system can 
help the company to reduce the cost of spare parts storage 
as well as help make the production lines run smoothly.  
Also, in the case of increasing service level in the production 
pipeline, the management of spare parts inventory is 
critically important for prompt and continuous maintenance 
to be undertaken. The challenge comes when the factories’ 
operators need to decide on choosing the right strategy for 
managing the spare parts inventory and the depot space. 
Unlike other typical warehousing systems for other 
inventory, such as raw material, work in process (WIP), 
finished goods, etc., these types of spare parts parcels are 
waiting for the recipients or customers to pick them up from 
the storage ground. Normally, the parcel will be produced 
and then circulated from the warehouse at all times. 
However,  spare parts inventory will circulate slower when 
the machines do not need any maintenance or the wear level 
is still low. Together with the factor of uncertainty in 
determining the time when machines might fail. These two 
reasons make the estimation of demand becomes very 
challenging. because of high uncertainty and 
unpredictability of demand during time between failure.  

In this context, a natural question that arises is: “How to 
manage inventories for spare parts being stocked in 
maintenance facilities?”. Hence, this work aims to 
investigate for answers to the aforementioned specific 
research question to be a guideline for handling the high 
uncertainty and unpredictability of demand during the time 
between failure of spare parts inventory. Indeed, developing 
mathematical models to answer this question has both 
theoretical and practical values. To accomplish the mission, 
we adopted systematic reviews as a preliminary study to 
justify formulating mathematical models and solving 



methods. This allowed us to present results by combining 
and analyzing research results from various studies 
conducted on similar research topics. After the presentation 
of the research background (Section I) and the methodology 
used for the study (Section II), Section III presents the 
answer to the research question. Section IV, presents the 
details of further research direction. Finally, we conclude 
with lessons learned and an outlook on developing spare 
parts inventory managing guidelines in Section V. 

II. METHODOLOGY 
This systematic literature review adopted the Preferred 

Reporting Items for Systematic Reviews and Meta-analyses 
(PRISMA) statement [1]. The PRISMA flow diagram of 
this work was shown in Fig. 1. The review included articles 
from different sources such as international journals, 
conferences, book chapters, and Ph.D. theses during the 
period 2012–2022 which are related to spare parts inventory 
problems with solution methods as a whole. A total of 329 
records were obtained after executing the search strategies, 
and 5 records from subsequent snowballing. After 
duplicates were removed, 177 records remained. From these 
remaining 177 records, 133 of them were excluded because 
they might be not researched articles since the word 
"Review" "Survey" "State of the art" or "Overview" existed 
in the title, abstract, or keywords. Since we focus on spare 
parts inventory management in a warehouse, after reviewing 
the abstracts, 15 articles were excluded from the remaining 
44 records because they did not mention solving spare parts 
inventory problems in the abstract, leaving 29 articles for 
the final screening. 18 articles were excluded in the third 
round because they are not related to our specific question 
is within the scope of this study. In total, 11 articles were 
included in the analysis. 
 

 
Fig. 1. PRISMA flow diagram 

 

III. LITERATURE ANALYSIS 
In this section, 11 studies using prescriptive analytics are 

examined and divided into three topics: (A) Model setting, 
(B) Model Objective, and (C) Solution Method. 

A. Model setting 
Based on the model setting consideration, in this case, 

if a model assumes spare part demand is uncertain, we 
classify it as using a stochastic model setting. Instead, if the 
demand is assumed to be known in advance, we classify it 
as using a deterministic model setting. As shown in the 
third column of Table I, all 11 studies adopt stochastic 
settings, indicating that stochastic settings are basically in 
this field.  

B. Model Objective 
Generally, mathematical models of spare parts inventory 

management usually focus on optimizing inventory cost and 
service level regarding economic order quantity and reorder 
point.  However, there were some differences in terms of 
cost in each model. The expected cost could be included 
with a few terms, for example,  holding and shortage cost 
[2], holding and ordering cost [3, 4], and overhaul and 
procurement costs [5]. On the other hand, several terms of 
cost in spare parts inventory were taken in the objective 
function of a model. [6] considered the expected operating 
cost of the system in their objective function associated 
with unit cost, holding cost, shipping cost, replenishment 
cost, and penalty cost of downtime. [7] included the 
disposal cost of allocation business, the disposal cost of an 
inward and outward warehousing business, the 
transportation cost of spare parts when allocating each 
other, and the storage cost and the loss cost of shortage in 
the inventory cost. 

In addition, minimizing backorders subject to budget 
constraint was the one of interesting objectives when the 
spare part was very critical [8, 9]. Besides inventory cost, 
[10] formulated a model to minimize stock level by 
considering service levels.   

C. Solution Method 
The 11 studies propose various methods to solve the 

problems, including exact methods, heuristic methods, and 
meta-heuristic methods. Exact methods can find optimal 
solutions or bounds on optimal solutions to optimization 
problems. Large-scale optimization methods such as 
Branch-and-Bound, Benders Decomposition, and 
Lagrangian Relaxation were also considered as exact 
methods. Heuristic and Meta-heuristic methods were used 
when the problems have high computational complexity. 
The computational time was reduced but optimal solutions 
cannot be guaranteed. The studies adopting different 
solution methods are summarized in the last column of 
Table I and Fig.2. It should be noted that in some studies, 
multiple solution methods were proposed. 
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Fig. 2. Solution Method in spare parts inventory models 

According to the results in Fig.2, we can see that 
heuristic and meta-heuristic methods were most widely 
used in the reviewed literature. 

TABLE I.  SOLUTION METHOD USED IN SPARE PARTS INVENTORY 
PROBLEMS 

Article Objective Uncertainty 
Demand 

Solution Method 

Ex
ac

t 

H
eu

ris
tic

 

M
et

a-
he

ur
ist

ic
 

[8] 

Min 
Backorders 
s.t. budget 
constraints 

√  √  

[2] Min Cost √ √   

[9] 

Min 
Backorders 
s.t. budget 
constraints 

√   √ (GP) 

[6] Min Cost √   √ (GA) 

[3] 
Min Cost  
of Stock 

Level 
√  √ √ (SA) 

[4] 
Min Cost  
of Stock 

Level 
√  √  

[11] Min Cost √  √  

[12] 
Min Cost 

with Location 
Problem 

√   
√ 

(Adaptive 
GA) 

[5] Min Cost √ √   
[7] Min Cost √ √   

[10] Min Stock 
Level √ √ √  

 
Note:    
GP = Genetic Programming, GA = Genetic Algorithm, SA = Simulated Annealing 

IV. FURTHER RESEARCH DIRECTION 
  

 Based on the literature survey, there are some common 
issues for the spare parts storage, which are, overstock, 
understock, and the negligence of implementing effective 
inventory control and management plan. All these issues 
lead to cost and opportunity loss as well as causing a 
significant downtime in the production line. Even though 
there might be no the best solution to solve the issue, this 
work aims to be one of the real-world case studies and one 
of the solutions for such areas. Thus, a general picture of the 
systematic research direction for spare parts inventory 

management is provided herein. Fig. 3 shows a four steps 
approach for a further research direction for spare parts 
inventory management in the context of optimization. 

• In Step 1, the problem statement should be 
identified and respect the different features of 
complex systems. A system may contain tens or 
hundreds of assemblies, and probably, hundreds or 
thousands of parts that were organized into multiple 
indenture levels as shown in Fig.3. 

 

 

 

 

 

 

 

 

Fig. 3. multiple indenture levels 
  

However, different systems may have parts in 
common. Therefore, either part in common can be 
stocked separately for each system or they can be 
destined to a single system, thus reducing inventory 
costs. Moreover, systems may require differentiated 
availability levels. The service differentiation can be 
seen as a cost-saving opportunity when it is possible 
to allocate more resources only to the most critical 
systems. 

Besides, a repair network may consist of multiple 
echelon levels. If a component is repaired, it should 
also be decided where to do that in the multi-echelon 
repair network. A depiction of a multi-echelon repair 
network is shown in Fig.4.  

 

 

 

 

 

 

Fig. 4. multiple echlon levels 
 

Since a manufacturing supply chain can consist of 
central and local warehouses (WH), where central 
warehouses replenish the stock of local ones. Spare 
parts allocation should consider stock availability 
both for the central depot and local sites. In other 
words, real-world systems are characterized by a 
multi-echelon repair network. Although the manager 
may consider addressing a spare parts inventory 
management problem in a single echelon system. 
Smart spare parts inventory management requires 
synchronizing each echelon level together. 
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• In step 2, the interesting spare parts inventory 
problems should be formulated in mathematical 
modeling with specific objectives and all of the 
constraints. Noteworthy, the objective of the model 
should be to respond to the needs of a decision 
maker. As a result, in section III, minimizing 
inventory cost is a common interested objective. 
However, each model's components of inventory 
cost may be different according to particular 
problems. 

• In Step 3, a robust solution method should be 
developed to handle the complexity of a spare parts 
inventory problem due to uncertainty of demand 
during lead time. Although an optimal solution could 
be obtained by the exact method, high computational 
time may be consumed. Thus, heuristic and meta-
heuristic methods are the most widely used. 
Subsequently, the complexity of the algorithm 
should be considered according to the trade-off 
feature between solution quality and computational 
time.   Therefore, we call on more research with 
recently developed algorithms for solving problems 
in this area to provide high-quality solutions in a 
reasonable solution time. However, the developed 
algorithm should be evaluated on the target 
application to ensure its robustness. In addition, 
demand distribution during time between failure 
should be recognized to handling the uncertainty and 
unpredictability demand. Althoug some studies 
proposed a methodology base on demand 
distribution fit for slow and fast moving spare parts 
[3, 4].  However, either fast or slow moving was 
judged regrading with a specific number of demand 
frequency. Consequenty, this may lead to a bias 
judgement. Hence, there are opportunities to 
improve and extend the current research.   

• In Step 4, Recently, the biggest change that is 
occurring in maintenance is the introduction of the 
Internet. This has potential to change the 
relationships between the equipment user and the 
equipment supplier. The Internet provides better 
communication between the supplier and user to be 
more greater frequency and more faster 
communication [13]. Since the data might influence 
the decision-making of each participant, the 
collaboration in supply chain of spare parts is an 
important goal to achieve. Fig. 5 illustrates a 
framework for smart supply chain of spare parts 
collaboration. 

 
Fig. 5. A framework for smart supply chain of spare parts collaboration 

  

 In Fig.5, two or more chain members 
working together to create a competitive advantage 
through sharing information.  This electronic 
communication allows all equipment users to predict 
more accurately their need for replacement parts and 
consumable items. Thus, a catastrophic breakdown 
of a critical component can be rapidly replaced. 
Besides, smart supply chain could be identified  as a 
human-like operation form embedded in emerging 
technologies such as big data, blockchain and 
artificial intelligence to achieve efficient 
collaboration throughout the supply chain through 
intelligent decision-making, digital management, 
and automated operation [14]. Consequently, the 
“smart” characteristics of a framework for smart 
supply chain of spare parts collaboration are 
embodied in emerging technologies, digital 
processes and ecological organizations. Therefore, 
more work needs to be done in these areas. For 
example, [15] implement the blockchain-based 
system, executed under a decentralised ledger 
mechanism, to improve the quality of traceability 
data and reliable information sharing within the spare 
parts supply chain. 

V. CONCLUTION AND DISCUSSION 
 

 Evaluating a proper amount of spare parts inventory is 
one of the essential aspects of manufacturing product 
maintenance. Performing suitable system maintenance can 
help reduce production downtime and extend the lifetime of 
machinery within the manufacturing pipeline. The suitable 
number of spare parts that needed to be kept in the 
warehouse or storage space is important. According to the 
reason that there is high cost of keeping a large number of 
part items, at the same time, the needs of customers and 
repair requests from the production line must also be 
satisfied.   



 This article presents a literature review of mathematical 
model and further research direction on spare parts 
inventory management. The result indicated that stochastic 
settings in mathematical model were basically in this field 
according to uncertainty demand during lead time. The 
model in reviewed literature mostly focused on minimizing 
inventory cost.  However, there were some differences in 
details because a repair network may consist of multiple 
echelon levels. Thus, the expected cost could be included 
with a few terms in a dock terminal when single echelon was 
considered. In contrast, if researchers dealing with multiple 
echelon problem, the cost may be included additional terms 
outside a dock terminal such as shipping cost or 
transportation etc. Although the manager may consider 
addressing a spare parts inventory management problem in 
a single echelon system. Smart spare parts inventory 
management requires synchronizing each echelon level 
together. In reviewed literature, various solution methods 
were proposed. Although an optimal solution could be 
obtained by the exact method, high computational time may 
be consumed. Thus, heuristic and meta-heuristic methods 
are the most widely used. Hence, a robust solution method 
should be developed further. 

 Furthermore, modern technology makes a supply chain 
of spare parts feasible and able to develop suitable business 
models. Therefore, a supply chain of spare parts to be a 
smart system should be enhanced by emphasized using 
electronic communication trougout supply chain of spare 
parts inventory. A competitive advantage from sharing 
information could be created when the chain members 
working together. 
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Abstract— According to the changed policy, the city 
of "Chiang Khong" is a logistics city. The 
transformation of border towns to be more urbanized in 
Northern Thailand in 2012, affected the environment, 
pollution, and population health. The research aimed to 
study the relationship between health risk and land use 
change, industry area, urban population, and pollution 
with dependent variables, namely the rate of patients 
from respiratory disease and mortality rate. The study 
selected Moran’s I to analyze the industry build-up 
density pattern in Chiang Khong and Generalized 
Additive Models to analyze the non-linear relationship 
between dependents and independent factors. The 
results showed that Concentration rates of industrial 
build-up areas were clustered, and the results of the 
correlation analysis revealed that the amount of 
Nitrogen Dioxide (No2) and the percentage of urban 
change were discovered as a non-linear association. total 
mortality and Industrial Area, PM2.5, and Nitrogen 
Dioxide revealed non-linear solid associations with the 
number of respiration cases. Nitrogen Dioxide has 
93.30% of the deviance explanation, Pm 2.5 has 87.6 and 
Industrial Area has 81% of the deviance explanation. 
Therefore, Increases in the rate of urbanization and 
development of land area have also been linked to 
increases in respiration cases. 

Keywords— land use change, border logistics city, 
pollution, respiration.   

I. INTRODUCTION 
Border trading has long been a part of the way of life for 

the people who live along Thailand's borders. Border trade 
is expanding and is one of Thailand's most important 
economic activities. Particularly in the Chiang Khong 
District, Chiang Rai in Thailand is one of the border towns 
located with Lao PDR. Previously, the cargo was 
transported across the border by local ships [1], but this is 

no longer the case because China has pushed through trade 
routes transportation by land. After all, the policy 
concentrates on international commodities transit between 
Thailand, Lao PDR, and China, known as the North-South 
Corridor (NSEC) projects were formed to connect trade 
between the three countries via the route "R3A" [2]. 

Route R3A connects Bangkok to Kunming City, Yunnan 
Province, China, via Lao PDR. Thailand has a total distance 
of around 1,240 kilometers from Bangkok city to Kunming 
City through Thai-Laos Friendship Bridge which is the first 
cross-country transportation link between Thailand-Lao 
PDR-China. The route affected to local population, local 
business, tourism, and land used sector. Many investors had 
come to take advantage of the area of Chiang Khong. Some 
of them are built as logistics business and some came to buy 
for speculation. Land use has changed as a result. The city of 
Chiang Khong was served by a wide variety of transportation 
and underwent industrialization, which had an impact on the 
local population and environment directly. Moreover, Thai 
government's strategy focus on infrastructure development 
in Chiang Khong district in 2012, and it was planned 
officially to set Chiang Khong's role as a logistics center city 
by 2020.[2] In addition, the railway connecting the Thai 
railway with the Chinese railway in the border area is 
scheduled to be successful in 2027.  

However, urbanization is being accompanied by an 
increase in morbidity and death from respiratory diseases 
linked to environmental pollution [1,2]. Urbanization in 
Thailand was transformed from local forests to more urban. 
Within the urban territorial system, there are various natural 
and socioeconomic elements such as land use, industry, and 
population. These transformations inevitably have an impact 
on public health. In this light, understanding the relationship 
between urban land growth, urbanization, and environmental 
health challenges in Thailand is critical [3]. 



There has been a study of problems with urbanization 
affecting health [4,5], declared that the transition from rural 
to urban make more construction and they cause pollution 
called PM10 and PM2.5, which directly affect the respiratory 
tract and lungs [4,5]. PM10 and PM 2.5 are arisen from 
factory pollution, construction, smoke from large trucks and 
pollution from rocks, clay, and dust from trucks being 
transported. [6] 

Urbanization is a dynamic spatial process that occurs 
between persons and the environment. The change from rural 
to urban has an impact on the health hazards posed by 
environmental diseases. As a result, this research aims to 
study recognition of the correlation between shifting land 
use, pollution, and population’s health difficulties. Once the 
results of this research have been proven, the government can 
design policies and guidelines for urban planning, pollution 
reduction, public health management, and assisting the city 
in becoming a sustainable logistical center. 

II. METHODOLOGY 

A. Study Area 
Chiang Khong District (Fig. 1) was in northern Chiang 

Rai Province. It is frequently utilized as a city of cultural 
and nature. There is the tourism route to Luang Prabang, Lao 
PDR by local boat due to its advantageous location 
immediately over the Mekong River by Huay Xai, Lao PDR 
[1]. 

Chiang Khong used to be a little border commerce town 
and a way to get to Luang Prabang, Laos, but after 
cooperating to develop the R3A route, businesspeople and 
investors have come to buy land and start their enterprises. 
Such changes have an impact on people's livelihoods, 
including business, industry, hotels, and transportation. 

 
Fig. 1. Study region “Chiang Khong” 

B. Data Management 
 The study set a period starting from 2012 as the year the 
cross-border trade by the bridge was enabled and ending 
2019 because if it is more than a year, COVID-19 is 
recorded as a respiratory disease. 

 The data were gathered on multiple sources: remote-
sensing images 2012 – 2019 (Landsat 7 and 8) were 
downloaded from U.S. Geological Survey Earth Explorer 
and Land Use Land Change maps were cross checked by 
Land Development Station in Thailand. The pollution 
emissions as PM 10, PM 2.5 and No2 obtained from 

Pollution Control Department of Thailand. Population in 
Chiang Khong data were obtained from The Bureau of 
Registration Administration of Thailand. The population 
mortality and respiratory case data obtained from Health 
Data Center of Thailand. The POI data were obtained from 
Google Earth and Department of Business Development of 
Thailand. Construction land in 2012 – 2019 Land use Land 
Changed were analyzed by ArcGIS software version10.8.1 
and Generalized Additive Model was analyzed by R 
Language software.  

C. Moran’s I Scatterplot 
Moran's I Scatterplot shows the spatial autocorrelation 

of the emergence of industry, business, hotel, and 
transportation [7] which is a statistic used to evaluate how 
the spatial relationship of the near versus distant has distinct 
effects, demonstrating that the distribution of values 
depends on the spatial distribution of objects [8] and 
statistics typically used to measure as: 

 

𝑀𝐼 =
𝑁 ∑ ∑ 𝜔 (𝑦 − 𝑦) 𝑦 − 𝑦

∑ ∑ 𝜔 (∑ (𝑦 − 𝑦) )
, (1) 

 where 𝑀𝐼is the Moran correlation,y is independent 
variable, y is the mean of independent variable, take 𝜔  as 
the weight from pollution emission rate, 𝑖 and 𝑗  is the 
number of independent variables [8] which is the number of 
industries in Chiang Khong. 

D. Generalized Additive Model (GAM) 
The data were evaluated in the complex linear and non-

linear datasets of the connection, the Generalize Addictive 
Model was employed in this study to determine the 
association between the dependent variable (health) and 
independent variables (industrial, LULC, pollution). As a 
result, I chose this instrument to complement the 
relationship. we constructed the following Generalized 
Additive Model (GAM):  

g(μ) = 𝑓 𝑆( ) (2) 

 

Where (μ) = M 𝑌 𝑆( ), 𝑆( ), … , 𝑆( )  is expectation of 
Y is a dependent variable (number of respiratory disease 
cases and number of mortality), 𝑆( )  , 𝑓 () is a single 
variable function for the independent variable (for example, 
the industrial rate, urbanization population rate, pollution 
rate) generally uses nonparametric methods for fitting [9]. 

In Figure 2, this study included the urbanization rate; 
industrial area, and urban population rate as LU, the POL 
included the PM 2.5, PM 10, and NO2 with the highest in 24 
hrs. average, Y variable included total mortality (2012–
2019), and the number of Respiratory cases (2012–2019) in 
Chiang Khong as dependent variables into the GAMs.  

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Moreover, In MORAN's I statistical study, the 
relationship between area and building density was also 
evaluated by urbanization rate and Point of interest (POI) 
focused on industry, factories, and hotels to prove the 
association as a cluster in Chiang Khong. 

In Figure 2, this study included the urbanization rate; 
industrial area, and urban population rate as LU, the POL 
included the PM 2.5, PM 10, and NO2 with the highest in 24 
hrs. average, Y variable included total mortality (2012–
2019), and the number of Respiratory cases (2012–2019) in 
Chiang Khong as dependent variables into the GAMs. 
Moreover, In MORAN's I statistical study, the relationship 
between area and building density was also evaluated by 
urbanization rate and Point of interest (POI) focused on 
industry, factories, and hotels to prove the association as a 
cluster in Chiang Khong. 

III. THE RESULT 
According to data management, Chiang Khong has seen 

rapid urbanization (Figure 3). The urbanized area in 2012 
was 30.60 km2. In 2019, it reached 7%. during the same 
period, the industrial building sector grew rapidly. In 2019, 
the industrial area was 0.545 km2 and 1.20 km2. As cities 
expanded, there was an increase in industrial land. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Chiang Khong Land Use Change in 2012 - 2019  

The findings of the land use change analysis (Figure 3) 
show the rate of change from forest to agricultural land was 
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0.98 km2, in terms of urbanization, agricultural land to 
urban area was 17.81 km2, the rate of transformation from 
forest area to the urban area was 4.9 km2, and the water-to-
urban change was 0.25 km2 (Table 1). 

TABLE I.  LAND USE CHANGE DETECTION 2012 – 2019 

Land Use 
2012 

Land Use 
2019 Change detection 

Area 
Change 
(km2) 

Forest Agriculture Forest -> Agriculture 30.9713993 
Urban Agriculture Urban->Agriculture 7.17839 
Water Agriculture Water->Agriculture 2.8958099 
Agriculture Forest Agriculture->Forest 0.1325656 
Urban Forest Urban->Forest 0.426005 
Water Forest Water->Forest 0.882807 
Agriculture Urban Agriculture->Urban 17.8185997 
Forest Urban Forest->Urban 4.8938298 
Water Urban Water->Urban 0.250262 
Agriculture Water Agriculture->Water 0.524026 
Forest Water Forest->Water 0.577085 
Urban Water Urban->Water 0.122888 
However, the rate of urban area changes to be forest 

equal to 0.427 km2 which is unreliable, the study assumed 
that it may be an error in specifying a class. According to 
the above findings, the trend of the transferring from forests 
to agricultural land is increasing. The transition from 
agricultural land to urbanization will impact the changes in 
the following phase. As a result, this study concludes in this 
section that Chiang Khong's urbanization tendency will 
continue to increase in the future. 

 

 
Fig. 4. Pollution density of PM 10, PM2.5 and No2 in 2012 - 2019 

However, the urbanization of Chiang Khong had a 
significant impact on the ecology. Figure 4 depicts the 
pollution index from the Air Quality Index, which according 
to several studies, causes respiratory issues due to three 
emissions: PM.10, PM. 2.5, and NO2 are released through 
industrial waste, transportation, fire spots, and construction. 
The highest PM.10 emissions increased by 102% from 195 
g/m3 in 2012 to 394 g/m3 in 2019. PM2.5 emission rates 
increased from 147.1 g/m3 in 2012 to 359 g/m3 (143%) in 
2019. NO2 levels fell from 148 parts per billion in 2012 to 
78 parts per billion in 2019. PM 10 and PM 2.5 both raised 
health risks. More contaminants and pollution exposure 
raised the risk to health. 

 
Fig. 5. Respiratory disease rate and the mortality rate in Chiang 

Khong in 2012 - 2019 

Pollution in Chiang Khong had conspicuous effects on 
health. Total respiratory case in Chiang Khong was 7,982 
cases in 2012 but increased markedly to 11,009 cases in 
2019. The number of mortality cases was 27 cases and 
reached 118 cases in 2019 (Figure 5). The incidence of 
respiratory disease tends to be higher. According to the 
study hypothesis and literature review from several 
research, it was found that the incidence of respiratory cases 
was caused by air pollution and air pollution tends to 
increase. Likewise, the expansion of urbanization and 
industrial area impacted directly to pollution emission in the 
urban area. 

 
Fig. 6. Moran’s I statistic and density map  

According to Moran’s I statistics test found that the 
number of industry and building up in 2019 related to the 
Moran's spatial as 0.105062. The z-Score equal to 2.170928 
and p-value equal to 0.029937 which showed a statistically 
significant of coefficient. From the above results, it was 
found that the trend of industrial construction location has a 
clustered distribution pattern. Considering the density of 
industries build up found that Moran's I value greater than 
0. It shows that the industrial density has a positive 
correlation. The results of statistics suggest that new 
industrial construction is more likely to stick as the cluster, 
affecting the density of the industry and having a significant 
impact on the health of local in people who living in such 
locations (Figure 6). 

Changes in pollution, land use, and industry are all 
important aspects of urbanization. Therefore, Industrial 
Area (lu1), Urban Change (lu2), Urban Population Rate 
(lu3), PM.10 (pm1), PM.2.5 (pm2), and NO2 (pm3) were 
selected as variables and independent variables in the 



Generalized Additive Model to further validate the impact 
of urban growth or urban land-use change on health hazards. 
Table 2 displays the results. The amount of Nitrogen 
Dioxide (No2) and the percentage of urban change (lu2) 
were discovered as a non-linear association with total 
mortality (p < 0.01). The explained deviations ranged from 
95.30% to 65.20%. On the other hands, Industrial Area 
(lu1), PM2.5 (pm2), and Nitrogen Dioxide (pm3) revealed 
strong non-linear associations with the number of 
respiration cases (p < 0.01). Nitrogen Dioxide has 93.30% 
of the explained deviances, Pm 2.5 has 87.6 and Industrial 
Area has 81% of the explained deviances. (Table II) 

Figure 7, In terms of mortality and urbanization factors, 
all three features were non-linear correlations, but the urban 
change parameter was the greatest deviance explanation 
(65.20%). The mortality rate will grow non-linearly with the 
percentage of urbanization rising (Figure 7 (A)). 

TABLE II.  RESULT OF GAM MODEL 

Pairs of Variables 𝒇 Dev 
(%) 

𝒑 

Total 
mortality 

Industrial Area  0.032 4.14% 0.0252 

% Urban Change 1.402 65.20% 0.00623 

% Urban 
population Rate 

0.023 3.03% 0.0256 

PM 10 0.729 49.30% 0.0106 

Pm 2.5 0.181 19.50% 0.02 

Nitrogen Dioxide 15.26 95.30% 0.000327 

Case of 
Respiration  

Industrial Area  3.197 81% 0.000104 

% Urban Change 0.781 51% 0.000427 

% Urban 
population Rate 

0.829 52.50% 0.000408 

PM 10 0.704 48.40% 0.00461 

Pm 2.5 5.316 87.6 0.00000547 

Nitrogen Dioxide 10.48 93.30% 0.00000217 

 

In terms of mortality and pollution factors, No2 can be 
described as a non-linear relationship. As the rate of No2 
increases, there is a tendency toward mortality as decreasing 
(Figure 7 (B)). The prevalence of respiratory disease and the 
effects of urbanization There was a non-linear relationship, 
however, the most likely reason was Industrial Area (81%). 
The probability of developing respiratory disease grows in 
a non-linear with industry area rate (Figure 7 (C)). 
Moreover, factors of respiratory case rates and pollution was 
a non-linear relationship. The Pm2.5 and No2 factors have 
deviance explanation as 87.6% and 93.30% respectively. It 
was discovered that when Pm2.5 was increased to a safe 
level. The number of respirations was decreasing. However, 
when the Pm2.5 rate rises in the high level (200+), the rate 
of respiratory disease will continue to increase as non-linear 
(Figure 7 (D)). 

 
Fig. 7. Effect of urbanization on health 

IV. DISCUSSION AND CONCLUSION 
Based on Chiang Khong, Chiang Rai, Thailand, this 

research assessed the correlation of health risks linked with 
rapid urban expansion from a spatial perspective. According 
to the findings, the trajectory of urbanization in Chiang 
Khong is typical of industrial land expansion, which has 
aggravated environmental deterioration. [10]. Chiang 
Khong population's health troubles grew with time and 
proximity to pollution. This sort of urbanization exposed 
individuals to a polluted environment, which has been 
related to higher health risks and a rise in the number of 
environmental health occurrences. [10]. When pollutant 
emissions proliferate in metropolitan areas, urban 
inhabitants risk diminishing environmental benefits and 
possibly a poisoned environment [3, 11, 12]. 

The study was gathered data from other sources to 
explain this association. Our findings revealed that Chiang 
Khong's urbanization was characterized by quick 
development, rapid population growth, wide urban land 
expansion, and industry dominance (Figure 2). In a 
deteriorating climate, industrial waste emissions increased 
in tandem with rising population levels [3].  Urban 
expansion affects PM10 and PM 2.5 emissions [12]. PM 2.5 
and PM 10 emission have quite a short-term impact on 
public health. especially the respiratory case [14]. The 
effects on respiratory diseases are consistent with existing 
research. People are more likely to suffer with respiratory 
disease from the PM2.5 emission [15]. 

The GAM analysis also found that total mortality and 
respiration cases have generally increased in tandem with 
the development of urbanization variables such as pollution, 
land use, and industry. When the industry land area reached, 
the variance in respiration cases showed a nonlinear 
response in the deviation explain as 81%. Industry building 
land or urban area may disperse concentrated populations, 
preventing them from congregating near pollution sources 
and limiting increases in environmental health concerns. 
Increases in the rate of urbanization and development of 

A 

B 

C 

D 



land area have also been linked to increases in respiration 
cases. 

Nitrogen Dioxide was found to have a modest 
association with mortality and the occurrence of respiratory 
disease. Several research declared that only works for some 
people who have weak bodies [16]. This is consistent with 
data indicating that the majority of No2 affects youngsters. 
However, it has little effect [17]. Many people who die in 
Chiang Khong are elderly. It clearly shows that, while there 
is an explanatory relationship, they are not related [18]. As 
a result, the relationship is concisely stated. Mortality was 
found to be substantially associated with urbanization. as 
well as the industry's growth together with PM 2.5 air 
pollution, there is a significant increase in the incidence of 
respiratory disease. 

In this study, there was a weakness of land change over 
a period of 7 years (2012-2019), a relatively small change. 
According to previous research, there is a minimum of ten 
years of study and some of studies analyze the land use land 
change less than ten years. There is a study of spatial 
changes in the pre- and post-COVID period from 2015 to 
2020 [19], which is six years of LULC analysis was used, 
and results that could be analyzed were obtained, but there 
are a few land changes. Furthermore, the study of land use 
land change in 2016 - 2020 using machine learning [20] and 
land use land change with respiratory health [21] 
demonstrates that the spatial change was studied in a short 
period of time (5-6 years) depending on the suitability and 
goals of the analysis. This research perspective aims to the 
trends in land urbanization and respiratory disease. There 
are data limitations in the respiratory database, which began 
recording in 2012 and 2019, with increased COVID 19 
records, which may affect the analysis's accuracy. However, 
this research could be used to further analyze other health 
data, particularly non-COVID 19 related diseases, from 
2012 to 2022. 
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Abstract— The purpose of this paper is twofold. First, to 
provide insights into research trends in sustainable disaster 
relief chains. Second, to identify themes and future research 
direction for advancing theory. Eleven themes were identified 
which have implications for advancing sustainable disaster 
relief operations. The categorical analysis intends to explain how 
aspects related to identified themes impact and pose 
opportunities for sustainable disaster relief operations. The 
findings revealed that sustainable disaster relief supply chain 
management is an understudied yet gradually growing field of 
research. The recovery phase is particularly less studied from 
the sustainable disaster relief operations standpoint. This paper 
outlines a research agenda to inspire researchers focusing on 
advancing theory and impactful research on sustainable 
disaster relief operations. 

Keywords— Sustainability, Disaster Relief, Systematic 
Literature Review 

I. INTRODUCTION 
The number of people in need of disaster relief assistance 

and protection is expected to reach 279 million in 2022, 
which is significantly higher than the previous year’s record-
breaking figure of 235 million [1]. Due to the conflict in 
Ukraine, the international situation has been aggravated by 
more than 12 million people in need of assistance as well as 
the resulting compromised global food supply [1]. A further 
complicating factor is the ongoing COVID-19 pandemic and 
the adverse impact of climate change on developing 
countries. In light of these complexities, humanitarian and 
disaster relief operations have become increasingly studied 
[2–5].  

These emergencies have placed enormous strain on the 
disaster relief sector and pose grave worries regarding the 
sustainability of disaster relief efforts [6]. Due to the massive 
global volume of disaster relief operations, the sector is 
anticipated to become one of the largest contributors to 
environmental pollution [7]. To alleviate this, the 
sustainability and long-term effects of disaster relief chain 
operations have drawn considerable attention in recent years. 
Disaster Relief Organizations (DROs) are increasingly being 
accountable for their relief chain footprint and are 
increasingly obliged to maintain sustainability [8]. Donors 
and stakeholders in DROs have prioritized sustainability 

agendas and concerns in light of the rising worry about 
climate change [9]. Increasingly, funders and stakeholders in 
HOs have started to prioritize sustainability agendas in light 
of mounting climate change concerns. To address this call, a 
growing yet limited number of scholars in disaster relief have 
been attempting to incorporate sustainability agendas into the 
relief chain. 

However, the question of what constitutes sustainability 
and which programming aspects lead to sustainability in 
disaster relief remains unanswered. The long-term 
ramifications of the relief chain are relatively hard to trace 
and analyze. This complexity stems from the multifaceted 
dimensions of sustainability of disaster relief operations. A 
lack of clarity over which impacts, for example 
environmental and social, should be included in the 
sustainability of disaster relief operations, as well as how 
reliably and by what measures DROs should evaluate 
sustainability has remained unaddressed [7]. Due to this 
complexity research on relief chain sustainability and 
environmental impact is challenging.  

Sustainable disaster relief operations studies have seen an 
uptick, despite the complexity of the topic [7,10,11]. Several 
studies have borrowed concepts and ideas from the 
sustainable supply chain management literature [12,13]. 
Among the notable research on sustainable disaster relief 
operations is that of Papadopoulos et al. [14] and Cao et al. 
[15], who studied sustainable relief chain networks. Kunz and 
Gold [7] advocated the development of sustainable disaster 
relief framework. With the advancement of technology over 
the last few years, an increasing amount of emphasis has been 
placed on applying industry 4.0 technologies to achieving 
sustainable disaster relief operations [16].  
In view of the scattered literature on sustainable disaster relief 
operations and because sustainability has become a recent 
pressing issue in the disaster relief sector, a structural analysis 
is required to offer a thorough picture of the field and develop 
research agenda that would inspire researchers focusing on 
advancing theory and impactful research on sustainable 
disaster relief operations. To date, however, to the best of our 
knowledge, no systematic review has carried out a thematic 
analysis of sustainable disaster relief operations literature to 



 

 

understand the trends and unleash potential research 
opportunities. The present study thus synthesizes the 
literature on sustainable disaster relief operations and 
conducts categorical classification and analysis to address 
this gap in the literature. 

II. METHOD 
We conducted a Systematic Literature Review (SLR) to 

identify publications related to sustainable disaster relief 
operations by employing the Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis (PRISMA) 
methodology outlined in  Higgins et al. [17]. We develop our 
SLR by keeping in mind the general principles for conducting 
a structured literature review in the supply chain domain [18]. 
We chose the specific steps of the PRISMA methodology for 
this review since it is based on systematic and explicit 
protocols and procedures to find, select, and critically analyze 
the relevant papers to incorporate into the review. PRISMA 
involves an iterative process of selecting and reviewing 
papers to develop a final collection of relevant articles for 
review. It increases the reliability of the review by utilizing 
predefined procedures for reducing bias and extracting 
research trends and issues. PRISMA has become a well-
established and highly used systematic review method in the 
literature. 

SLRs typically have two goals: First, they summarize 
previous research by identifying patterns, themes, and issues 
[3]. Secondly, this helps to determine the conceptual content 
of the topic and contributes to theory development [19]. In 
general, a systematic review involves the following steps, 
which we have followed when developing our systematic 
review; identifying gaps and defining the goal of the 
structured literature review, establishing inclusion and/or 
exclusion criteria for identifying relevant literature, retrieving 
a sample of potentially relevant literature, selecting pertinent 
literature and apply inclusion and/or exclusion criteria, 
analyze and synthesize identified literature, report descriptive 
and thematic findings. Fig. 1 presents our SLR process using 
the PRISMA method. 
 

 
Figure 1. SLR process  

 
We identified papers from the Scopus and WoS database. 

These databases were selected as they encompass a 
comprehensive range of refereed journals belonging to major 
publishers. After combining the results from both databases, 
we were left with a list of 202 articles. By eliminating 
duplicate entries, we were able to narrow the field to 123 
papers. We next conducted a preliminary assessment of the 
123 papers based on their titles and abstracts to verify that the 
papers satisfied our review criteria and that sustainability was 
included in their scope. We excluded 36 papers by screening 
the title and abstract and we were left with 87 papers for full-
text screening. Finally, we analyzed the full text of the 
remaining articles to remove any unrelated ones. In the end, 
we were left with a total of 56 papers in our selection. This 
final sample consisted of 56 studies published between 2013 
and 2022. The year 2013 corresponds to the first paper 
selected using our keyword combination and 
inclusion/exclusion criteria. 

III. RESULTS 

A. Distribution of reviewed papers over time 
The identified papers comprise 56 articles published 

between 2013 and 2022. Sustainability in disaster relief 
operations was initially explored by researchers like Green et 
al. [20]. More recently, Kunz and Gold [7] have also 
contributed to this field of study. An increasing number of 
sustainability studies have emerged since then (see the 
distribution of papers per year in Fig. 2). There are two phases 
of the development trend in this literature: a) an early 
dissemination phase from 20013 to 2018, and b) a 
development phase from 2018 to 2022, with a substantial 
upward trend in the number of publications per year. 

 
FIGURE 2. NUMBER OF JOURNAL PAPERS PER YEAR 

B. Distribution of reviewed papers by journals and country 
Table 1 lists journals that have published more than two 

sustainable disaster relief operations studies. Journal of 
Humanitarian Logistics and Supply Chain Management has 
published the most articles on sustainable disaster relief 
operations (15 articles), followed by Production and 
Operations Management (9 articles), Annals of Operations 
Research (3), and Journal of Cleaner Production (3 articles). 
Additionally, more than half of the total publications (32 out 
of 56) are concentrated in five journals dominating the 
sustainable disaster relief operations research field. 
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TABLE1. NUMBER OF PAPERS PER JOURNAL (INCLUDED IF N>1) 

Journal Number of 
Papers 

Journal of Humanitarian Logistics and Supply Chain 
Management 

15 

Production and Operations Management 9 
Annals of Operations Research 3 
Journal of Cleaner Production 3 
International Journal of Logistics Research and 
Applications 

2 

The papers in our selection were written by authors from 
49 academic institutions. Table 2 shows the geographic 
distribution of these institutions. The results show that most 
of the research institutions working on sustainable disaster 
relief operations are based in the USA, China, India, followed 
by Finland, and the United Kingdom. 

TABLE2. NUMBER OF PAPERS PUBLISHED PER COUNTRY 
Country Number of 

Papers 
USA 10 
China 6 
India 5 

Finland 4 
UK 4 
Italy 4 

France 3 
Pakistan 3 

Iran 3 
Germany 3 
Canada 2 

South Africa 2 
 

C. Scientometric analysis 
We conducted a scientometric analysis to identify the 

most prominent articles and academic institutions, as well as 
the most noteworthy collaborations and co-authorship 
networks. The citation network analysis of the most cited 
articles is presented in Fig 3. Citation counts influence both 
the node and label sizes. Each line represents a citation 
relationship between two publications. 

 

 
FIGURE 3. CITATION NETWORK ANALYSIS OF MOST CITED ARTICLES 

Fig 4. demonstrates the co-occurrence network of keywords 
in the literature.  A keyword co-occurrence analysis can be 
used to identify underlying research themes within a field of 
study or the evolving research frontiers of the knowledge 

domain by measuring the co-occurrences of two keywords. 

 

FIGURE 4. THE KEYWORDS CO-OCCURRENCE NETWORK 

Fig 4. demonstrates clusters of keywords in our selection 
of articles.  It is possible to deduce a number of main 
important topics from the figure. These topics include 
environmental sustainability, disaster management, 
optimization, reverse logistics, Covid-19, performance 
measurement, sustainable development, and refugee camps 
in relation to sustainability, humanitarian logistics, and 
humanitarian supply chain. In light of this data, we have 
developed initial hypotheses regarding the major research 
clusters within the sustainable disaster relief field. 

D. Themes in sustainable disaster relief chains 
We have inferred a number of main themes in our 

selection of the reviewed papers. Below we provide examples 
of identified themes. 
 

1) Barriers and enablers 
2) Performance measurements  
3) Sustainable sourcing and procurement 

 
Overall, the development trend of the literature shows a 

rapid increase in the number of published articles since 2019 
with topics such as supply chain coordination, performance 
measurement, big data analytics, and drones gaining more 
attention among scholars in sustainable disaster relief supply 
chain.  

IV. DISCUSSION 

In line with the findings of prior research in HSCM [7], we 
found that the recovery phase of the disaster management 
cycle is relatively understudied especially from the 
sustainable disaster relief operations standpoint. Our finding 
shows a greater concentration of research on the response 
phase. Studying the recovery phase from a sustainability 
perspective is particularly important due to its gradual 
transition of most emergencies into development aid. The 
recovery phase focuses on cost efficiency with the objective 
of building sustainable capacity of local communities [7]. 
Similarly, it is also important to have more research on 
mitigation and preparedness as these phases significantly 
impact the response.  

Overall, there has been a greater concentration of research 
on studying the barriers and enablers of sustainable disaster 
relief operations. On the other hand, the large portion of the 
studies that were conducted on this theme centered on 



 

 

disaster relief in the context of developing countries. This 
suggests that there is a need for more research on developed 
countries as well as an investigation into empirical evidence 
of barriers and enables in the development sector. This is 
significant since the majority of emergencies evolve into 
development programs which are usually centred on 
sustainability and funded by the developed world. 

The overall distribution of the sustainability dimensions 
demonstrates that more than half of the papers (54%) 
investigated all three dimensions of sustainability (or 
unspecified). The social and economic dimension of 
sustainability was the focus of 14% of the studies, followed 
by environmental (9%), and social dimensions (4%). 

V. FUTURE RESEARCH 
1) Packaging waste management 

Our analysis uncovered a lack of studies addressing waste 
management in disaster relief operations [21]. Despite 
technological advances, the COVID-19 pandemic and global 
supply chains for relief products have elevated the excessive 
use of non-biodegradable packaging materials and related 
waste [22]. Globally, more than eight million tons of 
pandemic-related plastic waste and personal protection 
equipment have been created, with the disaster relief and 
medical sectors producing a large quantity of the waste [23]. 
For example, Food for Peace procured over 15 million 
polypropylene bags just during the 2019 fiscal year [23]. This 
raises the essential issue of how disaster relief actors might 
limit the impact of packing waste or transforming it into an 
opportunity to serve beneficiaries [24]. Although other 
disaster relief efforts have a greater environmental impact, 
such as relief carbon footprint [25], packaging enhancements 
are deemed faster and feasible but still have a substantial 
potential impact [26]. 

To achieve the above objective, more theoretical and 
empirical research is needed to examine how to develop 
consistent standards for cleaner packaging across 
stakeholders responsible for funding and administering 
disaster relief assistance and aligning procurement criteria 
accordingly. Further research is required to quantify the 
packaging waste, assess the life-cycle impacts, and explore 
alternatives to the current relief commodity packaging. More 
research is required to explore a right balance of safety, 
handling, and environmental protection when employing 
reusable or biodegradable materials or paper-based 
packaging. 

2) Sustainable supplier management  
Although a few studies addressed sustainable sourcing and 

procurement in disaster relief operations, none have 
specifically tackled sustainable supplier management 
problems [27]. Environmental and social objectives are 
mostly neglected in existing supplier management studies 
indicating a lack of a systematic list of sustainability criteria 
for selecting DROs suppliers [28]. This is especially 
important since minimizing the environmental effect of the 
relief chain substantially requires close collaboration with 
qualified suppliers that rigorously monitor the environmental 
implications of their products and services [29].  

 

However, as disasters are generally characterized by 
complexities such as uncertainties in demand, supply, and 
transportation, the integration of sustainability with supplier 
selection problems under uncertain parameters is very 
challenging. Uncertainty is an inherent component of disaster 
relief and must be addressed with the utmost urgency and 
efficiency to prevent delays in responding to victims. 
Uncertainty commonly arises from unknown variables such 
as uncertainty about beneficiary demand and the items 
needed to provide relief, loss of partial or total suppliers, and 
uncertainty about the network’s capacity, reliability, and 
travel time [28]. 

In spite of these complexities, DROs are expected to 
develop ambidextrous capabilities by establishing 
contingency plans for failures of suppliers and transportation 
networks while also taking into account sustainability 
objectives [30–32]. Thus priorities and resource allocations 
to achieve sustainability become a prime objective of disaster 
relief aid [30]. To achieve this goal, developing decision-
making tools along the line of studies such as [13,33–35] for 
selecting suppliers becomes imperative. Future research is 
required to develop a decision support model for sustainable 
supplier selection in disaster relief under uncertainty. 

VI. CONCLUSION 

This paper provides a systematic review of sustainable 
disaster relief supply chain management papers published 
from 2013 to 2022. To the best of our knowledge, this study 
is the first systematic literature review addressing 
sustainability agendas in disaster relief logistics. This is 
noteworthy given the significant increase in academic 
research published on sustainable disaster relief since 2018, 
as well as mounting donors and stakeholder push toward 
addressing sustainability in disaster relief operations. We 
performed a systematic review of relevant published research 
papers on sustainable disaster relief operations to accomplish 
our goal. Our study examined 56 full research papers, all of 
which were classified under eleven key themes that evaluate 
sustainability development in sustainable disaster relief 
chain. More theoretical and empirical research is needed to 
advance the maturity and impact of the field towards 
leveraging network orchestration and choreography, 
packaging waste management, performance measurement 
and sustainable supplier management. 
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Abstract— Humanitarian operations continue to grow 
through the delivery of Cash and Voucher Assistance (CVA) 
programs. While the cost-efficiency and effectiveness of 
delivering CVA programs remain the backbone of any 
humanitarian assistance program, the performance of logistical 
aspects of such programs is neglected in the research. The 
purpose of this study is to determine the key logistics-related 
indicators to include in the evaluation of CVA programs in the 
humanitarian setting. The paper uses the qualitative approach 
by reviewing both grey and academic literature to determine the 
key related indicators from the logistical standpoint. A set of 
logistics indicators are determined and evaluated associated 
with the logistics of CVA programs. Some hidden costs are 
observed that are worthwhile considerations. The research 
provides empirical insights to the body of knowledge for 
humanitarian practitioners when they plan to measure the cost-
efficiency and effectiveness of CVA considering the logistics-
related metrics. The research findings contribute to the body of 
humanitarian logistics and CVA studies. 

Keywords— Humanitarian Logistics, Cost-Efficiency, 
Effectiveness, Cash and Voucher Assistance (CVA), Disasters 

I. INTRODUCTION 
With unprecedented levels of humanitarian needs due to 

unresolved crises in more countries as a result of the ongoing 
impact of the recent pandemic and climate change, it is more 
important than ever to provide assistance in a more effective 
and efficient way [1–4]. Global funding for Cash and Voucher 
Assistance (CVA) has increased significantly, peaking at 
USD$5.3 billion in 2021, a 3.7 percent increase from 2020. 
CVA programs accounted for 21% of total humanitarian 
assistance in 2021, and the majority of this assistance 
continued to be provided as cash (71%) as opposed to in-kind 
assistance (29%) [5].  

Although CVA still only accounts for a smaller portion of 
the share of all humanitarian assistance, there have been calls 
for expansion of CVA, particularly for unconditional and 
multi-purpose cash assistance in larger-scale programs, thus 
making CVA a central component of all disaster response 
planning and programming. CVA program (as a complement 
or alternative to in-kind assistance) also has been a topic of 
interest in the humanitarian logistics and supply chain 
literature and among the network of humanitarian 
practitioners [6]. Prior research demonstrates that if CVA is 
well-designed, it can be more effective, efficient, and 
acceptable to beneficiaries (i.e. aid recipients) than in-kind 
assistance [7,8]. CVA can empower aid recipients and provide 

them with a choice in how best to meet their basic needs [9]. 
More recently, CVA has been regarded as being more 
operationally efficient and successful than traditional in-kind 
assistance since they don't require intensive logistics burdens 
such as transportation, storage, and distribution services [7]. 
Humanitarian organizations, thus, increasingly use CVA 
programs as a supplement or substitute for in-kind aid 
distribution. 

Logistics plays a significant role in the implementation of 
cash and voucher assistance in humanitarian contexts, where 
certain activities across the cash operating cycle such as 
market assessment, contracting with and the selection of 
Financial Service Providers (FSP), as well as the distribution 
of cash and vouchers are main pillars of any successful CVA 
implementation [8]. For example, the implementing agency, 
International Organization for Migration (IOM), chose to 
proceed with the physical distribution of the vouchers for the 
first part of the program. This was executed by setting up 
distribution centres outside of the refugee settlements due to 
security concerns [10].  Despite the fact that the logistical 
demands of CVA are smaller than those of in-kind donations, 
logistical support remains the backbone of CVA 
interventions. This highlights the need for an effective and 
efficient supply chain that supports cash and voucher 
assistance programs in the humanitarian context. In fact, the 
logistics of CVA has been raised recently as one the main 
challenges in humanitarian operations, needing more 
academic research. 

According to the Red Cross and Red Crescent Movement, 
the logistics plays a key role for the cost-efficient and effective  
delivery of CVA programs and it is a critical pre-requisite to 
the program at all stages, from the preparedness, to 
assessment, response /implementation to monitoring and 
evaluation phases. A timely engagement of logisticians across 
the cash operation cycle is not limited but includes 1) 
assessment (on needs, market supply, risk/security), 2)  
response (e.g., the selection and contracting with financial 
service providers, cash transfer/distribution), and 3) 
continuous monitoring and evaluation. Therefore, it is crucial 
to achieve a comprehensive understanding of the logistical 
tasks across phases of the cash operation cycle to address the 
needs of local affected communities.  In terms of efficiency, 
following the largest humanitarian organization’s guideline, 
IFRC, cost efficiency is a ratio comparing the total costs of 
different modalities and delivery mechanisms. To that note, 



 

 

commonly, humanitarian organizations use the “cost-transfer 
ratio” to measure the cost-efficiency of CVA programs. The 
ratio is calculating the total cost including the delivery cost of 
CVA divided by the value of transfer (Grand Bargain Cash 
Workstream, 2019).  

The objective is to minimize the total cost including the 
delivery costs. Obviously, having an optimal solution, 
minimizing the delivery cost and maximizing the 
effectiveness (e.g., coverage, speed, quality) can help 
humanitarian organizations to save cost compared to the total 
transfer value. The delivery costs are some part of logistic 
related including the beneficiary costs (travel cost to ATM), 
but also staff travel cost for the cash distribution. Logistics is 
also key to programme design, contributing to increasing the 
effectiveness of programs in terms of speed, scale and quality 
in delivering CVA programs in the humanitarian context. 

Nonetheless, according to Tappis and Doocy [9], a lack of 
research exists to use the performance measurements for the 
implementation of CVAs such as total transfer costs, and 
administrative costs per program (e.g., set up costs, roll-out 
costs), and total operational costs. Even if that is not the case, 
the hidden logistical cost of, for example, the cost of 
relationship and contracting with FSP is neglected for the 
calculation. While there has been a small number of studies 
published on CVA, there has not been much work to 
understand what are the logistic-related indicators included for 
evaluating the performance of CVA programs in the 
humanitarian setting.  

This study is aimed to determine a list of relevant  
indicators from logistics standpoints for cost-efficiency and 
efficiency of CVA programs. The indicators can be used as a 
supplementary guideline for monitoring and evaluating the 
performance of the CVA program's financial outlay from an 
operational logistics perspective. In this paper, we focus on 
determining the logistics-related indicators that underpin 
CVA programs; these are not limited to but do encompass, the 
most important building blocks in this approach (i.e., market 
assessment, FSP selection, and cash distribution). To achieve 
this goal, we employ a qualitative research strategy based on 
a review of logistics-related indicators that will be used or 
implemented to calculate the efficiency and effectiveness of 
the CVA program. To a large extent, the grey literature relies 
on publicly available guidelines and checklists published by 
well-respected international humanitarian organizations and 
networks (e.g., IFRC, CaLP).  

The structure of the rest of the paper is as follows. Section 
2 reviews CVA programs and the importance of logistics. 
Section 3 discusses the research method. Section 4 highlights 
the main findings from the literature. Finally, the main 
contributions of the study are discussed and future studies are 
discussed as a conclusion. 

II. BACKGROUND 

A. Cash and voucher assistance in humanitarian contexts 
Cash and voucher assistance (CVA) refers to all programs 

where cash transfers or vouchers for goods or services are 
directly provided to recipients. In the context of humanitarian 
assistance, the term is used to refer to the provision of cash 
transfers or vouchers given to individuals, households or 
community recipients; not to governments or other state actors 
(CaLP, 2014). Existing research on CVA in humanitarian 
logistics largely focuses on comparing cash distributions with 

in-kind distributions and analysing the overall efficiency of 
cash-based humanitarian response [11,12]. For example, 
García Castillo [11] provided an analytical model to decide 
between CVA and in-kind distributions during emergency 
responses considering the needs of beneficiaries and market 
conditions.  

Other streams of research such as Maghsoudi et al. [8] 
reviewed a number of research studies on cash and voucher 
assistance and concluded that a greater emphasis should be 
placed on the cost efficiency and implementation of cash 
during the preparedness and mitigation phases of disaster 
management. They also emphasized the fallacy that CVA 
removed logistic operations, whereas in fact these activities 
are transferred to other partners in the system, such as local 
producers and suppliers, as well as retailers. Similarly, Tappis 
and Doocy [9] presented a systematic review of the 
effectiveness and value for money of CVA programs.    

CVA programs are considered more cost-efficient (in 
terms of logistics) than large-scale food distribution and thus 
CVA is suitable for a wider range of humanitarian contexts 
and emergency responses [9]. In-kind assistance requires 
tremendous logistical infrastructure to provide the goods and 
services rapidly and effectively. In fact, the evidence shows 
that about half of WFP’s budget during the 2004 Indian Ocean 
tsunami was spent on logistics, with an estimate that the 
inefficiency cost of delivering direct food aid instead of cash 
transfers is at least 30%, and 50% more than local 
procurement.  

Heaslip et al. [7] used a case study of conflict based in 
Palestine and discussed that cash and voucher can have 
signification cost reduction in emergency responses in terms 
of delivery and distribution of assistance. Likewise, Lewin et 
al. [13] refer to the World Food Program (WFP) pilot project 
in Ethiopia and posit that CVAs cut largely the supply chain 
cost by up to 25-30%, in comparison with in-kind assistance, 
and this is also mentioned by the previous scholars [14]. Based 
on a Ukrainian case study, Piotrowicz [12] determined that 
cash assistance can shorten the supply chain, reduce the cost 
of transportation and warehousing, and thus result in lower 
supply chain costs. Piotrowicz [12] refers to cash assistance 
and local procurement as the most cost-efficient mode of 
assistance in disaster recovery, while the author did not find 
any confirmation from the interviews with regard to the 
negative effects of CVA programs. 

B. Efficiency and effectiveness of CVA programs 
Generally speaking, evaluating the effectiveness and 

efficiency of different delivery modalities (in-kind, CVA, 
service and market support), and monitoring their 
performance over time, requires defining and developing 
measures to capture the success of aid delivery in the 
humanitarian context [15]. Compared to commercial supply 
chains, performance measurement in humanitarian supply 
chains is comparatively less established [16]. Existing 
performance measurement studies have predominantly 
focused on the supply chain and logistics operations, as 
logistics operations constitute the backbone of humanitarian 
operations [17]. This tendency, however, appears to be 
shifting toward more innovative evaluation methods, as the 
humanitarian logistics field places greater emphasis on cash 
and voucher assistance than on conventional in-kind 
assistance [8]. Aid in the form of CVA has grown more 
prevalent as a method of delivering aid to beneficiaries in 
recent years [8]. As a result of the increased usage of CVA, a 



 

 

number of benefits have been gained, including lower 
logistical costs, the growth of local markets and economies, 
and enhanced aid quality. 

The logistical performance indicators literature that 
focuses on the CVA operation is scarce, with the majority of 
the extant literature consisting of reports and white papers 
from humanitarian organizations (HOs). An example of HOs 
report that focuses on the CVA performance evaluation is the 
“Multipurpose Outcome Indicators and Guidance” developed 
by a group of humanitarian stakeholders in a participatory 
approach (The CALP Network). Other example includes the 
Cash-Logistics Key Performance Indicators proposed list by 
the International Federation of Red Cross and Red Crescent 
Societies (IFRC). The relatively scant literature has only lately 
begun to investigate the performance comparison and relative 
effectiveness and cost-efficiency of cash vs in-kind schemes 
in the context of humanitarian operations. 

Overall, the current status of the literature on performance 
evaluation of CVA programs from logistical standpoints is 
sparse and fragmented. The lack of academic literature 
presents a unique opportunity as well as inherent hurdles for 
researchers looking into this subject with the goal of better 
understanding the improved cost-efficiency and effectiveness 
of the CVA program.  

C. Logistics related indicators for CVA programs 
Existing literature on the cost of logistics for evaluating 

the cost-effectiveness of CVA projects is scarce. The few 
studies that do exist compare the costs of various modalities 
and are often undertaken as part of disaster management or 
development research (cash, voucher and in-kind). For 
instance, Tappis and Doocy [9] determined that 
unconditional cash transfers have the lowest modality-
specific of logistics costs per transfer, while the result may 
vary across the countries.  

For example, in Ecuador, vouchers were found to have a 
slightly lower total cost per transfer ($0.41) than cash 
assistance. In Zimbabwe, cash assistance was identified to 
have a higher total cost per transfer ($0.03) than in-kid food 
distribution, while interestingly in Yemen, the total cost per 
transfer for in-kind assistance was more than triple that of 
cash transfers. Notwithstanding, the cost of procuring and 
producing ID cards was higher for cash than food assistance 
in Uganda, while in Yemen, HAs were required to manage 
the sensitization costs (e.g., cost of training and public 
awareness to make the beneficiaries aware of their program) 
for both types of modalities [18]. In all cases, the logistical 
costs are not separated but included in total operations costs.  

Furthermore, Margolies and Hoddinott [18] defined the 
modality-specific costs as the combination and sum of 
logistics, materials and human resource costs, and thus the 
total cost per transfer is equal to total modality-specific costs 
divided by the total number of transfers distributed within the 
specified period of time during the cash project cycle (i.e., 
preparedness, design, market and need assessment, response 
and implementation, monitoring). [18] argued that the cost 
for administration, logistics and the total operational 
activities such as preparation for humanitarian staff travel, the 
execution of payments, and the post-monitoring distribution 
varied across the modalities. For instance, vouchers are the 
cheapest modalities in terms of materials used, services 

provided, transportation, and other non-staff costs, whereas 
human resource cost is large for vouchers compared to cash 
and in-kind assistance. For cash assistance, there was a slight 
balance between staff costs (about 40%) and logistics costs 
(about 60%). Overall, cash carries the least cost with $2.9 
cost per transfer, voucher with $3.27 comes second and 
finally food assistance with $11.46 per transfer for the case 
of the Food crisis in Ecuador [18]. The results are further 
confirmed strongly by the work of Kelaher and Dollery [19] 
who arguably discussed the inefficiency cost of delivering 
direct in-kind assistance (at least 30% less efficient compared 
to cash assistance), and this is 50% more than the cost of 
procuring local food to the beneficiaries. Some scholars 
supported the importance of local procurement linking to 
CVAs (in terms of cash donations, microcredits, and 
vouchers), which can improve the overall supply chain 
performance [12,20,21]. However, there is still unclear how 
the total logistics cost of CVA is calculated and if that’s the 
case what are the indicators to measure such delivery costs. 

III. METHOD 
The research method follows a qualitative approach by 

reviewing secondary data and organization reports in order to 
infer key findings. Secondary data includes a list of public 
documents published by established humanitarian 
organizations. The documents are filtered to those that only 
discussed the indicators in general and in particular to 
logistics. The main secondary data include 1) the CaLP 
database, 2) USAID, and 3) IFRC/ICRC guide on cash in 
emergencies. Some supplementary materials are also used to 
support the selection of indicators. The aim is to gain a 
comprehensive list of cost indicators including the delivery 
cost as the total cost of CVA programs. 

IV. RESULTS 

A. The CVA logistics process 
In terms of operational mechanisms, cash and voucher 

assistance might take the shape of direct transfers of cash, 
vouchers, electronic vouchers, or micro-credits; they can also 
be unconditional or conditional based on the fulfilment of 
specified requirements criteria. Delivery methods can also 
vary, from direct cash or voucher delivery by humanitarian 
agencies or subcontractors (called the "cash-in-envelope 
method") to cash payments at bank or post office branches or 
other public places, to payments into bank accounts or e-
wallets that can be accessed through ATM cards, Point-of-
Sale (PoS) devices, or mobile phones. Each of these systems 
has its own prerequisites, benefits, and drawbacks. In order to 
select the optimal distribution mechanism, it is necessary to 
evaluate the program needs, market assessment, user 
registration requirements, the capacity and capabilities of the 
financial service providers, security and controls, cost-
efficiency, and the quality of CVA programs. If there is no 
finances that can accommodate an agency’s needs for 
implementing CVA or if the existing financial infrastructure 
is damaged by a crisis, agencies often distribute cash or 
vouchers, or in-kind physically to the beneficiaries. According 
to Harvey et al. [22] the method of directly distributing cash 
in envelopes to the beneficiaries is then a commonly preferred 
one. However, by technological advancement, physical cash 
distribution is not a priority whereas there are digital options 
such as mobile money. 



 

 

TABLE 1. THE CVA LOGISTICS PROCESS INDICATORS 
Process  Criteria  Indicators  Logistics related  

Assessment  Needs/demand - Total number of eligible beneficiaries to receive cash and voucher assistance  
 

Congruent 

Market supply - Percentage of key commodities by type with sufficient availability in local 
markets  
- Percentage of key commodities available in the local market that are judged 
of sufficient quality by project staff.  

Congruent 

Financial services  - Number of pre-qualified financial service providers compared to the total 
number of available service providers.  

Congruent  

Security & risk 
analysis  

- Percentage of vouchers and cash (of total transfer value) fall into the hands of 
black-listed organisations/ individuals and armed conflict. 
- Percentage of cash transfers to ghost beneficiaries who did not meet selection 
criteria.  
- Ensuring security protocols of both recipients and distributors 
- Negotiate and secure access and establish security guarantees  

Congruent  

Response & 
Implementation  

Coverage  - Total amount of cash transferred to beneficiaries versus the planned amount  Partly 
Congruent 

Transfer value   - Total monetary value of cash distributed (per year, region, country, program) 
(cost transfer ratio)  

Partly 
Congruent 

Timeliness  - Setup speed of CVA distribution centres 
Percentage of payments made on time to schedule  

Congruent 

Cost related to cash 
distribution  

- Percentage of service fees compared to the transfer value (total average, per 
country) 
- Percentage of service fees per delivery mechanism (average, per, country)  

Congruent 

Service provider’s 
selection  

- Percentage of FSP framework agreements in place 
- Percentage of procurements of cash through FSPs  
- Percentage of stakeholders who are satisfied with the framework agreement 
FSP performance  

Congruent 

Monitoring Beneficiary 
Satisfaction  

- Percentage of beneficiaries who report satisfaction.  Partly 
Congruent 

Beneficiary’s needs 
fulfilment   

- Percentage of beneficiaries who use cash to meet emergency needs.  Partly 
Congruent 

Market monitoring  - Number of traders/suppliers are monitored. 
- Number of responses to price changes.   

Partly  
Congruent  

 Referring to the CVA guides, the logistics contributions 
for the CVA program can be divided into three connected 
phases assessment, response analysis/implementation and 
monitoring. For ease of categorization, we excluded 
preparedness as we assume that preparedness is a continuous 
learning process to improve the effectiveness and efficiency 
of delivering the CVA program in the humanitarian context. 

B. The CVA logistics process indicators 
Table 1 lists the CVA logistics process indicators 

categorized under three main processes: 1) Assessment, 2) 
Response & implementation, and 3) monitoring.  In a broad 
sense, efficiency assessment is a metric that evaluates the ratio 
of output (qualitative and quantitative) obtained from a given 
set of resources. In general, this entails evaluating alternative 
approaches to obtaining an output to determine whether the 
most efficient approach was utilized.   

The reviewed secondary data suggest that the indicators 
are designed mainly and suitable for multi-purpose cash 
assistance to cover multiple needs of beneficiaries in the 
multi-sector. Transfer values frequency and duration of 
support should be the key points in terms of performance 
(outcomes) measures. Transfer value equals the Minimum 
Expenditure Basket - real average resources of target 
households, to determine the level of unmet, expenditure-
based needs. In practice, factors such as funding, government 
policies, and the objective of aligning with social assistance 
rates influence transfer values.  When calculating the delivery 
cost for CVA, a set of criteria needs also be included; 1) type 
of activity -sector-specific (i.e., child protection, education, 
food security, health, NFIs, Nutrition, Shelter, WASH), 2) 
duration of amount, 3) the location and context where the 
program to be implemented.  

 It is important to note that these indicators can be specified 
by connecting to a particular activity or cluster (e.g., food 
security, shelter, telecommunication, protection). One of the 
key preconditions for which CVA is usually an appropriate 
response modality is that CVA can be delivered efficiently and 
effectively (value for money). Therefore, CVA may not be 
appropriate if the cost of delivering cash will be greater than 
its capacity to meet the needs identified in the program 
objective and if the cost of delivering assistance outweighs the 
benefits, alternative modalities should be considered (CaLP). 
Logistics has a supporting role in the implementation of CVA 
programs.  

 The aim is to draft the roles and connect the related 
indicators that can weigh the performance evaluation of 
logistics-related tasks for delivering CVA programs in the 
humanitarian context. Apart from that, there are also other 
cost-related factors within the programs that need to be 
considered logistically. Overall, the goal of these indicators is 
to enable effective and efficient assessment procedures that 
support the CVA objective of achieving the greatest number 
of eligible beneficiaries in the shortest amount of time and at 
the lowest feasible logistical cost. In this context, performance 
assessment is vital to understand how cash-based responses 
were efficiently and effectively employed, as well as to ensure 
that the cash-based intervention remains impactful. 

V. DISCUSSION 
 The humanitarian relief sector is increasingly experiencing 
the use of cash and voucher assistance programs. Previous 
performance measurement studies were largely focused on in-
kind operations [4,23].  In terms of the implications, 
humanitarian practitioners, particularly those working for 



 

 

large humanitarian organizations and generally humanitarian 
actors who are actively operating in cash-based response, can 
make use of these indicators for their performance assessment 
from a process-oriented perspective with a special focus on 
the logistics of cash transfers. The indicators enable 
humanitarian organizations and practitioners to trace their 
operational performance in various stages from the point of 
origin to the point of consumption and monitoring the track of 
aid delivery.  The indicators facilitate humanitarian 
organizations and practitioners to track their service quality 
across a multitude of phases, starting from the assessment of 
needs, market and security (logistics related), sorting, 
selection and contracting with qualified financial service 
providers and cash distribution, as all these activities are 
heavily logistics related tasks.  

 The main contribution of this study is providing a list of 
logistics-related indicators for the delivery of CVA programs 
as demonstrated in Table 1. Key indicators such as the total 
monetary value of eligible beneficiaries to receive 
cash/voucher, the total monetary value of cash/voucher 
distributed, and the total cost of logistics resources used to 
implement CVA assistance could all be factored into a 
logistics efficiency evaluation model for the delivery of cash 
and voucher assistance in the humanitarian setting. These 
indicators could be integrated as a formula whose weights can 
be adjusted by practitioners along the lines of Anjomshoae et 
al. [15] research. The formula can be used by humanitarian 
organizations decision makers to track and report on key 
performance indicators related to the evaluation of cash 
transfer logistics. 

VI. CONCLUSION 
Logistics plays a significant role in the implementation of 

cash and voucher assistance in humanitarian contexts, where 
the physical distribution of cash and vouchers is the 
predominant modality of cash and voucher distribution. The 
logistical aspect of CVA and its related performance metrics 
from a supply chain perspective have not been thoroughly 
understood in the humanitarian logistics literature. The 
limited literature that exists largely consists of organizational 
reports that offer little new theoretical insight. This research 
was a stepping stone towards understanding cash and voucher 
assistance logistics process metrics. 

 
We reviewed the literature and utilized secondary data to 

determine CVA logistics process indicators. This research 
has implications for future studies that are focused on 
performance evaluation of cash-based international 
humanitarian interventions and logistics. Integrating 
monetary and logistical indicators into a logistics cost model 
for assessing the efficacy of the distribution of cash and 
vouchers in a humanitarian context provides unique 
challenges for future research. One of the limitations of this 
study is that the study relies on secondary data. We 
recommend further studies in the future to pilot, weight and 
exercise the key indicators determined as the result of the 
study. Real case studies are recommended to test the specified 
indicators.  

ACKNOWLEDGEMENT 
This study was supported by Thammasat Postdoctoral 

Fellowship. This research is also partially supported by the 
Academy of Finland under the project title ‘Cash and/or 

Carry: The Challenges and Modalities of Delivering Aid in 
Conflict Zones’ (decision no. 322188). 

REFERENCES 
[1] N. Kunz, L.N. van Wassenhove, M. Besiou, C. Hambye, G. 

Kovács, S. Brown, G. Reiner, Relevance of humanitarian 
logistics research: best practices and way forward, Int Jrnl of 
Op & Prod Mnagemnt 175 (2017) 0. 

[2] N. Kunz, S. Gold, Sustainable humanitarian supply chain 
management – exploring new theory, International Journal of 
Logistics Research and Applications 20 (2017) 85–104. 
https://doi.org/10.1080/13675567.2015.1103845. 

[3] N. Kunz, G. Reiner, S. Gold, Investing in disaster management 
capabilities versus pre-positioning inventory: A new approach 
to disaster preparedness, International Journal of Production 
Economics 157 (2014) 261–272. 
https://doi.org/10.1016/j.ijpe.2013.11.002. 

[4] A. Anjomshoae, R. Banomyong, F. Mohammed, N. Kunz, A 
systematic review of humanitarian supply chains performance 
measurement literature from 2007 to 2021, International 
Journal of Disaster Risk Reduction 72 (2022) 102852. 
https://doi.org/10.1016/j.ijdrr.2022.102852. 

[5] Global Humanitarian Assistance Report, Recipients and 
delivery of humanitarian funding, 2022. 
https://devinit.org/resources/global-humanitarian-assistance-
report-2022/recipients-and-delivery-of-humanitarian-funding/ 
(accessed 07-Aug-22). 

[6] N. Altay, G. Kovács, K. Spens, The evolution of humanitarian 
logistics as a discipline through a crystal ball, JHLSCM 11 
(2021) 577–584. https://doi.org/10.1108/JHLSCM-06-2021-
0056. 

[7] G. Heaslip, G. Kovács, I. Haavisto, Cash-based response in 
relief: the impact for humanitarian logistics, Journal of 
Humanitarian Logistics and Supply Chain Management 8 
(2018) 87–106. https://doi.org/10.1108/JHLSCM-08-2017-
0043. 

[8] A. Maghsoudi, R. Harpring, W.D. Piotrowicz, G. Heaslip, 
Cash and Voucher Assistance along Humanitarian Supply 
Chains: A Literature Review and Directions for Future 
Research, Disasters (2021). 
https://doi.org/10.1111/disa.12520. 

[9] H. Tappis, S. Doocy, The effectiveness and value for money 
of cash-based humanitarian assistance: a systematic review, 
Journal of Development Effectiveness 10 (2018) 121–144. 
https://doi.org/10.1080/19439342.2017.1363804. 

[10] R. Kian, G. Erdoğan, S. de Leeuw, F. Sibel Salman, E. Sabet, 
B.Y. Kara, M.H. Demir, Logistics planning of cash transfer to 
Syrian refugees in Turkey, European Journal of Operational 
Research 296 (2022) 1007–1024. 
https://doi.org/10.1016/j.ejor.2021.04.054. 

[11] J. García Castillo, Deciding between cash-based and in-kind 
distributions during humanitarian emergencies, JHLSCM 11 
(2021) 272–295. https://doi.org/10.1108/JHLSCM-07-2020-
0060. 

[12] W.D. Piotrowicz, In-kind donations, cash transfers and local 
procurement in the logistics of caring for internally displaced 
persons, JHLSCM 8 (2018) 374–397. 
https://doi.org/10.1108/JHLSCM-11-2017-0060. 

[13] R. Lewin, M. Besiou, J.-B. Lamarche, S. Cahill, S. Guerrero-
Garcia, Delivering in a moving world…looking to our supply 
chains to meet the increasing scale, cost and complexity of 
humanitarian needs, JHLSCM 8 (2018) 518–532. 
https://doi.org/10.1108/JHLSCM-10-2017-0048. 

[14] C.C. Venton, S. Bailey, S. Pongracz, Value for money of cash 
transfers in emergencies, The Cash Learning Partnership 
(2015). 

[15] A. Anjomshoae, A. Hassan, K.Y. Wong, An integrated AHP-
based scheme for performance measurement in humanitarian 



 

 

supply chains, IJPPM 68 (2019) 938–957. 
https://doi.org/10.1108/IJPPM-04-2018-0132. 

[16] A. Anjomshoae, A. Hassan, K.Y. Wong, R. Banomyong, An 
integrated multi-stage fuzzy inference performance 
measurement scheme in humanitarian relief operations, 
International Journal of Disaster Risk Reduction 61 (2021) 
102298. https://doi.org/10.1016/j.ijdrr.2021.102298. 

[17] A. Anjomshoae, A. Hassan, N. Kunz, K.Y. Wong, S. de 
Leeuw, Toward a dynamic balanced scorecard model for 
humanitarian relief organizations’ performance management, 
JHLSCM 7 (2017) 194–218. 
https://doi.org/10.1108/JHLSCM-01-2017-0001. 

[18] A. Margolies, J. Hoddinott, Costing alternative transfer 
modalities, Journal of Development Effectiveness 7 (2015) 1–
16. https://doi.org/10.1080/19439342.2014.984745. 

[19] D. Kelaher, B. Dollery, Cash and In-Kind Food Aid Transfers: 
The Case of Tsunami Emergency Aid in Banda Aceh, 
International Review of Public Administration 13 (2008) 117–
128. https://doi.org/10.1080/12294659.2008.10805125. 

[20] S. Doocy, A. Sirois, J. Anderson, M. Tileva, E. Biermann, J.D. 
Storey, G. Burnham, Food security and humanitarian 
assistance among displaced Iraqi populations in Jordan and 
Syria, Soc. Sci. Med. 72 (2011) 273–282. 
https://doi.org/10.1016/j.socscimed.2010.10.023. 

[21] A. Matopoulos, G. Kovács, O. Hayes, Local Resources and 
Procurement Practices in Humanitarian Supply Chains: An 
Empirical Examination of Large-Scale House Reconstruction 
Projects, Decision Sciences 45 (2014) 621–646. 
https://doi.org/10.1111/deci.12086. 

[22] P. Harvey, K. Haver, J. Hoffmann, B. Murphy, Delivering 
money: Cash transfer mechanisms in emergencies, CaLP, 
London (2010). 

[23] R. Banomyong, P. Varadejsatitwong, R. Oloruntoba, A 
systematic review of humanitarian operations, humanitarian 
logistics and humanitarian supply chain performance literature 
2005 to 2016, Annals of Operations Research 175 (2017) 475. 

 

 



 

978-1-6654-7714-7/22/$31.00 ©2022 IEEE 

Assessment of Thai SME Readiness for Industry 4.0 
in the Food Supply Chain 

*Note: Sub-titles are not captured in Xplore and should not be used 

 

Salinee SANTITEERAKUL 
Supply Chain and Engineering 

Management Research Unit  
Department of Industrial Engineering, 

Chiang Mai University 
Chiang Mai, Thailand 
salinee@eng.cmu.ac.th 

Banthita METHAVITAKUL 
Department of Industrial Engineering, 

Chiang Mai University 
Chiang Mai, Thailand 

Banthitatiantian@gmail.com 

Korrakot Y. TIPPAYAWONG 
Supply Chain and Engineering 

Management Research Unit  
Department of Industrial Engineering, 

Chiang Mai University 
Chiang Mai, Thailand 

korrakot@eng.cmu.ac.th

Abstract— The assessment of the food industry's supply 
chain's readiness for the fourth industry assists the business in 
preparing for the fourth industry concept. The purpose of this 
study was to evaluate the enterprise's readiness for the Fourth 
Industrial Revolution. This study begins with the evaluation 
criteria used to assess and analyze information generated by the 
Fourth Industry concept. The selection of food and agriculture 
processing is based on Thailand's agricultural history and the 
fact that agriculture is Thailand's leading industry. Information 
was provided by 50 businesses, including 30 small businesses 
and 20 medium-sized businesses. The businesses were divided 
into six categories: agricultural food processing, tea and coffee 
production, spice and flavoring production, dairy product 
manufacturing, beverage production, and logistics service 
provider. The Industry4.0 maturity model was employed for 
data collection. The organization provides fundamental 
information about itself and evaluates the readiness of four 
dimensions and forty-two criteria for Industry 4.0. The 
readiness level for each criterion is between 1 and 5. This study 
focused on how companies implement Industry4.0 to manage 
their operations, organizational, and technological concerns, as 
well as their social culture. 

Keywords—Industry4.0, Maturity Model, Readiness 
Assessment 

I. INTRODUCTION 
Industry 4.0, which is based on the concepts of the fourth 

industrial revolution, has brought about significant changes in 
the manufacturing sector over the past few years. Industry 4.0 
is concerned with the integration of manufacturing systems, 
information technology, and wireless networks. Thus, 
conventional industrial processes are combined with 
information and communication technologies in Industry 4.0 
[1]. It is necessary to improve lead times, flexibility, and the 
ability to produce a large number of product variants in small 
batches to maintain a competitive advantage. The client is 
provided with additional functionality and customization 
options, and the supply chain is made more flexible, 
transparent, and global. 

The digital transformation process is not as simple as it 
sounds and presents challenges to businesses, particularly for 
small and medium-sized enterprises (SMEs). Enterprises are 
trying to use Industry 4.0 to improve their global production 
and competitiveness [1]. The digital revolution can't happen 
as planned in most cases. In order to implement this change, 
substantial financial resources are required, which presents a 

challenge for SMEs. There are strategic challenges that 
companies must face. Industry 4.0 is widely debated, so 
businesses struggle to profit from it. Many struggle to create 
enterprise-wide strategic action fields [2]. As a result of these 
issues, many solutions have emerged to help businesses with 
Industry 4.0. Roadmaps for "Industry 4.0" assist in creating 
and implementing digital organizational models. [3]. It is 
recommended that businesses pursue a strategic approach to 
successfully implement Industry 4.0 in their operations, as this 
will bring together the most essential components. These 
roadmap approaches guide companies in unfamiliar territory, 
but offer no concrete, practical, easy-to-apply 
recommendations. Which Industry 4.0 concepts are applicable 
to most business types is unknown. 

Consequently, the objective of this paper is to present 
preliminary findings relating the applicability of Industry 4.0 
concepts to businesses of varying sizes. For the purpose of 
analyzing this, a self-assessment model has been implemented 
so that businesses can evaluate themselves in relation to how 
well they have implemented the defined industry 4.0 concepts. 
Moreover, companies have the responsibility of determining 
whether or not each of the Industry 4.0 concepts has the 
potential or is appropriate for the implementation.  

II. LITERATURE REVIEW 

A. Industry 4.0 Concept 
The adoption of contemporary ICT in manufacturing can 

be viewed as the fourth industrial revolution. The first 
industrial revolution occurred between the mid and late 
eighteenth centuries when machines began to replace human 
labor. The emergence of steam and coal energy facilitated the 
expansion of industries. The second industrial revolution 
started in the year 1870. Using electricity and assembly line to 
produce things as a mass production. The invention of the 
internal combustion engine initiated the use of new energy 
sources, including electricity, gas, and oil. The digital 
revolution is the third industrial revolution. It began during the 
late 19th century. The invention of the internet and the 
integration of computers into manufacturing systems made 
production line automation possible. The fourth industrial 
revolution describes a future development in which products, 
people, and machines are all directly connected to one another 
and their environment. The current era is characterized by 
digital transformations, data analytics, artificial intelligence 
technologies, wireless network, and IoTs. [4]. 



 

 

Industry 4.0 focuses on mass customization of products 
and services, adaptability and flexibility of the operating 
system in manufacturing and logistics, increased potential of 
decision-making system, integration of Cyber-Physical 
systems (CPS) and communication technologies, advanced 
production technologies such as additive manufacturing, and 
concepts of sustainable development. [4]. 

The European Commission [5] provides a definition of 
Industry 4.0, which states that it is comprised of several new 
and innovative technologies. These technologies include 
cyber-physical systems, information and communication 
technology (ICT), big data analytics, artificial intelligence, 
wireless network communication, simulation, and digital 
assistance systems. 

B. Industry 4.0 Challenges in Thailand 
Thailand considers Industry 4.0 a national issue. "Thailand 

4.0" is an economic model that aims to liberate the country 
from several economic difficulties caused by earlier economic 
development models. 1.0 agricultural, 2.0 light industry, and 
3.0 heavy industry are the stages of previous economic 
models. The Thai government has established Thailand 4.0 as 
a transformational plan for long-term development. Thailand 
4.0 is characterized by a sophisticated ecosystem and a 
digitalized business and social environment. The objective of 
Thailand 4.0 is to make the country an attractive location for 
innovative and high-value industries. In addition to a strong 
emphasis on agriculture, food health, and medical 
technologies, the Thailand 4.0 initiative prioritizes robotics, 
mechatronics, artificial intelligence, the Internet of Things, 
and smart devices. [6]. 

C. The Role of SMEs in Thailand 
In Thailand, small and medium-sized businesses (SMEs) 

have a significant impact on economic activity and 
employment. Most people currently working in the country 
are employed by small and medium-sized businesses. 
According to reports from the Office of Small and Medium-
Sized Enterprise Promotion (OSMEP) [7], there were 
approximately 3 million companies classified as SMEs in 
2018, accounting for 99.8% of all companies. Furthermore, 
SMEs generate 14 million jobs, accounting for 86% of total 
employment. Over the last year, the number of SMEs and the 
jobs they create increased by 1% and 4.7%, respectively. 
SMEs also made significant contributions to Thailand's GDP, 
accounting for 45% of the national GDP, or approximately 
$215 billion.  

Office of Small and Medium Enterprises Promotion 
(OSMEP) is a government agency that is in charge of making 
the SME promotion master plan and the promotion action plan 
by coordinating the efforts of a variety of ministries and 
agencies. Since 2002, OSMEP has delivered four different 
master plans covering a period of five years each to promote 
SMEs. The fourth master plan (2017-2021) places an 
emphasis on small and medium-sized enterprises (SMEs) as a 
competitive growth engine and an inclusive growth 
mechanism, with the goal of increasing SMEs' share of GDP 
to at least 50 percent by the end of the plan's time period. This 
plan aims to make it easier for SMEs, increase their 
competitiveness (Smart SMEs), and encourage new SMEs 
(such as tech, creative, and cultural start-ups) to develop into 
high-value start-ups. Based on this vision, OSMEP developed 
three strategies: growth-driven mechanisms for SMEs, issue-
based development and support programs for SMEs, and 

business or industry-specific enhancements to 
competitiveness. 

III. INDUSTRY 4.0 ASSESSMENT TOOL 
The industry 4.0 self-assessment model was developed by 

[8]. The assessment model structure consists of three levels. 
The first level consists of the industry 4.0 dimensions: 1) 
Operations, 2) Organization, 3) Socio-Culture, and 4) 
Technology. The technology dimension includes two sub-
dimensions: technology related to data (TG01-TG-08) and 
technology related to process (TG09) (TG09 - TG20). The 
second level consists of 22 industry 4.0 categories, including 
Agile Manufacturing, Monitoring and Decision System, 
Additive Manufacturing, and Business Model 4.0. The 
Industry 4.0 concepts, which served as the foundation for the 
self-assessment tool, comprise the third level (see TABLE I. 
). The definition of terminology and maturity characteristics 
have each been categorized into one of five levels in 
accordance with the various Industry 4.0 concepts. The 
readiness of businesses to participate in Industry 4.0 must be 
evaluated based on the following three factors: the existing 
maturity level, the target maturity level, and the significance. 

TABLE I.  IDENTIFIED INDUSTRY 4. 

 Categories I4.0 Concept 
O

pe
ra

tio
n 

Agile 
manufacturing 

system 

OP-01: Agile manufacturing 
system 
OP-02: Self-adapting 
manufacturing systems 
OP-03: Continuous and 
uninterrupted material flow 
models 
OP-04: Plug and produce 

Monitoring and 
decision system 

 

OP-05: Decision support systems 

OP-06: Integrated and Digital 
Real-Time Monitoring systems 
OP-07: Remote Monitoring of 
products 

Big data for 
production 

OP-08: Big data Analytics 

Production planning 
and control 

OP-09: ERP/MES 

O
rg

an
iz

at
io

n 

Business model 4.0 OG-01: Digital Product-service 
systems 
OG-02: Servitization and Sharing 
Economy 
OG-03: Digital Add-on or 
upgrade 
OG-04: Digital Lock-in 
OG-05: Freemium 
OG-06: Digital point of sales 

Innovation strategy OG-07: Open Innovation 
Strategy 4.0 OG-08: Industry 4.0 Roadmap 

Supply Chain 
Management 4.0 

OG-09: Sustainable Supply Chain 
Design 
OG-10: Collaboration Network 
Models 

So
ci

o-
cu

ltu
e Human resoruce 4.0 SC-01: Training 4.0 

Work 4.0 SC-02: Role of the Operator 
Culture 4.0 SC-03:Cultural Transformation 

Te
ch

no
lo

gy
 

Big data TG-01:Cloud Computing 
Communication & 

Connectivity 
TG-02:Digital and connected 
workstations 
TG-03:E-Kanban 
TG-04:IoT and CPS 

Cyber security TG-05:Cyber Security 
TG-06:Artificaial Intelligence 



 

 

 Categories I4.0 Concept 

Deep learning, M/C 
learning, AI 

TG-07: Object self service 

Identification and 
tracking technology 

TG-08: Identification and 
Tracking Technology 

Additive 
manfufacturing 

TG-09: Additive Manufacturing 
(3D-prining) 

Maintenance TG-10: Predictive Maintenance 
TG-11: Tele-Maintenance 

Robotics & 
Automation 

TG-12: Automated Storage 
systems 
TG-13: Automated Transport 
systems 
TG-14: Automated Manufacturing 
and Assembly 
TG-15: Collabortive Robotics 
TG-16: Smart Assistance systems 

Virtual Reality, 
Augmented Reality 

and simulation 

TG-17: VR and AR 
TG-18: Simulation 

Product design and 
development 

TG-19: PDM and PLM 

Standard 4.0 TG-20: CPS Standards 
 

Using the firm's industry 4.0 level, the enterprise's 
maturity level in relation to the concept under consideration is 
determined. The target level represents the desired level of 
maturity, which must be attained within a timeframe that is 
foreseeable and achievable. In conclusion, the importance 
enables businesses to assign a value to the investigated 
Industry 4.0 concept.  

This paper employs the industry 4.0 self-assessment 
model to assess the significance level of various Industry 4.0 
concepts' suitability. To determine readiness, this work 
analyzes the level of implementation of Industry 4.0 concepts 
relative to their target level. 

IV. METHODOLOGY 

A. Companies Segmentation 
The European Union classifies businesses according to 

their respective sizes. Many different criteria can be utilized 
for classification, the most prevalent of which is number of 
employees. The annual turnover of a company and the total of 
its balance sheet are two additional criteria that can be used to 
classify it. In large corporations, Industry 4.0 technologies are 
being implemented. Large corporations may also invest in 
Industry4.0 technologies. The Food supply chain, on the other 
hand, is comprised of members of various sizes. To make 
Industry4.0 challenges a success. Small and medium-sized 
businesses must be exposed to these concepts and 
technologies. As a result, in this work, we will emphasize the 
attractiveness and significance of small and medium-sized 
enterprises in comparison to large enterprises. 

B. Design the survey 
In order to categorize businesses based on their size, initial 

company information is requested such as number of 
employees, sales, and business sector. This information is 
requested using selection fields, allowing respondents to 
choose from options or intervals. The 42 Industry 4.0 concepts 
in Section 2 are then evaluated for existing level and target 
levels (from 1 to 5). The significance of the concepts to the 
business should also be emphasized (from 1 to 5). 

It is essential to provide value to businesses and encourage 
respondents to complete the survey. One approach to 

achieving this objective is to provide graphical representations 
of Industry 4.0 readiness (existing levels) and target levels in 
relation to concepts during the self-assessment. The 
immediate display of the current status report as spider web 
diagrams motivates participants to complete the evaluation 
(which compares the current value of each Industry 4.0 
concept with its target value). Participants are also provided 
with a prioritized list of the Industry 4.0 concepts with the 
advantage for their business. The most promising ideas are 
listed on a printable Excel spreadsheet. 

C. Data collecting 
The survey had a total of 50 respondents, 30 of which were 

considered to be small businesses and 20 of which were 
considered to be medium businesses. All of these companies 
were from the food supply chain industrial sector .Fig 1 
illustrates the six categories of enterprises. On a scale from 
one to five, the participating companies were asked to rank the 
significance of each Industry 4.0 concept to their business. All 
evaluated the significance of the Industry 4.0 concepts. On the 
scale, 1 indicated a concept that is not at all relevant, while 5 
indicated a concept that is rated as being extremely important. 
The range for the scale was from 1 to 5. 

 In accordance with the definition of maturity level, the 
current level of implementation and the desired level of 
implementation in each Industry 4.0 concept were evaluated. 

 

 
Fig. 1. Categorization of the food supply chain enterprises. 

V. RESULTS 

A. Importance of Industry 4.0 Concepts 
On a one-to-five scale, the participating companies were 

asked to rank the importance of each Industry 4.0 concept to 
their business. On the scale, 1 indicated a concept that is not 
at all relevant, while 5 indicated a concept that is rated as being 
extremely important. Fig. 2 shows the results of all 50 
companies, with the rankings determined by the average value 
of the responses. Fig. 3 illustrates a comparison of the 
significance of Industry 4.0 for small and medium-sized 
enterprises categorized by the Industry 4.0 dimension. 

According to Fig.2, TG-04 IoT and CPS is the most 
significant Industry 4.0 concept for SMEs, as it is the only 
concept with an average value greater than 4. There are 17 
Industry 4.0 concepts that are considered moderately 
important to important by SMEs (average value between 3 and 
4). Other 24 Industry 4.0 concepts were rated as quite 
unimportant to moderately important (average value between 
2 and 3). 
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A comparison of the significance of the Industry 4.0 
dimension for small and medium-sized enterprises in Fig.3 
shows that both small and medium enterprises have a similar 
opinion. The most important Industry 4.0 dimension is the 
technology related to data and the least important dimension 
is the Socio-Culture.  

 
Fig. 2. Results of the importance of Industry 4.0 from 50 companies 

 
Fig. 3. A comparison of the significance of the Industry 4.0 dimension for 
small and medium-sized enterprises 

B. Readiness of SMEs 
The existing level and the target level of implementation 

in each Industry 4.0 concept were evaluated. Fig. 4 illustrates 
the results of the implementation level of small and medium-
sized enterprises categorized by Industry 4.0 dimensions.  

 

 
Fig. 4. Existing and target implementation level of Industry 4.0 concepts. 

VI. CONCLUSION 
The implementation of Industry 4.0 in manufacturing 

companies presents a unique set of challenges for small and 
medium-sized businesses. Through the utilization of a pre-
existing self-assessment tool for Industry 4.0 and a survey that 
was carried out among small and medium enterprises, the 
objective of this research was to determine which aspects of 
Industry 4.0 hold the greatest potential for application in 
businesses of varying sizes. In conducting this research, both 
of these aspects were taken into consideration (small and 
medium). According to the findings of the study, medium-
sized businesses have a significantly more optimistic view 
regarding the prospects presented by Industry 4.0 concepts 
than small businesses do. According to the opinions of 
industry specialists, the implementation and transfer of 
Industry 4.0 in businesses of a medium size present a 
particularly lucrative opportunity. Small- and medium-sized 
businesses, in contrast to medium-sized businesses, still have 
significant gaps between their existing level and their target 
level. This fact highlights the necessity for additional research 
and the transfer of knowledge in order to bring Industry 4.0 to 
these types of businesses. 

Therefore, further research is required to determine the 
reasons why some aspects of Industry 4.0 have not yet been 
implemented in certain contexts. The question of why 
Industry 4.0 is seen as having less potential, particularly for 
small businesses, should be the focus of research in the future. 
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Abstract—This paper considers the operational aspects of 
humanitarian response to the Ukraine war which resulted in the 
mass displacement of several million people both internally and 
externally, and large-scale disruption the movement of goods 
along their traditional routes. An established model regularly 
used for mapping supply chain operations with an emphasis on 
cost, distance, time and modal choice in the first instance.  This 
paper then suggests, following the same operations management 
approach, a risk-based analysis such that routes, transport 
methods, times and distances are used as a starting-point for 
evaluating reliability of freight transport by less orthodox modal 
combinations in volatile environments.  The pioneering work of 
Banomyong and Beresford [1] was probably the first attempt to 
build the concept of risk into multimodal transport chains by 
means of employing a ‘confidence index’, but the study 
considered only stable commercial environments. 

Design Approach: This paper is a desk-study, based on an 
interpretation of a real-time crisis which is ongoing.  The 
invasion of eastern Ukraine precipitated the mass evacuation of 
populations over wide areas and the use of emergency transport 
solutions for both freight and human transport.  Information 
has been obtained from secondary sources, primarily media 
coverage, and this is combined with factual data (e.g., distances) 
acquired from published sources.  Sources include a complex 
mix of agencies, UN, UK government supported programmes 
and non-governmental, independent private suppliers of aid.  

Findings: The extreme conditions prevailing in much of the 
Ukraine have necessitated the use of transport combinations 
which go as close as possible to ensuring the maximum rate of 
delivery is achieved.  However, risks are substantial and 
intermittent which implies that at least two, and preferably 
more routes and modal combinations are employed.  Risks are 
sufficiently high to suggest that an established cost-based model, 
widely used by academics, practitioners and UN agencies, could 
be redesigned in order to inform both observers and operators 
very positively.  

Originality: This paper breaks new ground from, for example, 
the work of Banomyong and Beresford [1] and Choi et al [2]. It 
applies an established model to an unstable environment which 
implies that the model’s value could be high, as it informs 
practitioners of alternatives which maintain commercial 
robustness, but which carry the flexibility required adapt to 
extreme and unstable conditions.  

Keywords—Humanitarian Logistics, Ukraine, Risk 
Modelling, Case Study 

I. INTRODUCTION: INSTABILITY AND FRAGILITY 
 Following the invasion of the Donbas region of Ukraine in 
February 2022 by Russian military forces, the country became 

involved in a defensive war to protect its territory. It is 
estimated that from the start of the invasion seven million 
Ukrainians have been either internally displaced, while five 
million have sought refuge in other countries, and more than 
ten thousand have been killed [3] [4]. The scale and intensity 
of the crisis is unmatched during the post-World War Two 
years.  

 Ukraine is now almost landlocked and if Russia were to 
annexe the Ukrainian Black Sea coast in its entirety, Kyiv 
would be at least 900 kilometres from seaports which are open 
and reliable such as Gdansk (Poland) or Constanta 
(Romania)[5]. Even at the stage of the crisis in July 2022 
Ukraine was effectively landlocked due to Russia’s blockade 
of its ports. Ukraine’s isolation from most of its world markets 
affects its exports, imports, and economy. Not only is there 
the transport challenge itself but additional security challenges 
[6], created by the need to rely on passage through fragile 
regions and on newly established road-rail links which are 
themselves vulnerable to attack by Russian forces [7].  

II. UKRAINE TRADE AND TRANSPORT 
The economy of Ukraine relies heavily on exports of grain, 

and imports for its industrial needs (Table 1). The political 
history of Ukraine has had a major influence on both the 
orientation of its trades (largely to/from the Russian 
Federation) and on the structure of its transport network which 
is rail-dominated. International transport systems mainly use 
multimodal transport (truck – rail or truck - waterway) 
because of the advantages of achieving operational efficiency 
and cost-effective delivery of freight in the supply chain 
through integrated, combined transport modes [8][9]. Thus, 
the transport industry plays an important role in Ukraine’s 
successful ‘post-perestroika' economic development.  

TABLE 1.  TRADING PARTNERS OF UKRAINE, 2021 

Ukraine 
Exports to: Value 

Ukraine 
Exports to: Value 

China $7.99B Egypt $1.91B 
Poland $4.98B Spain $1.64B 
Turkey $4.00B Hungary $1.58B 
Russia $3.35B United States $1.55B 

Italy $3.24B Romania $1.50B 
Germany $2.79B Belarus $1.46B 
India $2.51B Czech Republic $1.38B 
Netherlands $2.13B United Kingdom $1.05B 

 



Rail is the basis of Ukraine’s transport system and there is 
no real alternative for the transport of bulk cargo such as coal, 
ore, metals, and grains. Its reliable functioning is a 
prerequisite for sustainable economic development to create 
optimal routes meeting the needs of industry and increasing 
the transit potential of the country.  

While the transport infrastructure of Ukraine is evolving, 
transport systems viewed from logistics and supply chain 
management perspectives are brought into sharp relief by the 
country’s heavy reliance on its Black Sea and Sea of Azov 
ports, notably Odessa, Mykolaiv and Chornomorsk [5]. Other 
Ukrainian ports such as Sevastopol in the Russian annexed 
Crimean region are currently closed to Ukrainian vessels. The 
three-month battle for control of the steelworks in the port of 
Mariupol during the spring of 2022 exemplifies both the 
importance of the country’s Black Sea access and its 
vulnerability to aggressive action in a relatively limited 
maritime area. The blockade of Odessa’s port, starving 
Ukraine of its primary multimodal grain outlet, the principal 
source of the country’s foreign exchange, further emphasises 
the weakness of its southern border. Reducing Ukraine’s 
international access options still further is the customs and 
military union between Belarus and Russia established in 
2010 [10]. It became clear with the military build-up of troops 
and equipment in early 2022 that Russia and Belarus were 
clearly aligned in their desire to facilitate attacks on northern 
as well as eastern Ukraine.  

Northern supply routes into / out of Ukraine are therefore 
limited to road or rail to/from Poland. The main maritime and 
land routes to Ukraine (Kyiv) are suggested in Figure 1.  
Alternative routes 1, 2 and 4 are presented as different line 
styles with short sea-land (Route 1) in solid type, shortest land 
distance (Route 2) in large dash and sea with transhipment at 
Istanbul (Route 4) in dotted type.  Route 3 is a variation on 
routes 1 and 2 and not therefore shown.  

 

Fig. 1.  Suggested routes into Ukraine. 

 Of countries reporting data in 2018, Ukraine was one of 
the countries with the largest ratio of rail tonne-kilometres per 
unit of gross domestic product (GDP) reflecting the 
importance of freight transport by rail to economic activity 
[11]. This unusual modal split, heavily biased towards rail, 
points towards the historical origin of the Ukraine as a part of 

the Soviet Union whose function was largely to provide the 
main soviet markets with food crops.  It also points towards 
the nature of the cargo, which is itself unusually biased 
towards dry bulks and especially grain, and the distances over 
which the cargoes are transported [12]. 

III. HUMANITARIAN SUPPLY CHAIN MANAGEMENT AND RISK 
 There is a growing literature focused on risk in commercial 
environments [6][13] and a separate literature on risk 
evaluation in a humanitarian context [2][14][15], but the two 
areas have rarely, if ever, been considered together in an 
adaptive model.  This paper is presented as a work-in-progress 
study of emergency freight transport during the second phase 
of the Russian invasion of eastern Ukraine. During this period 
Russia refocused its major military effort on the Donbas and 
Luhansk regions, having suffered significant military setbacks 
in central Ukraine around Kyiv [16]. The research adopts an 
operations management approach following the methodology 
first published by Beresford [17] and Banomyong and 
Beresford [1] and adopted by UNESCAP during the early 
2000s [18]. The methodology was first applied to transport in 
volatile conditions in East Africa by Choi et al [2] and by 
Beresford and Pettit [19] to post-disaster conditions in 
examining response structures immediately following the 
May 2008 Wenchuan earthquake.  

Here, we seek to demonstrate how traditional key 
performance indicators (e.g., cost, time, wastage, resource 
utilisation) are often re-ordered in terms of relative 
importance at times of crisis. This paper also seeks to 
highlight that the established or widely accepted operational 
facts underpinning the effectiveness of the respective modes 
often cease to apply in volatile, crisis or emergency situations. 
By its nature, this research relies upon some information 
which is either sensitive or confidential; the authors have 
therefore omitted some detail to protect the anonymity of 
individuals, organisations or companies which cooperated in 
providing information or insights for the compilation of this 
paper. However, from a range of sources including the 
Confederation of British Industry, Polish Government 
Strategic Reserves Agency; Oakland International (food 
distribution); Ukrainian Agricultural Council; Mail Force 
Ukraine Refugee Appeal; and the Daily Mail and General 
Trust, a synthesis of factual information has been compiled by 
combining the information from those sources with factual 
data collated from Lloyd’s Maritime Atlas [20] and 
Abdugalimov [21].  

Table 2 presents a collated range of transport solutions, 
including a future possible solution for the movement of aid 
cargo from the UK (Central England) to Ukraine (Kyiv), 
taking account of operation and practical constraints, 
reliability, distance and time. The table is completed by a 
summary column which lists risk or threat for respective 
transport segments where relevant.  Three routeing 
alternatives are tabulated and the table concludes with a 
speculative solution routeing goods via by sea via 
transhipment hub at Istanbul.   

 

 



TABLE II. UK – UKRAINE MULTIMODAL TRANSPORT SOLUTIONS FOR AID 
CARGO 

Routes  Distance Time  Risk 
Route 1 

Leg Mode Km Nm Hours  
Leicester – 
Felixstowe 

Rail 217  7 Road – Rail 
Delay 

Felixstowe – 
Rotterdam 

Sea  150 10 Port – 
Shipping 
Delay 

Rotterdam - 
Gdansk 

Sea  1058 100 Maritime 
Delay 

Gdansk – Kyiv Road 1190  24 Military 
Attack (In 
Ukraine) 

Route 2 
Leicester – 
Dover 

Road 292  5 Road delay 

Dover - 
Zeebrugge 

Sea (Ro-
Ro) 

 70 5 Port – 
Shipping 
Delay 

Zeebrugge – 
Wroclaw 

Road 
Rail 

1103 
1184 

 50 
80 

Road delay 

Wroclaw - Kyiv Road 
Rail 

1158 
1216 

 24 
85 

Military 
Attack (In 
Ukraine) 

Route 3 
Leicester – 
Felixstowe 

Road 220  5 Road delay 

Felixstowe - 
Hamburg 

Sea  410 20 Port – 
Shipping 
Delay 

Hamburg - 
Kyiv 

Road 
Rail 

1629 
1442 

 60 
100 

Road delay 
Military 
Attack (In 
Ukraine) 

Route 4 (Hypothetical) 
Leicester – 
Felixstowe 

Road 220  5 Road delay 

Felixstowe – 
Rotterdam 

Sea  150 10 Port – 
Shipping 
Delay 

Rotterdam – 
Istanbul 

Sea  3542 240 Port – 
Shipping 
Delay 

Istanbul - 
Odessa 

Sea  310 20 Mines, 
Marine and 
Airborne 
attack 

 

IV. SUMMARY AND CONCLUSIONS 
This study highlights alternative multimodal routes from 

the UK to Kyiv using data from Lloyd’s Maritime Atlas and 
Commercial sources as an initial framework.  Various 
combinations of sea, rail, and road transport were presented.  
First, where the sea leg is from Felixstowe to Rotterdam, then 
to the port of Gdansk or from Felixstowe to Hamburg and then 
onwards by road.  Using the port of Dover, there is a similar 
combination of sea, rail, and road but the sea leg is minimised; 
An additional postulated route using sea from Felixstowe to 
Istanbul where transhipment takes place prior to short-sea 
transport to Odessa. Inland transport from Odessa by road (or 
rail) then would complete the aid cargo delivery.  

This research suggests a potential future direction for 
developing an established and widely used cost model into a 
‘risk model’ suited to emergency and crisis logistics 
conditions [22][23] such as those in evidence following 
Russia’s invasion of Ukraine in February 2022.  More 
generally, reforming the original cost-oriented model into a 
risk-focused formulation, capturing abnormal logistics 
conditions experienced during natural disasters or war 

conditions would widen the model’s reach and increase its 
value.  

All of the alternative routes presented use the 
combination of sea, rail, and road transport, instead of the 
current all road solution for transport of mining equipment 
from Hamburg to Aktogay and all alternatives could achieve 
cost savings even the most complicated and longest option 
through Istanbul. Table 7 compares all alternative routes 
presented in the study and shows average costs per kilometre 
for each route. When comparing the average costs per 
kilometre on these routes, sea is the cheapest, rail is 
intermediate, and road is the most expensive as expected.  

Overall, cost savings on one route against another are far 
less important than risk minimising and success maximising.   

As Al Hashimi et al. [24] state, the multimodal solution 
could be a complex mix of different criteria such as cost 
effectiveness, time efficiency and reliability of the system. 
This study has demonstrated that in the case of war conditions, 
loss of lower value cargo (e.g. tents, rice, building equipment) 
may be acceptable, but loss of vehicles, ammunition and 
trained personnel is not.  

Following the brokering of a deal involving Ukraine, 
Russia, Turkey and the UN for the safe passage of grain 
exports via a maritime route (albeit mined) into / out of 
Ukraine via Odessa with transhipment at Istanbul would seem 
to be feasible in the future if safety and security conditions are 
deemed acceptable.  This, in turn, suggests that a ‘sea-
maximising’, ‘risk-minimising’ model should be pursued 
rather than a purely mode focused ‘land-multimodal’ solution, 
which would be medium to high risk.   

This paper, therefore, offers a clearer understanding of the 
potential need to take a mixed-modelling approach in a 
humanitarian context, such that both modal choice and risk 
and uncertainty are taken into account; this mixed approach is 
potentially extremely important in volatile conditions created 
by ‘special military operations’, more commonly perceived as 
war fighting or invasion. From the point of view of academic 
research the field of risk management appears to offer a 
number of opportunities for applying well documented 
concepts taken from stable commercial environments and 
applied to unstable humanitarian and emergency relief fields. 
The early work of Banomyong and Beresford [1] was the basis 
for more sophisticated studies carried out more recently [6].  
One of few case-based studies in an emergency context was 
compiled by Choi et al [2].  That study did however lack 
analytical content, in particular it did not attempt to model the 
inputs or outputs which could have provided a deeper 
understanding of the relationships between fundamental 
logistics requirements (transport, storage, documentation, 
cross-border protocols etc.) with the crisis environment 
prevailing at the time [14][15].  
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 Abstract— Recent digitalisation approaches in logistics and 
supply chain management have changed the way information 
flows both support and disrupt contemporary operational 
activity. Digitally supported logistics can improve supply 
chains in terms of transparency, efficiency and responsiveness 
and this paper considers how these developments contribute to 
reducing costs, improving speed and accuracy of data and 
information, and supporting more robust delivery 
mechanisms. The wider issue of balance between commercial 
and intangible measures of performance is also considered. 
This paper reviews the development of information and 
communication technologies, their applications in logistics 
and supply chain operations and suggests possible trajectories 
which this sector could follow over the coming decade, 
depending on external and internal influences on 
development. Developments have included the move to cloud-
based systems, enhanced use of digital platforms (e.g., 
blockchain), the development of Artificial Intelligence and 
Industry 4.0. Digital transformation can improve an 
organisation’s performance by engendering change through a 
combination of information, computing, communication, and 
connectivity technologies [1]. It is a relatively new concept and 
is both complex and challenging, allowing both for the 
creation of new value propositions, and the leveraging of data 
to better understand how product is consumed. This requires 
an holistic approach to strategy and execution, moving away 
from disconnected digital approaches. Research suggests that 
leadership, capability building, empowering workers, 
upgrading tools, and communication are likely to become key 
areas of value, and hence for research. Digital platforms have 
made major advances in advancing the operational efficiency 
of logistics, cost management and competitive advantage. 
However, this research suggests that there are particular areas 
where considerable improvements could be made, e.g., in 
workforce management, human behavioural inputs and the 
balance between commercial and intangible measures of 
performance.   
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I. INTRODUCTION  

The logistics and supply chain sectors have grown 
both domestically and internationally in order to facilitate 
the global flow of goods over the last two decades, with 
both increased volumes of goods, and associated 
increases in cargo value. Digitalisation of support 
systems and the use of Information and Communication 
Technology (ICT) have had impacts across activities 
within these sectors including technological 
developments, cost savings, and increased speed and 
accuracy of delivery.  These have all contributed to the 
rapid changes taking place [2]. The need for ‘seamless 
integration’ across supply chains means that successful 

organisations have adopted ICT, adapted to the need for 
increased automation, and stayed agile and responsive to 
customer requirements [3].   

This paper discusses the effects of digitalisation on 
contemporary logistics and supply chain management.  
The paper aims to highlight key drivers of the 
evolutionary path pf e-logistics and supply chain 
digitalisation.  First, a number of technologies are 
considered which both support existing approaches, but 
which can act as disruptors to existing systems.  
Contemporary developments include cloud-based 
systems, digital platforms, Artificial Intelligence, the 
Internet of Things, Digital Twins, 5th Generation 
Communication, Big Data and Industry 4.0. The 
discussion is then extended to address issues around 
digital transformation in the supply chain and how the 
technologies discussed can be effectively used. Research 
suggests that leadership, capability building, empowering 
workers, upgrading tools, and communication are likely 
to become key areas of value. Digital platforms have 
made major advances in advancing the operational 
efficiency of logistics, cost management and competitive 
advantage.   

II.  DIGITALISATION IN LOGISTICS AND SUPPLY CHAIN 

MANAGEMENT  

Developments in ICT have increased the quantity and 
improved the quality of information, and allowed for 
greater transparency within supply chains, which has in-
turn led to efficiency gains, improved responsiveness and 
reduced uncertainty.  These developments have also 
facilitated significant reductions in inventory.  Digital 
infrastructures are evolving rapidly and include satellite 
positioning technologies and wireless networks. The 
expansion of low-earth orbit satellite networks such as 
Starlink, OneWeb and Viasat will enhance the capability 
for rapid data transfer globally.  When linked to mobile 
devices, ICT systems can provide for the effective and fast 
transfer of data and information through the supply chain.  
Customers accepting goods can receive notification of 
delivery often within minutes of the delivery taking place.  
The ever-increasing use of ICT is profoundly changing 
how goods, information, and finance move through the 
supply chain [4].  

Web-based technologies led to the development of 
‘cloud computing’ utilising computing power, data storage 
and software applications distributed over the internet to 
provide on-demand services which avoid the need for 
companies to purchase hardware and software as a direct 
investment.  A key advantage of such systems is the 
operational strategic flexibility they provide, as well as 
cost savings through reduced capital expenditure, lower 
labour and power costs and enhanced security features. 



 

Further, if an organisation wishes to be more closely 
integrated with other organisations in its network, then this 
is more easily achievable on the same platform.   

Cloud-based systems for logistics have both reduced 
entry barriers and extended accessibility to organisations 
involved in logistics and supply chain management. Cloud 
computing provides scalable flexibility which can provide 
opportunities for organisations to develop new services 
and products more efficiently. Examples of the use of 
cloud computing systems in the logistics sector include 
more effective lease and ownership models, telematics, 
and the use of Global Positioning Systems (GPS) for 
vehicle and trailer tracking [5]. Systems have also been 
developed to facilitate both logistics and cross-border 
stakeholder integration.  Port Community Systems 
facilitate co-operation between port users, while Single 
Window Systems make possible the integration of 
organisations involved in international trade for cross-
border administration and customs processes [6].  
Digitalisation has thus been incorporated into logistics and 
supply chain management, and more recent developments 
are likely to change practices further. 

Successful organisations will be those which leverage 
emerging technologies including Logistics Platforms, 
Artificial Intelligence (AI), the Internet of Things (IoTs), 
Digital Twins, 5G, and predictive analytics. In order to 
futureproof supply chains, key players will have to 
integrate such technologies into supply chains and wider 
networks and systems [7].    

A. Logistics Platforms 
Globalised manufacturing and distribution require 

coordination between many actors [8]. Two systems are 
developing rapidly: blockchain/distributed ledger (DLT) 
and network platforms. DLT enables supply chain partners 
to share data which is then visible to all parties on a single 
platform.  Examples of DLT systems for global trade 
include the Tradelens-Maersk platform, [9] and GSBN 
[10]. Such platforms offer real-time solutions which 
overcome the problems of incompatible systems with no 
one organisation owning the system. They are designed to 
support effective end-to-end logistics, cargo tracking and 
routing, and provide real time information on, for example, 
market prices, freight rates, and schedule reliability.  

B. Artificial Intelligence (AI)  
Artificial Intelligence (AI) and machine learning are 

becoming increasingly embedded in commerce and in 
transport, logistics and supply chain activities, often in 
conjunction with Robotics and Autonomous Vehicles 
(AVs) [11]. AI based robotic systems are being adopted 
to run warehouses, provide automatic pick and re-order 
stock when inventories run low.  Such systems have 
become prevalent in the operations of retail organisations 
such as Ocado and Amazon, which use AI-powered 
robots to provide rapid response times to customer orders 
[12]. AI also has many applications beyond warehouse 
automation, for example in retailing, that are likely to 
impact supply chains and logistics in the future.  As the 
ability of AI technologies are extended so the ability to 
predict demand trends becomes possible [13].  
Amazon’s predictive analytics ‘anticipatory shipping’ 
tool analyses an individual’s shopping history to predict 
what they will need in the future [14].  Such predictive 
analytics are advantageous because this allows Amazon 

to use standard rather than expedited shipping to deliver 
such items to the relevant hub, meaning that those items 
are closer to the customer and therefore less expensive to 
deliver but with fast order fulfilment times [15]. The 
introduction of AI is likely to have a major impact on how 
transport systems operate in the future.  One example may 
be automation in road transport. The use of AI for truck 
platooning whereby AVs rely on AI software to control 
all aspects of operation can potentially bring significant 
commercial benefits [16].   

C. Pervasive Computing 
‘Pervasive computing’ whereby devices become 

context aware, and thereby able to ‘understand’ their 
operating environment, has contributed to a concept 
known as the Internet of Things (IoT). This provides 
organisations with the ability to remotely monitor, 
manage and control such devices and thus track goods 
more accurately and efficiently, with the added benefits 
of improved decision making and real-time analytics. For 
supply chains this affords better inventory management 
and control, real-time routing, dynamic vehicle 
scheduling, trailer and container management, and 
shipment tracking, all of which contribute to optimised 
transport and logistics [2].  

D. Digital Twins  
Following from the development of the IoT and AI, 
simulation software, and predictive analytics are now 
being used to develop Digital Twins (DT). These are 
digital representations or replicas of, for example, 
physical devices or systems which provide the ability to 
explore, stress test and evaluate complexity.  In a supply 
chain context this could be in relation to the connections 
between computer systems, vehicles, AVs, instruments, 
drones and robots [8]. In the logistics and supply chain 
environment DTs could be used to enhance the value 
chain, including managing container fleets, monitoring 
shipments and designing logistics systems.  DTs of 
complete supply chains would thus allow for more 
sophistication in development and testing before 
implementation [17].  

E. Industry 4.0 
DT systems are likely to be key facilitators of Industry 4.0 
which leverages the previously discussed technologies as 
well as, for example, Additive Manufacturing, Robotics, 
Autonomous Vehicles, Drones, and IoT.  The 
connectivity and communication capabilities of these 
technologies are likely to transform manufacturing, 
service operations and global supply chain management. 
Within this concept companies can create value by 
exploiting incremental advances in technology to re-
engineer systems to ensure product fulfilment at the right 
time for the best price [18].    

F. 5th Generation Communication Technology (5G)  
5G communication technology and infrastructure 

offers the potential for significant improvements in cargo 
handling processes within the supply chain.  With the 
ever-expanding range of 5G technology-enabled 
equipment and machinery, it will make it very much 
easier for objects to communicate with each other, 
potentially making the IoT a reality.  5G technology 
increases the bandwidth available, improves latency (10 



 

milliseconds), and significantly increases the volume of 
devices that can be connected [19].  This makes it possible 
to remotely operate equipment effectively.  With the 
ability to connect hundreds of thousands of sensors, the 
autonomous and remote operation of devices and 
machines and networking equipment at scale over a large 
area will allow a step change in operational capability. 
The use of 5G in ports is currently being explored in depth 
[7].  

G. Predictive Analytics:  
The developments as discussed above will generate huge 
volumes of ‘sensor data’, known as ‘Big Data’.  However, 
such datasets are too large for existing database software 
tools to process and advanced predictive analytics tools 
such as cognitive computing systems will be required This 
will potentially fundamentally change how forecasting, 
inventory management, transport management and 
human resource management are conducted. Such 
capabilities provide the opportunity to improve 
performance, obtain value and gain competitive 
advantage through better visibility, increased flexibility, 
and greater integration [20].     

III. DIGITAL TRANSITIONING  

Digital transitioning can improve an organisation’s 
activities through a combination of the technologies 
discussed.  This could be brought about either from 
pressure within the organisation or stimulated externally 
whereby the organisation will have to respond to change 
in order to remain competitive.  However, whether 
leading or following such changes, improvements in 
performance and competitive behaviour would be 
expected.  Digital technologies are a key source of 
disruption within the supply chain and digitalisation has 
had a significant impact in both raising standards and 
lowering costs.  Organisations leveraging digital 
platforms face lower market entry barriers, are able to 
more effectively devise new forms of digital offering, and 
use sophisticated algorithms to analyse and manipulate 
data to effectively target their customer base. The key 
aspect of using digital technologies is to create value for 
both existing and new customers. Thus, customer needs 
lead to value creation with the start point of a transitioning 
strategy which should be derived from the organisation’s 
digital capabilities.  Thus, those tasked with leading 
change will need to appreciate how such technologies 
work, mediate between the physical supply chain and 
digital systems, and be able to execute change 
management [1] [21]. Once a supply chain digital strategy 
has been envisioned management will need to commit to 
it.  If management and those in transition-specific roles 
are involved in establishing a clear strategy to execute the 
transition process, success is more likely. Having an 
incisive digital leader is recognised as key to 
transformation success.   

A. Strategic Requirements  
First, there is a need to understand the state of the 

current supply chain to determine how transitioning from 
the current to future state can be achieved.  Examining the 
gaps which exist between these states and understanding 
the potential challenges and barriers will thus be critical. 
It can be argued that more successful outcomes occur if 
supply chain managers start by first visualising what their 

future supply chains would look like.  Identifying existing 
problematic areas that must be resolved in order to realise 
the vision for future is critical.  For instance, it might be 
identified that the existing supply chain has issues such as 
siloed IT systems or a lack of end-to-end visibility. It is 
then necessary to understand the organisations current 
digital capability in terms of its business model; customer 
perspective; operational approach; employee experience; 
and the existing digital platform [21]. Further, does the 
organisation have the necessary data development 
capability to support its supply chain planning?  
Developing a digital roadmap and initiatives to address 
the issue identified will be important.  However, supply 
chain digital transformation will consume significant 
resources, and the complexities induced by such changes 
may lead to initiatives taking several years to complete.  

B. Supply chain digital transitioning  
Approaches to digitalisation include ‘exploitation’, 

where existing supply chain approaches are optimised and 
enhanced for productivity gains and cost cutting, or 
‘exploration’ where new business and supply chain 
approaches are taken to generate business growth and 
revenue generation.  Approaches being taken in 
organisations at the forefront of digital development 
include innovating by experimenting, radical 
transformation through incremental change and dynamic 
sustainability using a succession of temporary advantage 
gains [1][21].  Such organisations tend to be agile and use 
both new and iterative approaches for bridging the 
strategy-execution gap. However, given the rapidly 
changing digital landscape, competitive advantages are 
not sustained for long periods.  Therefore, companies 
pursuing successive temporary advantages tend to be 
successful over time. For supply chain organisations there 
are more constraints because physical supply chain 
structures and processes need to be taken into 
consideration.  However, the underlying principles are 
applicable in such organisations.  Three areas which are 
important to consider in any digital development 
approach are data and technology, people, and process 
[21].    

In respect of data and technology, Big Data (structured 
and unstructured) is a significant asset for delivering 
innovations such as personalised products/services, real 
time supply chain tracking and risk alerts, predictive 
maintenance and advanced demand sensing and 
forecasting. Data integrity is important to ensure its 
usefulness for reliable and accurate decision making.  
Cybersecurity is also important, and it is necessary for 
organisations to build cyber resilience into supply chains.  
Other key issues to consider include the cost of 
interoperability between systems within and across 
organisations, and how the focal information is shared 
with supply chain partners. People issues include 
leadership and strategy, skills, culture, behavioural 
change and reward systems.    

Digitally aware supply chain leaders and a digitally 
literate workforce are important in maintaining a 
competitive edge. Appropriate investment in talent, 
workforce reskilling and upscaling on a continuous 
process will be required in order to respond to 
technological change.  Digital transitioning                   also 
requires a culture that supports change and the 



 

understanding by the workforce about the organisation 
functioning in a digital context [1][21]. Cultural change 
will underpin the sustainability of the impact generated by 
digital transformation.  A digital organisational culture 
will provide  
employees with the right structures, incentives and 
mindsets to integrate new technologies into their work. 
Finally, the process of supply chain transformation 
requires a baseline understanding of the current 
operational model.   
Understanding the current state of the organisation 
through a value stream mapping exercise is essential to 
identify the key components of the supply chain, critical 
activities vulnerable to disruptions and the full order-to-
fulfilment process.  It is also important to consider what 
the right KPIs are in order to understand whether a 
digital initiative delivers what is expected [21].    

IV.  CONCLUSION  

Digital transitioning can improve an organisation’s 
performance by engendering change through a 
combination of information, computing, communication, 
and connectivity technologies [1][21]. The complexity and 
challenges should not be underestimated but if adopted 
allow for the creation of new value propositions, and a 
better understanding of how systems are used.  
Underpinning such an approach does however require an 
holistic strategic approach which moves towards 
connected digital approaches. Research suggests that 
leadership, capability building, empowering workers, 
upgrading tools, and communication are likely to become 
key areas of value, and hence for research. Digital 
platforms have made major advances in advancing the 
operational efficiency of logistics, cost management and 
competitive advantage. However, there are areas where 
considerable improvements could be made, e.g., in 
workforce management, human behavioural inputs and the 
balance between commercial and intangible measures of 
performance.  

Rapid and fundamental change in the sector is required 
in order to address the inefficiencies of existing systems 
that underutilise transport capacity and are confronted by 
delays and congestion.  The developments in ICT, and 
digitalisation outlined in this paper will go some way to 
addressing the shortfalls in the existing systems. There are 
significant competitive and sustainability advantages to be 
gained as these new technologies are leveraged and 
exploited more widely.  These will transform transport, 
logistics and supply chain management bringing benefits 
including higher service speeds, greater reliability, lower 
operating costs, and improved efficiency.    

However, while opportunities exist, many 
organisations have not yet developed ICT capability to 
meet current challenges, redefined relationships and 
strategic change to effectively respond to customer 
requirements.  Rapid adaptation to changes in competitive 
commercial environments is a recognised problem and 
fundamental to the success or otherwise of many 
businesses.  Thus, the sharing of data between logistics 
companies and shippers, combined with advances in ICT 
to ensure information flows are integrated between 
logistics partners and supply chains members, will provide 
the best conditions for organisations to remain 
competitive.  It is important for logistics and supply chain 

organisations to first understand the strategic value of ICT 
for the management of their supply chains and logistics 
networks, and then to assess what the impact on business 
performance could be.  Therefore, organisations utilising 
ICT will need to develop sophisticated systems that 
enhance business performance and create value.  Digital 
capabilities will need to be fit for the information 
processing needs of the key stakeholders involved.   

Organisations that adapt their business models and 
adopt ICT systems effectively are likely to be more 
successful and leveraging such systems will lead to greater 
competitive advantage, reshaped supply chains, improved 
service speeds and reliability, lower operating costs and 
improvements in efficiency. Positive adaptation to change 
will be fundamental to success and it will be important for 
supply chain organisations to understand the strategic 
value of ICT and assess what the impact on performance 
might be.  Any organisation preparing to adopt a digital 
transformation strategy will need to set this it in the context 
of a robust business model. The three areas of data and 
technology, people and process suggested earlier could be 
utilised to make sure a systematic approach is in place 
which helps to identify gaps in current capabilities [1][21]. 
However, this research suggests that there are particular 
areas where considerable improvements could be made, 
e.g., in workforce management, human behavioural inputs 
and the balance between commercial and intangible 
measures of performance.  
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Abstract—Forecasting future demand is essential to making 

supply chain decisions. Time series forecasting methods use 
historical demand to produce a forecast. The purpose of this 
paper is to apply a deep learning model called Long Short-Term 
Memory (LSTM) using historical sales data from a Thailand 
retailer for forecasting sales in retail supply chain. The data 
used in the analysis includes 46 months of actual daily sales of 
selected consumer goods. Based on this data, LSTM models have 
been trained and evaluated by using different look-back window 
sizes and different amounts of time to forecast the future sales. 
The result of the research is the appropriate deep learning 
models and parameters for demand forecasting that concludes 
from the analysis and evaluation of sales forecasting in the retail 
supply chain based on LSTM models.  For each model, the 
relationships between the performance and the parameters, the 
look-back window sizes and the number of predicted time points 
into the future, are presented. Accurate demand forecasting in 
consumer goods could increase the competitive power of a 
retailer and improve its performance. The forecasting model 
can be used by businesses to optimize their inventory level, 
increase their bargaining power for purchasing, and ensure 
product availability. A novelty is the use of the LSTM model 
trained on real transaction data from a retail company that has 
based its business on the supply chain with suppliers and 
recipients in Thailand. 

Keywords— Demand Forecasting, Deep Learning, Supply 
Chain Management, Time Series, LSTM 

 

I. INTRODUCTION  

A. Retail business and management 
Retail business is one of the most dynamically developing 

market segments [1] and globally speaking, the most 
prominent [2]. It involves selling consumer goods and services 
to customers for their daily use as a role at the end of the 
supply chain [3]. However, retail businesses have had high 
competition [4] and numerous challenges [3]. The significant 
problems of the retail trade are related to supply chain 
inefficiencies, that can be found in both directions: upstream 
and downstream. For instance, high out-of-stock conditions, 
long lead times, inefficiencies affecting the accuracy of 
demand forecasts, and low on-shelf availability result in losses 
of revenue even if the products are available on site. 
Meanwhile, overstocking affects non-sustainable actions, 

perishable products, the blockage of storage space, and needle 
handling, including planning efforts [5]. 

Thailand, retailing emerged almost 70 years with a rapid 
expansion of supermarkets, hypermarkets, and convenience 
stores in the last two decades [6]. However, department stores 
significantly impacted Thai retailing and are said to be 
considering spinning off the supermarkets to become free-
standing operations [7]. Indeed, supermarkets were 
appreciated as a one-stop shopping place and much preferred 
by many Thai consumers on factors ranging from the 
atmosphere (air conditioning), car parking availability, 
hygiene, and price [6]. It is found that socioeconomic and 
geographic diffusion is already advanced, with most Thai 
people having access to and utilizing modern retail, while 
modern retail controls half of the food sales  [6]. The success 
of the retail business in Thailnd is to offering low-price deals, 
and improved purchasing convenience  by using advanced IT 
[8]. 

Accordingly, retail management is crucial since it provides 
guidance for the future usage of services and infrastructure 
components [9] given that retail management involves all the 
steps that are required to fulfill the needs of the customers [3] 
and to enhance the shopping experience by providing good 
product availability [10]. Retail management also involves 
deploying accounting and management information systems 
to control activities, warehouse activities, and distribution, as 
well as to develop new products, including marketing 
activities [3]. Finally, proper retail management can save time, 
ensure customer satisfaction, and maintain business goals 
[10]. 

Accordingly, retail management is crucial since it provides 
guidance for the future usage of services and infrastructure 
components [9] given that retail management involves all the 
steps that are required to fulfill the needs of the customers [3] 
and to enhance the shopping experience by providing good 
product availability [10]. Retail management also involves 
deploying accounting and management information systems 
to control activities, warehouse activities, and distribution, as 
well as to develop new products, including marketing 
activities [3]. Finally, proper retail management can save time, 
ensure customer satisfaction, and maintain business goals 
[10]. 



B. The time series method of demand forecasting in Retail 
SCM 
Making a supply chain decision to forecast future demand 

is necessary [11]. However, demand forecasting truly depends 
upon the quality of the data sets [5]. There are various factors, 
which are related to demand forecasting for the customers in 
retail business, such as seasonality [12], [13], new trends, 
crisis, the commercial behavior of their competitors in the 
marketplace [12], marketing factors [14], weather [15], etc. 
Consequently, better demand forecasting for the retail 
industry could optimize stocks, minimize costs, reduce 
inventory problems, and could, as a result, increase revenues 
and profits for retailers [12].  

Recently, Predictive Analytics (PA) in Supply Chain 
Management (SCM) has received attention from both 
academicians and researchers and has been recognized as a 
means to predict demand forecasting in the era of Industry 4.0 

[5]. Unfortunately, for different settings and types of data, 
suitable forecasting methods still remain unclear [16]. Despite 
this, time series analyses are the most common method that 
can be used for demand forecasting [5]. Moreover, time series 
analyses are critical elements in the automation and 
optimization of business processes and provide an intuitive 
overview that can assist in solving large-scale forecasting 
problems and in enabling data-driven decision-making 
processes [9]. 

Forecasting time series data is vital in many aspects of  
business [17]. It can be utilized to investigate both short-term 
(6-12 months) and long-term levels (over 1 year) [5]. Indeed, 
the time series method has gained acceptance in various fields. 
For instance, in retail businesses, data mining has been used, 
and database researchers have used the time series method to 
forecast the consumption of individual households and the 
demand for all products that the large retailers offer to their 
customers [9]. Various techniques have forecasted the 
subsequent lag time series data [17]. Long Short-Term 
Memory (LSTM) is one of the practical techniques that is used 
in time-series prediction [17]; [18]. In 2017, their usage grew 
in many disciplines, such as economics, finance, business, and 
computer science [17].  

LSTM has been assimilated into the Recurrent Neural 
Network (RNN), which has the capability of remembering the 
values from earlier stages and employing them for future use 
[17]. It can remember information far back in the time series 
like a gated cell, which can be used to store information and is 
similar to computer memory [18] and consists of a forget gate 
(hidden layer), an input gate, and an output gate [19]. 
However, it is necessary to determine what a neural network 
looks like before delving into LSTM [17]. Finally, formulating 
sales predictions as time-series forecasting is vital for any 
business. When retailers employ analytics, the data becomes a 
factor that can be employed to create and/or to increase the 
added value of their businesses [20]. 

Consequently, this study approaches sales prediction via 
the LSTM model, which is expected to handle the non-
linearity of sales forecasting with a higher prediction accuracy 
[18]. The investigation compares the performance of LSTM 
models with different window of information. The data are the 
weekly values of the regional wholesale revenue over 4 years 
for 10 consumer goods placed in household retails.  

II. LONG SHORT-TERM MEMORY (LSTM) 
Time Series Forecasting (TSF) is predicting the future 

values of variables based on the previous and current values 
of time series [21]. Describing the relationships between these 
values, functions or models for time series are traditional 
models, machine learning models, and deep learning models. 
Using a window of historical data, deep learning model is 
created to predict the data point in the future. The deep 
learning algorithm and the size of the look-back window 
affects the performance of the model. This study investigates 
the performance of the Long Short-term Memory (LSTM), 
which is based on the Recurrent Neural Network (RNN). The 
RNNs use the neural networks to represent the relationship 
between the past variables (inputs) and the future variable 
(output). This neural network consists of hidden layers and 
weights that are recurrently adjusted using the inputs to 
minimize the errors between the calculated and the known 
values. The RNNs can result in inaccuracy due to gradient 
vanishing problem; that is, the RNN models are the result of 
data from a small window of time or short-term memory. To 
address this problem the LSTMs introduced four additional 
layers: forget layer (1), input layer (2), output layer (3), and 
addition layer (4) [11]. The four layers manipulate the 
information used in creating the model and allow learning 
over longer-term data. While the forget layer decides 
information to be stored in the cell state, the input layer 
decides which to be updated. The output layer generates the 
potential output and then combines with the results from 
previous layer in the addition layer. Then the next layer selects 
the cell states (5) and the last layer computes the output (6). 

 𝑓𝑓𝑡𝑡 = 𝜎𝜎�𝑊𝑊𝑓𝑓 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑓𝑓� (1) 

 𝑖𝑖𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑖𝑖 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑖𝑖) (2) 

 𝑔𝑔𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ�𝑊𝑊𝑔𝑔 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑔𝑔� (3) 

 𝐶𝐶𝑡𝑡 = 𝑓𝑓𝑡𝑡 × 𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡 × 𝑔𝑔𝑡𝑡 (4) 

 𝑂𝑂𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑜𝑜 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑜𝑜) (5) 

 ℎ𝑡𝑡 = 𝑂𝑂𝑡𝑡 × 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝐶𝐶𝑡𝑡) (6) 

The Stacked Deep LSTM Network [22] is used in this 
study with architecture shown Fig. 1. The models are built by 
stacking two 50-node LSTM layers between the input and 
output.  



 
Fig. 1. Stacked Deep LSTM Network 

III. 1. DATA AND EXPERIMENTS 

A. Dataset 
The dataset used in this study is the daily sales of 10 best-

seller consumer goods from one retailer in Thailand, which 
includes data for the four-year time period from July 2018 to 
May 2022. The 10 consumer goods are 180ml UHT milk, 
refined sugar 1kg, 200ml UHT milk, canned Fish, rice whisky, 
energy drink, herbal drink, canned coffee, refined sugar 50kg, 
and cane sugar. The data was collected daily and the data set 
has 1,364 rows and 3 columns. The first column is simply an 
index and was ignored for the analysis. The second column 
labeled as date and time. The “sale” column is the target 
variable.  The data have been transformed from daily sale to  

weekly sale for forecasting. The time series for all consumer 
goods are plotted in Fig. 2. Four consumer goods have less 
consistency at the end of the time series, i.e., 180ml UHT 
milk, refined sugar 1kg, 200ml UHT milk, canned Fish, and 
rice whisky. This indicates unusual demand. 

B. Experiments 
The experiments were performed with the LSTM stacked 

model and different values of the look-back window 
representing the portion of the recent past used as inputs. 
Window sizes of 1, 2, 3, 4, 5, 6, 7 and 8 weeks were used in 
the experiment. For the LSTM deep learning models, hyper 
parameters were set as follows: 

• Learning rates = 0.001 

• Batch sizes = 32 

• Optimizer = Adam 

• Epochs = 500 
 

The LSTM model used in the experiment can be summarized 
as follow: 

 

C. Measures of Evaluation 
To compare the performance of the models, the Mean 

Squared Error (MSE) was evaluated as the loss function. The 
training and testing loss were computed as a function of the 
epochs to detect possible overfitting. The Mean Absolute 
Error (MAE) (7) and Root Mean Squared Error (RMSE) (8) 
were computed. 

 𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ |𝑦𝑦𝑖𝑖−𝑦𝑦�𝑖𝑖|𝑛𝑛
𝑖𝑖=1  (7) 

 𝑅𝑅𝑀𝑀𝑅𝑅𝑀𝑀 = �1
𝑛𝑛
∑ (𝑦𝑦𝑖𝑖−𝑦𝑦�𝑖𝑖)2𝑛𝑛
𝑖𝑖=1  (8) 

 

IV. RESULTS 
TABLE 1 summarizes the results of our experiments. The 

LSTM models perform the good performance with the low 
Mean Average Errors (MAE) and Root Mean Square Errors 
(RSME). Overall, the results indicate the good performance of 
the LSTM models for demand forecasting with the largest best 
RMSE as small as 0.508. Smaller windows are likely to lead 
to more efficient methods. For most cases the smaller-size of 
look-back window results in better performance. These cases 
have more consistent time series throughout the entire period, 
while other cases have significant variations during the end. 
The best size for the look-back window to predict 1 or 2 
weeks. These cases also have less dependency on the size of 
the look-back window as the MAEs and RMSEs are similar. 
On the other hand, the four consumer goods with unusual 
demands seem to need longer look-back window and have 
more dependency on the size of the window. 

V. CONCLUSION 
To make well-versed supply chain decisions, results from 

forecasting future demand is crucial. The demand forecasting 
using a deep learning algorithm is investigated in this study 
with the four-year sales of 10 best-seller consumer goods from 
one retailer in Thailand. The time-series forecasting is 
performed using the Stacked Deep LSTM Network with 
various look-back window sizes. The Mean Squared Errors 
(MSE)  and the Root Mean Squared Errors (RMSE) are 
evaluated to measure the performance of the LSTM models. 
This investigation has found that the LSTM method is suitable 
for demand forecasting and the suitable look-back window is 
1 or 2 weeks for most cases. Future study can investigate other 
architectures of the LSTM model or other deep-learning 
algorithms such as Gated Recurrent Unit (GRU) and 
Transformer model. Further exploration can be done on data 
with different pattern from the best seller goods. 

 

 



 

Fig. 2. The time series for 10 consumer goods 

 

 

TABLE I.  MAE AND RMSE OF DEMAND FORECASTING IN 10 CONSUMER GOODS 
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Abstract—Service quality of humanitarian relief 
organizations has become an interesting issue in recent years. 
Humanitarian literature has provided an instrument used for 
assessing the service quality of humanitarian relief 
organizations, so-called the Humanitarian Supply Chain 
Service Performance (HUMSERVPERF). However, such 
instrument requires more tests in different phases of disaster 
relief. The aim of this study is to show applications of the 
HUMSERVPERF in the context of preparation and response 
phase of disaster relief. A project of non-government 
organization (NGO), which was carried out to offer basic 
sanitation to limit the spread of COVID-19 among 
beneficiaries, was used as a case for the preparation phase. A 
flood relief operation performed by the Department of Disaster 
Prevention and Mitigation (DDPM) was selected as a case for 
the response phase. Two pilot surveys were conducted with 
beneficiaries of both cases by using the adapted 
HUMSERVPERF which were adapted to fit with the context of 
each phase of disaster relief. Findings revealed the 
HUMSERVPERF questionnaire could be used in both phases. 
Simple mean scores could be calculated and may be used by 
the organizations to improve their future humanitarian-related 
activities. Examples of interpretations of the mean scores are 
provided with suggestions for the NGO and the DDPM to 
improve their future service quality. The HUMSERVPERF 
has been provided in the literature as a starting point. This 
study demonstrated how much HUMSERVPERF need to be 
modified and expands its applications for use in the context of 
preparation and response phase of disaster relief. 

Keywords—HUMSERVPERF, service quality, humanitarian 
relief, COVID-19, flood 

I. INTRODUCTION 

Performance measurement is essential for relief 
organizations since it shows whether their relief efforts are 
successful [1]. In relief operations, beneficiaries’ evaluation 
of the service quality of relief organizations has gained 
attentions in academia and practitioners [2-3]. Beneficiaries’ 
unmet needs can affect the organization’s performance, 
reputation, and possibility for future fundraising [4]. 

Banomyong and his colleagues have proposed the 
Humanitarian Supply Chain Service Performance 
(HUMSERVPERF) framework used for assessing the 
service quality in the humanitarian context [5]. However, the 
application of HUMSERVPERF in the article was used to 
assess only eight beneficiaries’ perceptions on the flood 
relief operations and the researchers also called for 
applications of HUMSERVPERF in other disaster contexts 
and phases of disaster relief. 

The aim of this study is to provide applications of 
HUMSERVPERF in the context of preparation and response 
phase of disaster relief through a project of non-government 
organization (NGO), operated in preparing communities to 
prevent the spread of COVID-19, and a flood relief operation 
performed by the Department of Disaster Prevention and 
Mitigation (DDPM), a government agency. This study 
therefore contributes to the humanitarian literature by 
increasing the context veracity of the HUMSERVPERF. The 
applications of HUMSERVPERF provided in this study may 
be used for practitioners involving in the preparation and 
response phase of disaster relief. 

II. LITERATURE REVIEW 

The HUMSERVPERF was adapted from SERVQUAL 
[5], which has been developed by Parasuraman, Berry, and 
Zeithaml [6]. The HUMSERVPERF consists of two parts: 
dependent variables and independent variables. The 
dependent part contains four questions asking overall service 
quality and satisfaction. The independent part consists of 29 
questions used to assess six dimensions of service quality: 
Tangibility (3), Reliability (5), Responsiveness (4), 
Assurance (11), Empathy (5), and Supplies Quantity (1). 
Items are measured using five-point Likert scales anchoring 
at 1 (lowest) to 5 (highest). An assumption of 
HUMSERVPERF framework is that the independent 
variables should have an impact on the dependent part. 
However, this assumption has not been empirically tested. 

An application of HUMSERVPERF questionnaire in [5] 
was carried out using a case of flood in Mae Sot, a northern 
province of Thailand. The DDPM at Mae Sot was the main 
relief actor helping beneficiaries in need. Although, eight 
beneficiaries were participated in an initial validation of 
HUMSERVPERF questionnaire, Banomyong and his 
colleagues have demonstrated that the questionnaire could be 
used to assess the beneficiaries’ perceptions toward the relief 
service quality performed by the DDPM. In the current 
study, we will use this questionnaire to assess beneficiaries’ 
perceptions toward the relief service quality performed by 
the DDPM during another flood event in Mae Sot. 

In addition, as this study also aims to measure the service 
quality performed in the preparation phase of disaster relief, 
an adaptation of the original HUMSERVPERF questionnaire 
as shown in [5] is needed. An adapted HUMSERVPERF 
questionnaire for the preparation phase is explained in the 
following section and will be used to assess beneficiaries’ 
perceptions toward the relief service quality performed by an 
NGO operating in preparing communities to prevent the 
spread of COVID-19. 

We would like to acknowledge the Kuehne Foundation for their partial 
funding of the research described in this chapter. 



 

 

III. METHODOLOGY 

A. The Case of Flood 2021 
 Flood occurs almost every year in Mae Sot province. On 
July 2021, flood occurred in all districts of Mae Sot while 
three was continuous heavy rainfall during the seven days of 
flood. In some locations, there had a high flood level of 50 
centimeters while some others were more than 1 meter, 
causing most villagers’ homes flooded. Some villagers were 
trapped inside their homes. The DDPM at Mae Sot province 
was the main government agency involved in relief efforts 
and helping beneficiaries. 

 The original HUMSERVPERF questionnaire was 
adapted for use in the flood context (Table 1). Seventy 
beneficiaries affected by the 2021 flood were participated in 
the survey. They were asked to express their perceptions 
toward the relief service quality performed by the DDPM 
during the 2021 flood. A simple mean score for each 
question was calculated. 

B. The Case of COVID-19 Preparation 
In 2021, the Shade Tree Foundation (STF) 

(https://thecharisproject.org/) launched a project ‘Soap N 
Hope’. Sixteen team members were the main actors traveled 
throughout the Mae Sot areas distributing soap and providing 
training on hand washing, basic sanitation, and disease 
prevention measures to beneficiaries in order to limit the 
spread of COVID-19. The team members received initial 
training in disease mitigation and communication procedures 
and given scripts about hand washing and disease mitigation 
procedures to follow for community engagements. 

 The original HUMSERVPERF questionnaire was 
modified for use in the COVID-19 preparation context 
(Table 2). The chief and directors of STF helped modified 
the questionnaire and made it reflect the project’s operations. 
The modified questionnaire was shown and explained to four 
staff who further approached to 86 beneficiaries to ask them 
to participate in the survey. They were asked to express their 
perceptions toward the quality of services performed by the 
STF. A simple mean score for each question was calculated. 

IV. FINDINGS 

A. Results from the Flood Relief Case 
There were 27 male and 43 female beneficiaries. Their 

age distributions are as follows: 18-20 (8.6%), 21-40 
(25.7%), 41-60 (38.6%), and above 60 (24.3%). A mean 
score of each question is presented in Table 1. On average, 
beneficiaries agreed that the DDPM’s relief services were 
good, ranging from 3.46 to 4.20. Similarly, it can be 
observed from their perceptions toward the overall quality of 
services (3.97, 3.94) and their satisfactions (4.09, 4.08). 

TABLE I.  THE HUMSERVPERF QUESTIONNAIRE FOR THE FLOOD 
CASE 

Dimension Question Mean 

Tangibility 

The DDPM has up-to-date equipments that 
are at the ready for use.  

3.67 

The DDPM’s staff/volunteers dress 
appropriate to their relief work. 

4.03 

The physical facilities and equipments are 
used correctly according to the DDPM’s 
purpose. 

3.87 

Reliability 
When the DDPM strives to do something by 
a certain time, it does its utmost to respond 
and fulfill your needs. 

3.80 

Dimension Question Mean 
 

When you have problems, the DDPM 
exhibits appropriate sympathy and 
reassuring. 

4.00 

The DDPM is dependable. 4.12 
The DDPM provides relief service within an 
appropriate time frame. 

4.16 

The DDPM keeps records on relief service 
accurately. 

3.88 

Responsiveness 

The DDPM is clear to you exactly when 
relief services are intended to perform. 

3.51 

You receive prompt relief effort from the 
DDPM’s staff/volunteers. 

3.77 

The DDPM’s staff/volunteers exhibit a 
willingness to help you. 

3.90 

The DDPM’s staff/volunteers are available 
to respond to your requests when on duty. 

4.00 

Assurance 

Staff/volunteers of the DDPM earn your 
trust. 

3.88 

You feel safe in transacting with the DDPM 
when receiving relief aid. 

3.93 

Staff/volunteers of the DDPM are polite, 
humble and strive to maintain you dignity. 

3.97 

Staff/volunteers get adequate support from 
the DDPM to do their jobs well. 

3.83 

Staff/volunteers of the DDPM have passed 
the DDPM’s training. 

3.94 

Staff/volunteers of the DDPM have 
knowledge and skills related to relief efforts. 

4.04 

The DDPM is subject to a good system of 
accountability. 

4.01 

The DDPM maintains a good reputation. 3.91 
The DDPM clearly informs delivery time 
and locations and emergency meeting 
points. 

3.96 

The DDPM provides up-to-date and 
accurate information or any useful 
information appropriate to the disaster 
situation. 

3.80 

You are explained or taught clearly or 
receive instructions about how to use aid 
and relief equipments. 

3.46 

Empathy 

The DDPM gives you personal-centered 
care. 

3.99 

Staff/volunteers of the DDPM give you 
personal attention when appropriate. 

3.96 

Staff/volunteers of the DDPM offer 
empathic understanding of your needs. 

3.87 

The DDPM has your highest interests. 3.87 
The DDPM has operating hours that serve 
you well. 

3.96 

Supplies 
Quantity 

The DDPM provides relief service that is 
adequate, appropriate and meets your needs. 

4.01 

Overall Quality 
The quality of DDPM’s relief service is… 3.97 
Comparing to my expectation, the quality of 
DDPM’s relief service is… 

3.94 

Satisfaction 

My feelings towards the DDPM’s relief 
service can be described as… 

4.09 

My satisfaction towards the DDPM’s relief 
service is… 

4.08 

B. Results from the COVID-19 Preparation Case 
There were 15 male and 71 female beneficiaries. Their 

age distributions are as follows: 18-20 (4.1%), 21-40 
(41.3%), 41-60 (47.4%), and above 60 (7.2%). A mean score 
of each question is presented in Table 2. On average, 
beneficiaries agreed that the STF’s services were good, 
ranging from 3.96 to 4.42. Similarly, it can be observed from 
their perceptions toward the overall quality of services (4.41, 
4.29) and their satisfactions (4.29, 4.23). 



 

 

TABLE II.  THE HUMSERVPERF QUESTIONNAIRE FOR THE COVID-
19 PREPARATION CASE 

Dimension Question Mean 

Tangibility 

The STF has up-to-date equipment that is 
ready to use. 

4.15 

The STF’s volunteers dress appropriately to 
their work. 

4.22 

The equipment is used correctly according 
to the STF’s purpose. 

4.13 

Reliability 

The STF does its best to give the services. 4.20 
When you have problems, the STF exhibits 
appropriate sympathy and reassuring. 

4.21 

The STF is dependable. 4.17 
The STF provides service within an 
appropriate time frame. 

4.26 

The STF keeps records on relief service 
accurately. 

N/Aa 

Responsiveness 

The STF is clear to you exactly when relief 
services are intended to perform. 

N/Ab 

You receive prompt effort from the STF’s 
volunteers. 

4.13 

The STF’s volunteers exhibit a willingness 
to help you. 

4.28 

The STF’s volunteers are available to 
respond to your requests when on duty. 

4.15 

Assurance 

The STF’s volunteers earn your trust. 4.21 
You feel safe in transacting with the STF 
when receiving aid. 

4.21 

The STF’s volunteers are polite, humble and 
strive to maintain your dignity. 

4.31 

The STF’s volunteers get adequate support 
from the STF to do their jobs well. 

4.13 

The STF’s volunteers have passed the STF’s 
training. 

4.17 

The STF’s volunteers have knowledge and 
skills related to efforts. 

4.22 

The STF is subject to a good system of 
accountability. 

4.22 

The STF maintains a good reputation. 3.99 
The STF clearly informs delivery time and 
locations. 

N/Ac 

The STF provides useful information 
appropriate to the COVID-19. 

4.25 

You are explained or taught clearly about 
how to use soap and protect you from 
COVID-19. 

4.42 

Empathy 

The STF gives you personal-centered care. 4.21 
The STF’s volunteers give you personal 
attention when appropriate. 

4.10 

The STF’s volunteers offer empathic 
understanding of your needs. 

4.12 

The STF has your highest interests. 3.96 
The STF has operating hours that serve you 
well. 

4.35 

Supplies 
Quantity 

The STF provides service that is adequate, 
appropriate and meets your needs. 

4.24 

Overall Quality 
The service quality of the STF is… 4.41 
Comparing to my expectation, the quality of 
STF’s service is… 

4.29 

Satisfaction 

My feelings towards the STF can be 
described as… 

4.29 

My satisfaction towards the STF’s service 
is… 

4.23 

a  Due to limited team members, the STF could not dedicate staff to do recording tasks. 
b,c.  The project was for prevention and the services were delivered on-demand. 

V. DISCUSSIONS 

A. Applications of HUMSERVPERF Questionnaire 
This study demonstrated that the HUMSERVPERF 

questionnaire can be used in both the response and 
preparation phases. Beneficiaries had a clear understanding 
of the questionnaires and could respond to most questions. 
Simple mean scores can be calculated and may be used by 

the relief organizations to improve their future humanitarian-
related activities. 

There was an interesting observation. Not all questions in 
the original HUMSERVPERF questionnaire could be used 
by the STF. The STF did not recommend including three 
questions in the questionnaire: the STF keeps records on 
relief service accurately; the STF is clear to you exactly 
when relief services are intended to perform; and the STF 
clearly informs delivery time and locations and emergency 
meeting points. 

The STF could not keep records on services because it 
had limit team members and could not dedicate staff to do 
recording tasks. The chief said that “We like to assign the 
entire staff to service delivery; however, a debrief was 
conducted daily to review the staff’s performances and get 
feedback from them.” In contrast, the DDPM had a sufficient 
number of staff and could record their daily works. Actually, 
recoding such daily works is mandatory for all staff, as 
required by the government. 

The STF could not state exactly when the services would 
be performed and could not informs delivery time and 
locations to the beneficiaries. This was because the project 
was initiated for the prevention purpose and the services 
were delivered on-demand. The STF went down a list of 
communities and met beneficiaries in person. There were 
many homes that the STF’s staff had visited but did not 
found any person in the homes. Although the STF did inform 
the community leaders and the local government about the 
project, the beneficiaries still did not know when and where 
the services would be performed. This might be because the 
project was intended to conduct informally and the 
government and community leaders did not think it was 
significant, said by the STF director. Compare with the 
DDPM, these two questions showed no issue. This was 
because the DDPM is a government agency and has been 
regulated to formally declare and inform beneficiaries 
everything it does. 

B. Interpretations of the Results 
The applications of the HUMSERVPERF questionnaire 

provided in this study may be used as a guideline for the 
organizations to understand the beneficiaries’ perceptions on 
the services provided. Implications of the results of both 
versions could be made as follows. 

In the case of flood relief, although most questions 
received good scores, the DDPM may consider improve the 
two lowest scores: beneficiaries were explained or taught 
clearly or receive instructions about how to use aid and relief 
equipments (3.46) and the DDPM was clear to beneficiaries 
exactly when relief services are intended to perform (3.51). 
Improving the former score may be carried out straight 
forward by attaching instructions in all aid delivered. 
However, it was more challenging for some beneficiaries 
who could not read English language on some relief 
materials, highlighted by a beneficiary. Emphasizing the 
DDPM staff to explain and teach beneficiaries about how to 
use relief aid should be a better solution. 

 In the case of COVID-19 prevention, there were two 
questions received the lowest scores: the STF maintained a 
good reputation (3.99) and the STF had your highest interests 
(3.96). The former suggests that the STF may need to 
increase the beneficiary’s awareness of its organization. This 



 

 

may be done by actively approaching to beneficiaries and 
initiating more activities with them. The latter indicates that 
the STF may need to emphasize its staff about the service 
mind when training or briefing volunteers and staff. 

VI. CONCLUSION 

This study provides applications of the HUMSERVPERF 
questionnaire in the context of context of the preparation 
(i.e., COVID-19 preparation) and the response (i.e., flood) 
phase of disaster relief. To the humanitarian literature, this 
study contributes by increasing the context veracity of the 
HUMSERVPERF. The applications of HUMSERVPERF 
provided in this study may be used for practitioners 
involving in the preparation and response phase of disaster 
relief. 

There was a limitation for the case of preparation phase: 
not all questions in the study could be used with the 
illustrating case. The illustrative cases in this study showed 
that the HUMSERVPERF questionnaire need to be modified 
according to the type of organizations, i.e., whether it is an 
NGO or a government agency. Future research should 
explore more cases for this phase. It is expected that the 
questionnaire need to be modified every time when adapting 
with a new case and this is a challenge if we want to settle 
the questionnaire or make it generalizable. A question is that 
how many cases we do need to identify a set of common 
questions that can be used with most cases. A large relief 
organization that performs relief activities formally and has 
sufficient staff is needed. Last but not least, the literature still 
does not have a case of relief organization operating in the 
recovery phase. 

The HUMSERVPERF questionnaire was proposed as a 
starting point in the previous study. This study only provided 
more applications of the questionnaire. Further development 
of the HUMSERVPERF is needed, for examples, purifying 
the questions, validating the scales, and testing the 
HUMSERVPERF assumption. 
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