
Statistical Significance 

& Effect Size

Michael A. DeDonno Ph.D.

www.michaeldedonno.com



Why study statistics?

• Because at some point in your career, you will see statements such as the 

following:

• A one way ANOVA showed that the differences in quiz scores between the control 

group (n = 3, M = 4.00, SD = 1.00, the first experimental group (n = 3, M = 8.00, SD 

= 1.00), and the second experimental group (n = 3, M = 9.00, SD = 1.00) were 

statistically significant, F(2,6) = 21.00, p = .002, η2= .88.



Why study statistics?

• Because you are 3x more likely to meet someone on Match.com 

than not using Match.com

• Because three out of  four dentists recommend Crest toothpaste



Why should we be concerned 

with Effect Size?

• Because Psychologist / Statistics author, Jacob 

Cohen (1923-1998) said so:

• “The primary product of a research 

inquiry is one or more measures of 

effect size, not p value.”



Why should we be concerned with Effect Size?
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Agenda

• Random “chance” factors in research

• p value defined

• Factors that impact p value

• Beyond the p value ~ effect size

• Common indices of  effect size

• Recommendations for future research 



The Influence of  Random / Chance Effects

• Random factors influence our lives

• Overhearing a job opportunity

• Meeting someone at a coffee shop

• Hearing an old favorite song

• Finding a stray dog on the streets



The Influence of  Random / Chance Effects

• Similar to life, randomness has an influence on the outcome of  research

• However, unlike life where randomness can have a positive impact, it’s 

typically an unwelcome factor in research

• Randomness in place of  an Intervention, can be the cause of  a certain result

• May cause the researcher to believe the Intervention worked, when in reality it did not

• A p value is used to help determine the probability of  results occurring by chance



Research Example

• Students generally want to do well on tests.

• Measure of  ability / performance

• Authorization to continue in program

• It would be of  value to uncover a “safe and legal” supplement that could 

enhance test performance



Research Question

• Does drinking caffeine improve performance on an cognitive test?

• The study: n  = 56. 

• 28 students drink 100mg of  caffeine before a test

• 28 ingest a placebo before a test



Randomly have students count off  by 2 to determine treatment and 

control groups

X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X

X X X X X X X



Breakdown of  Treatment and Control groups

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 = Treatment Group
2 = Control Group



Conduct Study

Randomization

(Count off  by 2)

Control (2)

Placebo

Treatment (1)

100mg caffeine

Cognitive Test



Results

• Results revealed a statistically significant difference in test 

performance.  Treatment group had higher scores on the test than 

the Control group. Gets published in American Journal of  Education

• FAU institutes a “Drink coffee before a test” campaign

• Orders and places signs throughout the campus

• Covers the cost of  Starbucks coffee on test days



The Influence of  Random / Chance Effects

• However, the Semester test results show a minimal change in test 

performance.

• FAU invested time & money in an attempt to improve test scores of  its students

• How could this have occurred, particularly when results showed a p value of  < .05?



Let’s first look at the sample of  participants

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2



There is evidence that the best performing students tend to sit in the first row and 

the entire center row

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2



There is evidence that the best performing students tend to sit in the first row and 

the entire center row

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

1 1 1 1 1 1 1

2 2 2 2 2 2 2

10 of  the 28 students in 

Treatment group

4 of  the 28 students in the 

Control group

The seemingly random selection process may have influenced the results of  the study



The Influence of  Random / Chance Effects

• Other random (or chance) factors that could have influenced the results

• A greater number of  the Treatment group were new caffeine drinkers making the 

influence of  caffeine more significant

• A greater number of  the Control group were advanced caffeine drinkers making the 

influence of  caffeine less pronounced



The Influence of  Random / Chance Effects

• General random factors that can influence results

• Temperature in one room (treatment) vs. another room (control)

• Randomness of  test questions

• Time of  day

• Mood of  specific participants



p-value

• We need to verify randomness 

or chance factors are not 

overly influencing our results



What is a p value?

• What does a p value of  less than .05 

mean?

• It’s significant

• But what does the .05 mean?

• It’s significant



What is a p-value?

• Statistical significance - Probability p-value: Identifies the 

likelihood a particular outcome may have occurred by 

chance

• Value range from 0 (0%) to 1.00 (100%)



What is p-value

• Statistical significance:

• p = .80 = There is a 80% probability the findings occurred by 

chance.

• Evidence that chance factors (i.e. randomness) influenced the results

• p < .05 = There is less than a 5% probability the findings 

occurred by chance



p < .05 = There is less than a 

5% probability, the findings 

occurred by chance

But what impacts a p value?



What impacts a p-value?

“I climbed all this way, and you tell me That’s the meaning of  p-value?”

Enroll as 

many as you 

can!



Beyond p-value

• FAU researchers recently found a statistically significant difference 

between a “safe and legal” Supplement and a Placebo on test 

performance

• Would you pay $ 1.00 for this safe and legal supplement that 

research has shown to result in a statistically significant difference 

(improvement) in test performance?

What if  it 

cost $200.00



Beyond p-value, what’s important?

Effect size!

• Effect Size – A name 

given to indices that 

measure the relative 

magnitude of  treatment 

effect.



Common Indices of  Effect Size

• Comparison Studies

• Cohen’s d

• Odds ratio (OR)

• Relative risk or risk ratio (RR)

• Relational studies (all correlations are effect sizes)

• Pearson’s r correlation

• r2 coefficient of  determination



Cohen’s d

• The difference between two means (e.g., treatment mean minus control mean) divided by the 

standard deviation of  the two conditions

• What precisely the standard deviation (s) is, was not originally made explicit by Cohen

• Defined as, the standard deviation of  either population (since they are assumed to be equal)



Cohen’s d

• Identified specific effect size values:

• .2 = small effect .5 = medium effect .8 = large effect

NOTE:  Ideally, interpretation of results should be grounded in a 

meaningful context or by quantifying their contribution to 

knowledge.  Where this is problematic, Cohen’s effect size criteria 

may serve as a backup.



Effect Size Example

• Effect size = 0.2

• The mean of  Group 2 is at the 58th

percentile of  Group 1

• Someone in Group 2 with an 
average score (ie, mean) would have 
a higher score than 58% of  the 
people in Group 1

• 85% overlap of  participants

Group 1
Group 2

Mean

Group 1

Mean

Group 2

Overlap



Effect Size Example

• Effect size = 0.8

• The mean of  Group 2 is at the 79th

percentile of  Group 1

• Someone in Group 2 with an 
average score (ie, mean) would have 
a higher score than 79% of  the 
people in Group 1

• 53% Overlap of  participants

Mean

Group 1

Mean

Group 2

Group 1

Group 2

Overlap



Effect Size Example

Effect Size  = 0.2 Effect Size  = 0.8

As Effect Size 

increases, magnitude 

of  difference 

increases



Eta-squared (η2)

• Eta-squared is a measure of  effect size typically for use in ANOVA

• Proportion of  variance in Y explained by X

• Interpret η2 (Cohen):

• .02 ~ Small

• .13 ~ Medium

• .26 ~ Large

• Remember!  Interpretation of results should be grounded in a meaningful 
context, or by quantifying their contribution to knowledge.



Odd Ratio (OR)

• Appropriate when both variables are binary

• Research example - Influence of  positive priming on passing a class

• Control: 2 students pass for every 1 that fails

• Odds of  passing are two to one (or 2/1 = 2)

• Treatment: 6 students pass for every 1 that fails

• Odds of  passing are six to one (or 6/1 = 6)

• Effect size computed by noting the odds of  passing in Treatment group are three times 
higher than the Control group (6 ÷ 2 = 3)

• OR = 3  (Note: not comparable to Cohen’s d)



Relative Risk (RR) aka risk ratio

• The risk (probability) of  an event relative to some independent variable

• Different from odds ratio (OR) in that it compares probabilities instead of  odds

• Research example - Influence of  positive priming on passing a class

• Control: 2 students pass for every 1 that fails

• Probability of  passing is 2/3 (or 0.67)

• Treatment: 6 students pass for every 1 that fails

• Probability of  passing is 6/7 (or 0.86)

• RR = 0.86 / .067 = 1.28  (Note: not comparable to Cohen’s d)



Coefficient of  determination (R2 or r2)

• An output of  regression analysis

• Interpreted as the proportion of  the variance in the dependent variable 

(criterion) that is predictable from the independent variable (predictor).  

• Range from 0 to 1



Coefficient of  determination (R2 or r2)

• Examples

• R2 = 0 ~ Dependent variable cannot be predicted from the independent variable

• R2 = 1 ~ Dependent variable can be predicted without error from the independent variable

• R2 = .20 ~ 20% of  the variance in the dependent variable is predictable from the independent 
variable.  

• Trait mindfulness explained 28% (R2 = .28) of  the variance in test anxiety (Altairi, 2014)

• Note:  Additional factors not explored in the study, explain 72% of  the variance in test anxiety.



Large sample size example

• Physicians Health Study (1989) of  aspirin to prevent myocardial infarction (MI)

• In more than 22,000 participants over an average of  5 years, aspirin was associated with a 

reduction of  MI that was highly statistically significant: p < .00001.

• Due to the conclusive evidence, aspirin was recommended for general prevention.

• However, the effect size was extremely small (r = .034, r2 = .001)

• As a result, many people were advised to take aspirin who would not experience the benefit, 

yet were also at risk for adverse effects (e.g., bleeding in the stomach or brain).

• FDA (2014), revised position on the use of  daily aspirin.



Review (1 of  3)

• Statistical significance - Probability p-value: Identifies 

the likelihood a particular outcome may have occurred by 

chance

• p < .05 = There is less than a 5% probability the findings 

occurred by chance



Review (2 of  3)

• Statistical significance - Probability p-value:

• Considered to be confounded because of  its dependence on 

sample size

• Sometimes statistical significance means only that a huge 

sample size was used



Review (3 of  3)

• Effect size – Measurements that tell us the relative magnitude of  
the experimental treatment.

• Tells us the size of  the experimental effect

• How much did Treatment A improve test performance vs. Treatment B

• How much did a therapy improve function vs. normal activities

• Effect size can be used to justify the costs of  a new therapy

• Cost vs. impact



Back to our initial slide

• A one way ANOVA showed that the differences in quiz scores between the 

control group (n = 3, M = 4.00, SD = 1.00), the first experimental group (n = 

3, M = 8.00, SD = 1.00), and the second experimental group (n = 3, M = 9.00, 

SD = 1.00) were statistically significant, F(2,6) = 21.00, p = .002, η2= .88.

P value of  

.002

Eta squared 

(effect size) 

of  .88

n = Sample size,  M = Mean,  SD = standard deviation
Analysis of  

Variance

F statistic



Closing Remarks (1 of  3)

• Perception of  statistics

• “98% of  all statistics are made up.” Author Unknown

• “Statistics can be manipulated to prove anything.” Pasadena Start - News

• “Statistics: the mathematical theory of  ignorance.” Morris Kline



Closing Remarks (2 of  3)

• Statistics are based on data

• In research, data is king! - Accurate collection of  data is imperative.

• A poorly executed study that still yields accurate data can be of  value

• A well executed study with inaccurate data is worthless

• Statistical calculations based on accurate data is not made up and does not have the 

flexibility to prove anything.  Results are real and fixed! (assuming appropriate, accurate 

and ethical principals were applied)

• The challenge comes in a lack of  understanding and the interpretation of  the data

• We are becoming an Innumerate society (Paulos, 1989) 



Closing Remarks (3 of  3)

• When it comes to developing a research question – Keep it Simple!

• Collect your data with absolute precision

• Consider a Data Management Plan (DMP) that includes a tasks such as; data input, data 

transfer, edit checks, source data verifications, etc. (see Prokscha, 2012)

• Take the time to understand your results

• Results should be grounded in a meaningful context or by quantifying their 

contribution to knowledge.

• Remember – We use a sample to Estimate or Predict something relative to a population.
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