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Artificial Intelligence in 2024: A Thematic Analysis of Media Coverage

Luke Williams

ACADEMIC ABSTRACT

This thesis investigates how three agenda-setting U.S. newspapers — The New York
Times, The Wall Street Journal, and The Washington Post — framed artificial intelligence (Al)
during the year 2024. Using an inductive thematic analysis grounded in Braun and Clarke’s six-
phase procedure, 300 randomly-selected articles (100 per outlet) were analyzed and interpreted
as media frames. Eight dominant frames emerged: Al Boom vs. Bubble, Misuse &
Misinformation, Ethical & Moral Challenges, Policy & Governance, Societal & Cultural Impact,
Work & Automation, Environmental Impact, and Technological Advancements & Future Risks.
Across coverage, fear narratives centered on disinformation, job displacement, algorithmic bias,
environmental costs, and existential risk. Results suggest that U.S. legacy media have moved
beyond early techno-optimism towards a more nuanced discourse that simultaneously fuels
investment and adoption, demands regulation and safeguards, and shapes public perception.
These findings document how narratives evolve in response to rapid technological change and
provide information for scholars, policymakers, and technologists seeking to understand how

media discourse may steer Al governance and adoption.



Artificial Intelligence in 2024: A Thematic Analysis of Media Coverage

Luke Williams

GENERAL AUDIENCE ABSTRACT

Artificial intelligence (Al), increasingly capable of creating text, images, audio, and
video that is indistinguishable from that produced by humans, dominated news coverage in 2024.
Understanding how the media covers Al helps us comprehend public attitudes and policy
responses to these powerful technologies. This study analyzed how three major U.S.
newspapers—7he New York Times, The Wall Street Journal, and The Washington Post—reported
on Al throughout the year 2024. By analyzing 300 randomly chosen articles (100 from each
paper), the research identified common themes: including debates over whether Al will bring
economic prosperity or create an economic bubble, concerns about misuse and misinformation,
ethical challenges involving privacy and fairness, impacts on jobs and society, and more. The
research also found systematic differences in coverage between newspapers, revealing editorial
choices and perspectives that shape narratives. These media narratives impact how the public
perceives Al and influences debates around technology adoption. Recognizing these media
patterns can help us navigate the current conversation on Al and understand the complex realities

and societal impacts of these emerging technologies.
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Chapter 1: Introduction

We stand at a pivotal moment in human history. For the first time, artificial intelligence
(AI) systems can produce text, images, audio, and video that are virtually indistinguishable from
human-created content. Our online environments are increasingly saturated with Al-generated
material, blurring the lines between human and synthetic communication. As Al capabilities
advance at breathtaking speed, public understanding of these technologies is filtered through the
lens of news coverage. The frames employed by legacy media—particularly how they emphasize
risks, benefits, and ethical considerations—shape public discourse, policy debates, and adoption
patterns across society.

This study examines how leading U.S. news organizations—7he New York Times, The
Wall Street Journal, and The Washington Post— framed artificial intelligence through coverage
published in 2024. Unlike previous research that often dwells on Al's long-term implications or
traces broad historical trends, this thesis provides a timely, focused analysis of media framing
during a year marked by significant technological breakthroughs, intense regulatory discussions,
and heightened public awareness. Given Al's rapidly evolving nature, an analysis grounded in
current media narratives offers unique insights into how public perceptions are being shaped in
real time.

Framing theory suggests that media doesn't merely report on Al, but actively constructs
meaning through language choices, emphasis patterns, and strategic omissions. Whether Al is
portrayed as an existential threat, an economic disruptor, or a revolutionary tool for human
progress carries far-reaching consequences. Public perception, policy responses, and investment

decisions are all influenced by these media-constructed frames. Through thematic analysis, this



study identifies dominant frames in 2024's Al coverage, illuminating the narratives that are
shaping both public understanding and policy discourse.

By analyzing Al framing during this critical year, this research offers a fresh perspective
on media influence in an era of technological acceleration. The findings hold relevance not only
for communication scholars and media analysts, but also for policymakers, technologists, and
journalists navigating the complex, evolving landscape of artificial intelligence—a technology

that promises to transform virtually every aspect of human society in the coming decades.



Chapter 2: Literature Review

2.1 Artificial intelligence

Accurately defining artificial intelligence (Al) is a surprisingly difficult task. This is
partly because of the inherent difficulty in defining the concept of ‘intelligence’ itself, and partly
because of the breathtaking speed Al systems are developing: what was considered novel
intelligent behavior by machines a decade ago is hardly noteworthy today. When British
mathematician Alan Turing laid the foundation for the modern Al revolution in the mid-20%
century, he posed the simple question: “Can machines think?” (Turing, 1950, p. 50). Turing
developed what would come to be known as the “Turing Test” for intelligence, still useful today
as a benchmark for classifying artificial intelligence: “If a human is interacting with another
human and a machine and unable to distinguish the machine from the human, then the machine
is said to be intelligent” (Haenlein & Kaplan, 2019, p. 7).

Over the subsequent decades, Al was commonly defined as Turing had: through an act of
comparison between a system’s ‘intelligence’ and human intelligence, defined as the
“biopsychological potential to process information that can be activated in a cultural setting to
solve problems or create products that are of value in a culture” (Gardner, 1999, p. 34). Al
pioneers, guided by this definition and conceptualization of the problem, attempted to develop Al
systems by replicating human intelligence. This led to some early breakthroughs, notably the
ELIZA natural language processing tool for simulating conversation (Weizenbaum, 1966), but
progress soon stalled. These systems, classified as expert systems in the literature, were built on a
fundamental mistake: researchers assumed that human intelligence could be reconstructed as a
series of formalized “if-then” statements. While expert systems perform well in tasks with

formalized rules of engagement, such as the famous Deep Blue chess program developed by



IBM (M. Campbell et al., 2002), capable of defeating the best human chess players, expert
systems are incapable of obtaining, processing, learning from, and then utilizing data to
accomplish goals or tasks through flexible adaptation where rules are not formalized (Asemi et
al., 2020; Haenlein & Kaplan, 2019). It became clear that these expert systems, however useful
to specific applications, were fundamentally incapable of producing ‘true’ adaptable artificial
intelligence in the real world.

In 2015, the field was reinvigorated when AlphaGo, a program developed by Google,
beat the world champion at the board game Go using a different approach to building artificial
intelligence: AlphaGo was built using an artificial neural network that replicates the learning
process of neurons in the human brain, known as a “convolutional deep neural network™ or more
commonly as “deep learning” (Hebb, 2005; Holcomb et al., 2018). This technology laid the early
foundation for the Al revolution we are experiencing today. In contrast to the conventional
approach to programming used by the developers of Expert Systems, where large problems are
deconstructed into smaller defined tasks for a computer to perform, in a neural network, the
computer “learns from observational data, figuring out its own solution to the problem at hand”
(Nielsen, 2015, p. 3). This is accomplished by processing input data through interconnected
layers of artificial neurons that iteratively adjust their parameters based on feedback, allowing
the network to refine its internal representations and learn increasingly complex patterns over
multiple training cycles (Nielsen, 2015). This imitates the intellectual developmental process in
humans, who as children are exposed to vast amounts of “data” (visual, auditory, tactile) and
over time develop human cognition and intelligence. Therefore, for the purposes of this study,

artificial intelligence (Al) is defined as “a system’s ability to interpret external data correctly, to



learn from such data, and to use those learnings to achieve specific goals and tasks through
flexible adaptation” (Kaplan & Haenlein, 2019, p. 5).

Just two years after Google’s AlphaGo victory, the field of Al research was upended yet
again, this time in the form of a now-famous paper titled “Attention is All You Need” (Vaswani
et al., 2017). In it, the team introduced the groundbreaking Transformer architecture, a novel
method for Al development that, while rooted in the traditional convolutional deep neural
network approach, eliminated traditional methods like convolution or recurrence and instead
relied entirely on self-attention mechanisms (Vaswani et al., 2017). This new methodology
launched a revolution in natural language processing, increasing training efficiency, improving
accuracy, and perhaps most importantly, giving researchers a clear vision and path towards
improving their Al models. Unlike previous models, transformer-based models have been able to
“continuously benefit from larger architectures and larger quantities of [training] data” (Bender
etal., 2021, p. 611). Al research labs, including the company OpenAl, raced to implement and
build on these new findings (Roumeliotis & Tselikas, 2023).

In 2018, OpenAl introduced the first version of what would become the Generative Pre-
trained Transformer (GPT) series of models, building on the attention-based innovations
introduced by Vaswani et al (2017). This new model was trained on large volumes of text and
then fine-tuned with reinforcement learning for specific tasks, enabling the model to understand,
predict, and generate remarkably coherent and context-sensitive responses using natural
language (Radford et al., 2018). Soon after, GPT-2 and GPT-3 were released, each vastly
increasing the number of parameters and the model’s ability to produce human-like text (Brown
et al., 2020). These models belong to a broader category now commonly known as Large

Language Models (LLMs). These language models (LMs) are systems that are trained on “string



prediction tasks: that is, predicting the likelihood of a token (character, word or string) given
either its preceding context or ...its surrounding context” (Bender et al., 2021, p. 611). The
difference between language models (LMs) and large language models (LLMs) are simply their
size: while GPT-1 was considered large at the time with 117 million parameters, GPT-3 has 175
billion parameters and GPT-4 has ~1.76 trillion parameters (Radford et al., 2018). While the total
number of parameters is not the only important factor in model development, larger models tend
to exhibit qualitatively richer capabilities than their smaller predecessors.

OpenAl’s 2022 release of ChatGPT, a web-accessible version of the company’s GPT-3
model for public use, marked a pivotal moment in the public's interaction with Al, inciting an
extraordinary level of interest and rapid adoption of advanced Al technologies. ChatGPT
demonstrated the ability to engage in open-ended conversations, provide creative outputs, and
assist with tasks ranging from writing to coding. Unlike earlier Al applications that were
confined to specialized domains or designed for enterprise use with a price to match, ChatGPT's
capabilities were accessible to the masses, leading to widespread experimentation. ChatGPT set a
record for the fastest-growing consumer application in history after reaching an estimated 100
million monthly active users in January, just two months after launch (Hu, 2023). Headlines and
social media were soon filled with examples of ChatGPT’s human-like writing ability—from
short stories and news summaries to code snippets and creative brainstorming. The free,
conversational interface allowed users to experiment with the model’s capabilities in real time,
fueling both awe at its responsiveness and concern about its potential drawbacks (Roose, 2022).

While large language models (LLMs) have demonstrated remarkable novel capabilities in
text-based tasks—such as generating coherent responses or summarizing large volumes of

written information—the underlying transformer architecture has also enabled multi-modal



applications, capable of processing and generating images, audio, and even video. Examples
include DALL-E, which can create original images from textual prompts (Ramesh et al., 2021),
CLIP, which learns to correlate text and images for tasks like image classification and captioning
(Radford et al., 2021), and SORA, which can generate videos of realistic or artistic scenes from
text instructions (Liu et al., 2024). By unifying different data streams and modalities within a
single model, multi-modal architectures bring Al systems closer to replicating human perception
and understanding. Advancements in hardware and the availability of large, labeled datasets have
further fueled these developments, enabling richer interactions between text, images, and other
sensory information.

Despite the remarkable capabilities expressed by modern Al systems, there remain
significant architectural challenges related to interpretability. LLMs are often described as “black
boxes” because their internal processes, consisting of billions and trillions of discrete parameters,
are difficult to scrutinize, complicating human interpretability of exactly how a particular output
is produced (Doshi-Velez & Kim, 2017). As Myers (2025) notes, scaling oversight as the
technology scales poses a unique challenge, where “achieving transparency and oversight might
not always be technologically feasible” (Myers, 2025). This lack of transparency complicates
troubleshooting, risk assessment, and efforts to ensure that model predictions align with intended
outcomes. Additionally, large training datasets can inadvertently embed human social and
cultural biases into the Al models, which may then manifest in the generated content (Bolukbasi
et al., 2016). Multi-modal systems that incorporate images, video, and audio inherit the same
vulnerability: if data used for training contains bias, the model may learn and perpetuate
stereotypes or discriminatory patterns. Researchers are therefore studying technical strategies

(e.g., fine-tuning protocols, data filtering) to mitigate bias, as well as developing interpretability



tools to promote transparency. (Zhao et al., 2018). These ongoing challenges reflect an important
dimension of contemporary Al research: how can powerful AI models be understood, trusted,
and responsibly deployed?

For the purposes of this study, unless otherwise specified, any future use of the terms
"artificial intelligence" or "AI" refer to large language models (LLMs) developed using
transformer-based architectures. With acknowledgement to the broader historical context and
diverse applications of artificial intelligence as a field, this focused terminology reflects the fact
that these modern Al systems are the central subject of investigation in this study and received
vast amounts of media coverage in 2024. This narrows the discussion to the most relevant
modern systems that have demonstrated unprecedented capabilities in natural language
understanding and generation, distinguishes these systems from earlier Al paradigms discussed
in the historical overview, and acknowledges that these particular implementations have
dominated both public discourse and academic research throughout the year 2024. This
specification is particularly important given the rapid evolution of Al technologies, where
capabilities and definitions continue to shift alongside technological advancement, and where the

term "artificial intelligence" has become increasingly diffuse in both popular and technical usage.

2.2 U.S. Media Environment

The American media landscape has undergone profound transformations as technological
development has changed and shaped how the public communicates. As the Canadian
communication theorist Marshall McLuhan (2017) famously stated, “the medium is the
message,” (McLuhan, 2017, p. 107) arguing that the primary focus of scholars should be the

communication medium itself, not simply the messages it carries. A thorough analysis of the



history of the United States media environment reveals how insightful McLuhan truly was: every
major technological shift—from newspapers to radio, television to the internet, and now to
algorithmically-driven social media and Al—has fundamentally altered not just how information
is distributed, but also how it is perceived, processed, and integrated into social consciousness.
To fully contextualize how Al was covered by major media outlets in 2024, one must understand
how these increasingly rapid and profound technological disruptions have led to our modern
moment. Thus, this study will next chronicle the major transformations technology has wrought
on the American media environment since the early 1800s.

The invention and increasing proliferation of the telegraph fundamentally transformed
communication in the mid-19th century, collapsing geographic distance and enabling near-
instantaneous transmission of information across vast territories (Carey, 1983). This technology
created the first national news networks and laid the groundwork for wire services such as the
Associated Press. The development of the high-speed rotary press simultaneously enabled mass
production of newspapers, slashing costs and expanding readership beyond elite audiences
(Schudson, 1978). This coincided with a significant rise in literacy rates, as public education
expanded throughout the United States and created unprecedented demand for printed material,
which newspapers rushed to satisfy. These twin innovations—faster information transmission
and cheaper reproduction—established the technological basis for mass media as we understand
it today.

The introduction of radio in the 1920s represented the first major technological disruption
of print’s dominance. Radio's capacity for real-time broadcasting created an entirely new
relationship between audience and story— no longer was news bound by the delays of printing

and physical distribution. Critically, radio also represented the first "background medium" that



could be consumed while engaged in other activities, fundamentally altering when, where, and
how information was consumed (Douglas, 2013). The government, recognizing the power of the
new communication medium, passed the Radio Act of 1927 establishing the principle that the
electromagnetic spectrum was a public resource requiring government regulation and introducing
a regulatory framework that would later extend to television broadcasting (Craig, 2000). Radio
inspired the development of new business models based on advertisements, with money
increasingly paid not for physical circulation but for access to people’s attention. This paved the
way for television's rise in the 1950s, a radically transformative technological shift that
fundamentally reshaped how Americans experienced current events and emotional engagement
with news. Television (TV) creates a fundamentally different experience of current events,
privileging emotional impact and visual spectacle over abstract reasoning and detailed analysis.
As Neil Postman argued in "Amusing Ourselves to Death" (2005), TV’s primary imperative is to
entertain rather than inform, a function embedded in its technological DNA. Unlike print media,
which could sustain attention through complex ideas and nuanced argumentation, TV demanded
visual stimulation and emotional engagement to maintain viewership.

While Postman argues that TV as a medium (with its live sights and sounds) is
architecturally bent towards entertainment, the imperative that content be entertaining also came
directly from TV’s business model: while newspapers generated revenue through both
subscriptions and advertising, television relied almost exclusively on advertising dollars, which
were allocated based on audience size and demographic composition. This created an inherent
tension between journalistic values and financial imperatives. As Les Brown observed in his
analysis of television economics, the business of television is not primarily to inform or educate,

but to deliver audiences to advertisers (Brown, 1971). This reality fundamentally shaped editorial
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decisions about what stories to cover and how to present them, and the consequences for news
presentation (and presenters) were profound. TV news directors discovered that certain types of
content—particularly stories with strong visual components, human interest angles, and dramatic
narratives—attracted and retained viewers more effectively than abstract policy discussions or
complex analysis. Coverage of crime, disasters, celebrities, and political conflicts gradually
displaced more substantive but visually uncompelling topics like economic policy or
international diplomacy. The aphorism "if it bleeds, it leads" became standard practice in TV
newsrooms precisely because graphic, emotional content drove ratings (Kerbel, 2018).

The introduction of cable news in the 1980s only intensified TV journalism’s orientation
towards entertainment. Faced with the need to fill 24 hours of programming, networks like CNN
pioneered new formats that blurred the line between news and entertainment. Talk shows, panel
discussions, and personality-driven commentary expanded to fill airtime at minimal production
cost (Zelizer, 1992). The subsequent emergence of explicitly partisan cable channels like Fox
News and MSNBC further transformed news into ideological entertainment, catering to
audiences seeking affirmation rather than information (Jamieson & Cappella, 2008). As
Kuypers (2014) argues, the rise of partisan cable networks represents not an anomaly but a return
to the historical norm of American journalism, where editorial bias was a powerful driver of
audience loyalty. The true anomaly was the technological medium itself, and its architecturally
entertainment-driven approach to news had profound effects on public understanding and civic
engagement. As political communication scholars Shanto Iyengar and Donald Kinder (1987)
demonstrated through experimental research, television news tends to produce "episodic" rather

than "thematic" frames, presenting issues as discrete events rather than ongoing social patterns.
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This framing discourages systemic understanding and often leads viewers to attribute
responsibility to individuals rather than institutions or policies (Iyengar & Kinder, 1987).

The entertainment imperative also transformed political communication itself. Politicians
and their advisors recognized that television rewarded emotional appeals, memorable sound
bites, and visual symbolism over detailed policy proposals. The success of figures like Ronald
Reagan, who masterfully adapted his communication style to television's requirements,
demonstrated how the medium privileged performance over substance (Jamieson, 1988).
Political campaigns increasingly hired media consultants and advertising professionals to craft
television-friendly messages, further blurring the line between political discourse and
entertainment.

The internet's emergence as a mass medium in the 1990s represented perhaps the most
fundamental technological disruption to media to date. Unlike previous one-to-many broadcast
technologies, the internet introduced a many-to-many communication architecture that
fundamentally reconfigured information distribution patterns. This created a "network society"
where power flowed through decentralized information channels rather than hierarchical
institutions (Castells, 2010). This architectural shift challenged core assumptions about who
could publish, how information circulated, and what constituted authoritative knowledge. The
internet's near-zero marginal cost of content distribution effectively eliminated scarcity as the
economic basis of media. When anyone could publish globally at minimal cost, the traditional
justification for large media corporations—their ability to finance expensive printing presses and
distribution networks—weakened dramatically (Benkler, 2006). This technological shift also

unbundled information from its physical and temporal forms, separating news from newspapers,
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music from CDs, and videos from broadcast channels. Unlike broadcast schedules or publishing
cycles, online content became perpetually available and asynchronously consumable.

Perhaps most significantly, the internet collapsed the distinction between producers and
consumers. In what media scholar Axel Bruns termed "produsage," ordinary users became
content creators through blogs, forums, and personal websites (Bruns, 2008). This participatory
culture emerged first through rudimentary personal webpages and email lists, expanded through
user-generated platforms like Wikipedia (2001), and exploded with the emergence of blogs and
comment systems. Services like Blogger (1999) and WordPress (2003) further simplified
publishing. By 2004, the rise of what O'Reilly termed "Web 2.0" marked a shift toward platforms
designed specifically for user content creation—comments, ratings, uploads, and other
participatory features became standard (O'Reilly, 2005). The technological architecture of the
internet also fostered profound changes in information consumption patterns. Hyperlinks enabled
non-linear reading, allowing users to follow associative pathways rather than editor-determined
sequences. The rise of powerful search engines—particularly Google after 1998—transformed
information retrieval from a content-centric to a query-centric process. Rather than browsing
through editorially curated collections, users could directly query massive indexes to find
specific information, bypassing traditional gatekeepers entirely (Halavais, 2009).

For legacy media organizations, these technological disruptions represented an existential
threat. The internet undermined their economic foundation through audience fragmentation and
advertising disaggregation, and established media organizations no longer monopolized public
information flows. Bloggers broke major stories, citizen journalists captured events on mobile
phones, and user-generated content platforms facilitated first-person accounts without

institutional oversight. The result was paradoxical— simultaneously more democratic and more
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chaotic, offering unprecedented access to diverse perspectives while undermining shared
frameworks for evaluating information quality (Lemann, 2006). This forced legacy media
organizations to fundamentally reinvent themselves: newspapers established digital presences,
television networks developed streaming platforms, and journalists acquired multimedia skills.
Yet the transition proved difficult, and many organizations struggled to maintain quality
journalism while adapting to radically different economic and technological conditions. Between
2008 and 2020, newspaper employment in the United States declined by more than 50%, with a
disproportionately severe impact to local journalism (Abernathy, 2020).

Amidst this turmoil the Internet had already wrought, social media platforms emerged in
the mid-2000s as the next transformative technology to impact the media landscape. Unlike
previous technological innovations that primarily changed content delivery mechanisms, social
media reconstructed the entire social architecture of information sharing. These platforms—
including Facebook, YouTube, Twitter, Instagram, and later TikTok— created what scholars
dubbed "social media logic:" a set of norms, practices, and structures that privilege connectivity,
popularity, and programmability over traditional journalistic values (Van Dijck & Poell, 2013).
The defining characteristic of social media is its network structure—content spreads not through
centralized distribution channels but through social connections and algorithmic amplification.
This technological architecture placed ordinary users at the center of information distribution and
prioritized "spreadable media"— content designed to circulate through social sharing rather than
institutional broadcasting (Jenkins et al., 2013). While early web technologies had already
democratized content creation, social media platforms accelerated the shift by instituting easy-to-

use interfaces, quick methods to react and comment on posts, and integrated sharing tools that
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lowered barriers to participation. The result was a massive scaling of user-generated content
across increasingly interconnected networks.

At the heart of social media's power lies algorithmic curation— computational systems
that, much like Al train on the massive volume of user-generated data on social media platforms
to “learn” which content should appear in users' feeds to maximize engagement (and profit for
the social media companies). These algorithms represented a profound shift from previous media
gatekeeping, replacing editorial judgment with opaque computational processes optimized for
engagement metrics rather than civic or journalistic values (Gillespie, 2018). Facebook's News
Feed algorithm, introduced in 2006 and continually refined thereafter, made individualized
determinations about content visibility based on factors including user behavior, social
connections, and engagement patterns. This algorithmic gatekeeping created what Eli Pariser
termed "filter bubbles"—personalized information environments that reinforce existing beliefs
while filtering out contrary perspectives (Pariser, 2011). The economic model underpinning these
platforms further transformed media dynamics. Social media companies pioneered "surveillance
capitalism"— an economic system that monetizes user data through personalized advertising
(Zuboft, 2019). Unlike traditional media, where content and advertising maintained clear
separation, social platforms integrated sponsored content directly into attention flows, often
blurring the distinction between organic and paid material. This model incentivized maximum
user engagement as platforms competed for attention that could be converted into advertising
revenue. Research demonstrated that content triggering strong emotional responses—particularly
outrage, fear, or tribalism—spread faster and broader on social networks than neutral or balanced

information (Vosoughi et al., 2018). All of these architectural decisions had tremendous impact
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to the broader media environment, especially as the share of American adults who encountered
news through social media feeds increased, reaching a majority (54%) in 2024 (Pew, 2024).

For legacy news organizations, social media introduced an uncomfortable dependency.
Platforms like Facebook became critical distribution channels, and many publications started to
receive the majority of their referral traffic through social sharing. This placed editorial decisions
at least partially under algorithmic control, with news outlets forced to create content specifically
engineered to maximize algorithmic amplification. Publications became dependent on platforms
they could neither control nor fully understand (Bell et al., 2017). When Facebook adjusted its
algorithm in 2018 to prioritize "meaningful social interactions" over news content, many
publications experienced dramatic traffic declines, highlighting their vulnerability to platform
policies (Ananny, 2018).

Where before journalistic gatekeeping restricted information flow, social media enabled
the rapid spread of content regardless of accuracy or quality. This created ideal conditions for
misinformation to spread during the 2016 U.S. election, with research finding that fabricated
news stories often outperformed legitimate journalism in engagement metrics (Allcott &
Gentzkow, 2017). Similarly, organized propaganda efforts— manipulation campaigns using
automated accounts, coordinated networks, and targeted advertising— exploited platform
vulnerabilities to artificially amplify specific narratives (Howard & Wooley, 2018). Algorithmic
amplification also intensified political polarization dynamics, as engagement-maximizing
systems learned to promote content that reinforced users' existing beliefs and triggered strong
emotional responses. Research by this point had already documented how partisan media
fostered "echo chambers" in cable news (Jamieson & Cappella, 2008), but social media

algorithms accelerated this process by automatically identifying and reinforcing partisan identity
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through its selection of content. Studies demonstrated that social media exposure correlated with
increased affective polarization, defined as intensified hostility toward those with opposing
partisan beliefs (Lelkes et al., 2017). The result was an increasingly fragmented public sphere
where shared factual understanding became increasingly difficult to maintain.

By the late 2010s, these technological dynamics produced what media scholar danah
boyd described as the modern “attention economy,” where information competed for finite user
attention through increasingly sensational appeals (boyd, 2010). Traditional journalistic
gatekeepers were replaced with algorithmic systems that rewarded emotional reactivity, in-group
signaling, and conflict narratives. Even high-quality media outlets who had successfully
transitioned to the Internet era were forced to compete in the attention economy, optimizing
headlines and stories for social sharing rather than pure informational value. For individual
information consumers, social media contributed to “attention fragmentation"—the division of
cognitive resources across multiple information streams. The average Facebook user scrolled
through hundreds of distinct content items daily, with limited cognitive capacity for critical
evaluation (Mark et al., 2005). This environment privileged what scientists have called "System
1" thinking—rapid, intuitive judgment—over "System 2" deliberation that requires sustained
attention and analytical reasoning (Kahneman, 2011), leading people to increasingly judge
content credibility based on social signals rather than independent rational evaluation (Sunstein,
2009).

This complex convergence of social media, algorithmic curation, and increasingly
advanced Al systems have conspired to create our modern media environment, where McLuhan's
insight that "the medium is the message" takes on novel significance (2017). By 2024, Al

technologies were not merely subjects of news coverage but active participants in reshaping the
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communication ecosystem itself. As Al systems increasingly mediate our information
environment— from content recommendation algorithms to generative models producing text,
images, and video— they fundamentally alter how messages are created, distributed, and
interpreted. This latest technological shift ensures that Al is destined to become both the subject
of media discourse and the technological architecture through which that discourse circulates.
This recursive relationship between Al as content and Al as medium creates a new unique
challenge for media researchers seeking to understand how information about Al is disseminated
and perceived by the public.

A final technological media innovation— podcasting— emerged as a dominant medium
in the leadup to the 2024 U.S. election cycle, reflecting a broader trend toward more
personalized, direct, and conversational forms of news consumption. For the first time in 2024,
the majority of American adults 18 years of age and older (53%) listened to podcasts
(Buzzsprout, 2024), leading some analysts to dub the 2024 U.S. presidential election as the first
“podcast election” (Soto-Vasquez, 2025). Podcasting's architecture—a combination of on-
demand audio, subscription-based distribution, and intimate host-listener relationships—
represents a fundamental shift in content creation and consumption. Unlike broadcast media's
one-to-many model or even social media's many-to-many structure, podcasting creates an
"ambient intimacy"—allowing listeners to develop parasocial relationships with hosts through
extended, nuanced conversations that traditional sound-bite journalism can’t accommodate
(Berry, 2016). The consumption model also enabled listeners to consume substantive political
discourse during commutes, exercise, or household tasks, integrating information consumption
into daily activities. Podcasting’s relatively low barrier to entry also democratized content

creation, allowing political candidates, journalists, and commentators to bypass traditional media
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gatekeepers and establish direct communications channels with audiences. The 2024 election
saw both major-party candidates appear on podcasts and extended-format interviews, a tacit
acknowledgement that podcasting’s conversational nature and audience trust offered unique
advantages. The rise of political podcasting also coincided with growing distrust in traditional
media, with the format's architecture, predisposed towards impressions of transparency and
depth, better equipped to evade accusations of biased or superficial coverage in conventional
outlets (Soto-Vasquez, 2025).

Despite the numerous technological advances catalogued here that have transformed the
American mass media environment, traditional journalistic gatekeepers— including legacy
newspapers like The New York Times, The Wall Street Journal, and The Washington Post—
continue to exercise significant agenda-setting power through what communication scholars call
"intermedia agenda-setting" (McCombs & Guo, 2014) and remain worthy of study, especially
when chronicling the spread of information about novel phenomena (including LLMs). Even as
direct readership has declined, The New York Times, The Wall Street Journal, The Washington
Post and their contemporaries still represent primary sources that shape coverage across the
broader media ecosystem. Digital-native outlets, television networks, and even social media
discussions frequently respond to reporting first published in these mainstream publications.
Studies by Harder et al. (2017) demonstrate that traditional elite newspapers still function as
"opinion leaders" for other media, with their framing of issues cascading through the information
environment. Katz and Lazarsfeld's "two-step flow" theory argues that information typically
flows from media sources to "opinion leaders" who then interpret and disseminate this
information to their social networks (2017). Thus, even as direct readership declines,

publications like The New York Times continue to exert significant influence as their framing of
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complex topics like Al proliferates through networks of decision-makers in government,
business, and academia. While no single publication can claim to shape public opinion uniformly
in today's fragmented media landscape, analyzing how these influential newspapers frame Al
provides valuable insight into the dominant narratives available to decision-makers and opinion
leaders. These frames establish the initial interpretive frameworks through which Al technologies
are understood.

As Postman (2005) described in his extension of McLuhan's thesis, each medium
privileges certain types of content and discourse— e.g., newspapers favor analytical depth while
social media platforms amplify emotional resonance and controversy. Understanding how Al is
framed in legacy media therefore requires attending not just to the explicit content of coverage,
but to the architectural affordances of the medium itself. When mainstream media publications
like The New York Times, The Wall Street Journal, and The Washington Post report on Al, they
are simultaneously describing a phenomenon and participating in an information environment
increasingly shaped by that phenomenon. As McLuhan argued, "any understanding of social and
cultural change is impossible without a knowledge of the way media work as environments"
(McLuhan, 2017, p. 26). To understand how Al is being presented to the public—and how those
presentations might influence adoption, regulation, and social integration—requires
systematically examining the frames through which these technologies are presented and
interpreted by journalists.

Media framing theory offers a powerful analytical framework for this investigation. By
identifying how journalists select, emphasize, and organize information about Al, we can better
understand the "schemata of interpretation" (Goftman, 1974) that guide public understanding of

these complex technologies. This analysis focuses on legacy media framing while
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acknowledging that many Americans now receive information through other digital channels.
The persistence of these publications' agenda-setting role, especially for policy and business
elites, makes them particularly relevant for understanding how Al is being contextualized for key
decision-makers in our modern and increasingly fragmented “attention economy” (boyd, 2010).
Therefore, the following section examines the theoretical foundations of framing analysis and its
application to media coverage, establishing the methodological approach that will guide this

thematic analysis of Al coverage in three major American newspapers during the year 2024.

2.3 Framing

The evolution of framing theory is commonly divided into three major stages (Ardévol-
Abreu, 2015). The first phase (1974-1990) marked the inception of framing in communication
studies, transitioning from psychology into sociological terrain, while framing was still largely
seen as a vehicle for understanding media messages. It was the second phase (1990s) that truly
crystallized framing's place within media studies as a specialized field. During this period,
scholars actively debated whether framing was simply an extension of agenda-setting theory,
which tracks the issues the media chooses to emphasize vs. ignore, or if it represented a distinct
theory of its own. In the third phase (beginning in the 2000s), framing theory saw major
conceptual refinements, transitioning into a unified framework that allowed for more rigorous
empirical testing.

Framing theory first emerged from interdisciplinary academic traditions and can be traced
to sociology, cognitive psychology, anthropology, linguistics, economics, social movement
studies, policy research, and, more recently, communication studies. At its earliest stages,

framing theory is rooted in interpretive sociology, which posits that individuals' interpretations of
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reality are not created in isolation but are always mediated by social interactions and the shared
definitions of situations (Ardévol-Abreu, 2015). This social construction of reality is
fundamentally shaped by intersubjective processes, wherein individuals rely on others'
contributions to define situations and guide their actions. These interpretations not only facilitate
understanding of one's environment but also shape behavior and influence interpersonal
interactions.

The formal use of the term "frame" in the context we understand today can be traced back
to Gregory Bateson (1972), a major figure in cognitive psychology, who introduced the term in
the 1950s. Bateson perceived frames as cognitive structures that shape one's perception by
delineating what is relevant or significant within a particular context. He stated that "any
message, which either explicitly or implicitly defines a frame, ipso facto gives the receiver
instructions or aids in his attempt to understand the messages included within the frame"
(Bateson, 1972, p. 188). He employed the analogy of a picture frame and developed a theory to
explain how frames select and exclude information. The picture frame organizes perception by
directing attention to what is within its borders while excluding everything outside its scope.
Bateson's seminal argument was that frames provide essential contextual understanding to
messages, acting as "keys" to interpretation that guide and narrow how reality is understood.
This served as one of the primary conceptual backbones for later media studies and framing
theory (Tuchman, 1978).

Building upon Bateson's psychological foundation, Erving Goffman (1974) contributed to
formalizing framing theory within the context of social interaction. Goffman was instrumental to
expanding the original meaning of frame “from the individual to the collective, from the

psychological to the sociological realm” (Ardeévol-Abreu, 2015, p. 428), as for Goffman, these
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frames allow societies to maintain a shared interpretation of reality and create a shared social
discourse. These "schemata of interpretation" become crucial in communication, as they allow
individuals to share an understanding of reality. Frames, in this sense, are used collectively and
largely shape how society perceives and discusses both everyday events as well as more complex
social phenomena. Goffman's work suggested that media outlets, social groups, and institutions
heavily rely on these frames to give structure and meaning to external realities, indicating the
centrality of framing in communication processes. Freed from its individual and psychological
roots, framing was soon applied to the study of media and communication.

In the second phase, Robert Entman (1993) applied and refined the concept of framing to
the context of mass communication, positing that framing involves at least four interconnected
functions: defining a problem, diagnosing causes, making moral judgments, and suggesting
remedies (Entman, 1993). When media outlets choose certain details to emphasize—such as
specific angles, language, or imagery—these choices influence audiences’ understandings of
what the central issues are, who or what is responsible, and how (or whether) problems should be
solved. In other words, the process of framing guides the audience to think about a problem in a
particular way, even if other interpretations remain possible. Benoit (1995) further introduced a
typology for understanding how individuals, organizations, and public figures respond to threats
or damage to their reputations. Benoit’s focus on strategic messaging, particularly the selection
of specific narratives or “accounts” to deflect blame or criticism, parallels the idea of framing.
His framework underlines how message producers can highlight or minimize certain aspects of a
crisis to shape public perception, ultimately determining how audiences judge the events and

actors involved.
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Central to these approaches is the notion of salience: by making certain information more
“noticeable, meaningful, or memorable” (Entman, 1993, p. 53), media frames direct attention
and shape how audiences prioritize issues. As Kuypers (2010) emphasizes from the rhetorical
perspective, frames operate as persuasive structures that shape public meaning. These frames can
be explicit—seen in headlines, images, or repeated keywords—or they can be implicit,
embedded in broader narratives and assumptions about the social world. In many instances, the
power of frames lies in their subtlety; audiences may not always be aware of how a narrative is
guiding them to see an event from a particular angle or how alternative viewpoints have been
deemphasized (Kuypers, 2010). Together, Goffman’s foundational framework, Entman’s
practical breakdown of media framing, and Benoit’s emphasis on message control underscore
how framing is not simply about information but about shaping interpretation. In the context of
emerging technologies, including artificial intelligence applications like ChatGPT, framing
becomes a critical tool for understanding how the public and the press perceive these
developments. Whether Al is portrayed as a groundbreaking innovation or as a source of
potential societal harm, the frames used have significant implications for public understanding.

While framing theory provides a powerful conceptual framework for understanding how
media shape public perception of issues like artificial intelligence, researchers require systematic
methodological approaches to identify and analyze these frames in practice. This has led
numerous communication researchers to integrate framing theory with other established
qualitative methodologies that analyze and systematically detect patterns in textual data. Among
these approaches, thematic analysis has emerged as a particularly valuable methodological
complement to framing theory, offering both a rigorous procedure to identify frames and the

interpretive flexibility needed to capture novel complexities of modern media discourse. The
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following section examines how thematic analysis provides the methodological foundation for

identifying frames in media coverage, as this study will demonstrate.

2.4 Thematic Analysis in Frame Identification

Thematic analysis has emerged as a foundational qualitative research method for
systematically identifying, organizing, and interpreting patterns of meaning (themes) across
datasets. This approach is particularly valuable when examining news articles, where meaning is
conveyed through language choices, narrative structures, and contextual elements. Braun and
Clarke (2006) established one of the most widely adopted frameworks for thematic analysis,
describing it as "a method for identifying, analyzing, and reporting patterns (themes) within data"
that "organizes and describes [the] data set in [rich] detail" (p. 79). Thematic analysis offers both
flexibility and methodological rigor, allowing researchers to adapt their analytical approach to
address specific research questions and contexts.

At its core, thematic analysis involves discerning meaningful patterns within data through
a process of familiarization, coding, theme development, refinement, and interpretation. Braun
and Clarke (2006) identify six phases in this process: familiarization with the data, generating
initial codes, searching for themes, reviewing themes, defining and naming themes, and
producing the report. This systematic yet flexible approach enables researchers to connect
empirical findings with theoretical frameworks. Thematic analysis can be conducted through
either an inductive approach, where themes emerge organically from the data without
predetermined coding frameworks, or a deductive approach guided by existing theoretical
concepts. An inductive approach is particularly valuable for exploratory research into emerging

phenomena (such as Al) where predetermined categories might constrain analysis or miss novel
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patterns (Fereday & Muir-Cochrane, 2006). This strategy allows researchers to identify themes
as they emerge within specific contexts before connecting them to broader theoretical constructs.

The strength of thematic analysis lies in its capacity to identify both semantic content
(explicitly stated ideas) and latent content (underlying assumptions or ideologies). When applied
to media coverage, this method enables researchers to trace not just what topics receive attention,
but how they are characterized and contextualized through specific linguistic and narrative
choices. The method acknowledges that meaning emerges not only from what is explicitly stated
but also from what is emphasized, deemphasized, or omitted entirely from coverage. While
thematic analysis offers flexibility, it maintains methodological rigor through systematic coding
processes, reflexive analysis, and transparent documentation of analytical decisions. These
properties make it particularly well-suited for examining how complex topics like artificial
intelligence are represented and interpreted in news media, revealing the underlying patterns of
meaning that structure public discourse around emerging technologies. The marriage of thematic
analysis methodology with framing theory represents a powerful analytical approach to assess
how news media construct and disseminate narratives about complex phenomena such as
artificial intelligence. While framing theory provides the conceptual framework for
understanding how media shape public discourse through emphasis and organization of
information, thematic analysis offers the methodological tools to systematically identify and
analyze these frames through close examination of textual patterns.

The relationship between themes and frames in this integrated approach requires
clarification. Themes represent patterns of meaning identified through coding; they are the
constituent elements that, when analyzed in relation to each other, reveal broader interpretive

frames. As Van Gorp (2010) explains, frames are "more encompassing than a single argument,
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metaphor, or theme... The various framing and reasoning devices together form a media package
that functions as a whole" (p. 91). Through thematic analysis, researchers identify recurring
themes, then interpret how these themes cluster and relate to form coherent frames that organize
public understanding of issues. For example, individual themes like "job automation,"
"efficiency gains," and "productivity metrics" might collectively constitute an "economic
impact" frame that interprets Al primarily through its effects on labor markets and business
operations. This study will utilize both concepts of “frames” and “themes” in its analysis in
accordance with how they have been defined and delineated within this section— with frames
operating as broader interpretive sets, and themes situated within these larger frames.

The integration of thematic analysis and framing theory also aligns with Goffman's
(1974) foundational conceptualization of frames as "schemata of interpretation" that enable
individuals to "locate, perceive, identify, and label" experiences (p. 21). Thematic analysis
provides the methodological pathway to identify how these interpretive schemas are constructed
in media discourse through recurrent patterns of language, emphasis, and narrative structure. By
focusing on both the semantic and latent content of texts, this approach can capture not only
explicit framings but also the implicit assumptions and cultural resonances that give frames their
persuasive power. The resulting analysis reveals not just what frames dominate media coverage
of artificial intelligence, but how these frames are constructed through specific linguistic choices,
metaphors, exemplars, and narrative structures—offering a richer understanding of media
meaning-making than either approach could provide in isolation.

Before turning to methodology and analysis, this study will assess the current state of
relevant research into media framing and thematic analysis of Al coverage. While researchers

have previously identified frames in Al media coverage, this study employs an inductive
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thematic analysis approach that allows frames to emerge organically from the 2024 dataset rather
than imposing predetermined categories. This methodological choice acknowledges that media
framing of Al continues to evolve alongside the technology itself— just as Al continually
expresses novel capabilities over time, researchers may continually observe novel frames that
previous research has not captured. Therefore, while the literature review will discuss frames
identified by other researchers, these will not directly inform the coding scheme for the current
analysis. This approach provides valuable context while preserving the inductive integrity of the
thematic analysis, allowing for the discovery of frames unique to the 2024 media landscape. The
following section examines the relevant research into media framing and thematic analysis of Al

coverage.

2.5 Relevant Research

Research into how Al is covered in the media has accelerated in recent years, reflecting
the technology's growing societal impact. Recent research has explored how media framing can
shape public perceptions of Al as either a beneficial innovation or a looming existential threat.
This review examines the dominant frames identified across the literature, while acknowledging
that the rapidly evolving nature of Al technologies continues to generate new narrative patterns
in media coverage— a reality that informs the inductive methodology of this study.

A content analysis of major U.S. newspapers from 2009-2018 found that articles about Al
predominantly fell under business and technology topics, often highlighting Al's promise and
benefits (Chuan et al., 2019). Notably, the benefits of Al were mentioned more frequently than
the risks during this period, though discussions of risks (when they occurred) tended to be more

detailed and specific. Common positive frames presented Al as a driver of efficiency, economic
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growth, and scientific advancement (e.g., Al breakthroughs curing diseases or boosting
productivity). A recent review of 30 studies concluded that mainstream news reporting on Al was
largely positive in its evaluations and frequently used an economic or techno-optimist framing
(Brause et al., 2023). In other words, the press has historically often portrayed Al as a valuable
innovation to be embraced, framing it as an opportunity (for businesses, consumers, or society)
rather than primarily as a threat.

Multiple studies point to the strong influence of the technology industry in shaping these
media frames. Analyses in the US, UK, and Canada found that Al news was to a significant
extent "led by industry sources" and often took corporate claims about Al at face value (Nielsen,
2024). For example, a 2018 study of UK media coverage found that nearly 60% of Al-related
news articles were pegged to industry announcements or products, and one-third of all quoted
sources were from the tech industry— about double the share of academic sources (Brennen,
2018). A more recent study by these authors found that news sources "construct the expectation
of a pseudo-artificial general intelligence: a collective of technologies capable of solving nearly
any problem" (Brennan et al., 2022, p. 22). A similar study in Canada noted that technology
news, including Al coverage, tended to be "techno-optimistic" and presented more as business
news than as critical technology reporting (Dandurand, 2023). This suggests that the framing of
Al in the news has often aligned with the narratives promoted by companies and developers: Al
is framed as the next big technology breakthrough, and the media echoes this framing found in
press releases about new Al-powered products or initiatives. The risk, as some analysts argue, is
that journalism can become an unwitting participant in the hype cycle of Al. Rasmus Nielsen

observes that coverage frequently "takes [industry] claims about what the technology can and
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can't do... at face value", thereby contributing to inflated expectations (Nielsen, 2024) and
crowding out more skeptical analysis of Al's limitations or downsides.

Conversely, research has also found a recurring dystopian theme within media coverage.
Particularly in recent years, as Al systems have advanced and gained visibility with the public,
journalists have also aired concerns: loss of jobs due to automation, threats of surveillance and
privacy invasion, algorithmic bias and unfairness, autonomous weapons, and even existential
risks from superintelligent AIl. These concerns sometimes manifest in dramatic storytelling (e.g.
references to unstoppable Al and catastrophic outcomes), often termed the "Al Panic" frame
(Weiss-Blatt, 2023). This analysis finds that some outlets tend to fixate on speculative future
disasters (such as Al causing human extinction) to generate sensational headlines that draw
attention while ignoring present-day ethical issues. For instance, while a news story might run
with scientists warning about a hypothetical "superintelligence" scenario, it might downplay
current real-world problems like discriminatory bias in facial recognition or the environmental
impact of large Al models (Weiss-Blatt, 2023). This tension between future fears and present
criticism is a recurring one. Variation by geography and culture has also been observed, with
national priorities and cultural outlooks influencing how the public views Al (Wang & Liang,
2024).

A particularly prominent ethical frame concerns algorithmic bias and fairness. Media
coverage has highlighted how Al systems can perpetuate or amplify existing social biases,
particularly racial and gender discrimination. Logan (2019) argues that corporations should
consider what responsibility they have “to human beings and society, especially as it pertains to
race” (p. 977), a concern that is echoed in coverage that often calls on Al firms to address

racialized harms. Research shows that news stories often emphasize individual cases where
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algorithmic systems produced biased outcomes—ifrom discriminatory hiring tools to facial
recognition systems that perform poorly on darker skin tones—framing Al as potentially
reinforcing structural inequalities rather than providing objective decision-making (Joyce et al.,
2021). This coverage tends to emphasize the human consequences of algorithmic bias, often
featuring the voices of those negatively affected alongside experts who call for more diversity
within development teams and greater robustness of testing protocols.

Another major frame concerns the impact of Al-generated content on artists, creators, and
cultural production. As Al systems are now capable of producing convincingly human images,
music, text, and even film-like output, stories increasingly explore the tension between Al as a
creative tool and as a threat to human creators. One common narrative frames Al-generated art
and text as an innovative tool that can augment creativity and productivity. These stories might
highlight, for example, how graphic designers use Al image generators to brainstorm ideas, or
how filmmakers de-age actors using Al, positioning the technology as empowering or
collaborative. However, an opposing frame emphasizes an existential threat or ethical breach: Al-
generated content is portrayed as "art-stealing" or "artist-replacing" technology. Reporting on
controversies in the art community exemplifies this frame: many news pieces have covered
artists' backlash to Al image models trained on millions of online artworks without consent,
describing it as a violation of copyright and artistic labor. Viewpoints starkly diverge between Al
as a tool for creativity, to an art-destroying, unethical technology trained on millions of
copyrighted images used without permission (Epstein et al., 2020). In journalism and publishing,
similar debates are framed around Al-written articles or books -- are they a useful aid for writers
or a shortcut that produces soulless content and displaces authors? Recent events, such as the

2023 Hollywood writers' and actors' strikes, received substantial media coverage framing Al as a
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key issue: studios were seen exploring Al-written scripts or digital replicas of actors, while
creative professionals demanded regulations to protect their jobs and likenesses. The dystopian
version of this frame warns of Al leading to widespread job loss in creative fields and a
devaluation of human artistry. The utopian counter-frame (often put forward by tech advocates)
argues that automating drudge work via Al could free artists to focus on higher-level creativity,
or that new forms of art will flourish from human-AlI collaboration (Hitsuwari et al., 2023).
Media stories on Al art auctions, awards won by Al-generated images, or AI music compositions
also feed into a legitimacy and cultural value framing: questions are raised about whether Al-
generated works can be considered "real art" and who deserves credit. In essence, the framing of
Al in creative domains oscillates between augmentation and fears of replacement. The outcome
of this framing battle has practical implications for public acceptance of Al in culture and for
policy (such as in copyright law reform, which media report is now grappling with whether Al
creations can be copyrighted and how to handle training data obtained from existing artworks).
Another emerging but increasingly significant frame in AI media coverage concerns the
environmental impact of these technologies. Research indicates that news outlets have begun
highlighting the substantial energy consumption and carbon footprint of training and operating
large Al models (Crawford, 2021). This frame positions Al development within broader
sustainability conversations, emphasizing the material resource demands—electricity, water for
cooling data centers, rare minerals for hardware—that underlie seemingly intangible digital
technologies. Media stories frequently cite striking statistics about how training a single large
language model can emit as much carbon as five cars over their lifetimes or consume water

equivalent to that used by a small town for a year (Strubell et al., 2020). Coverage often includes
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discussions of potential solutions, including more efficient algorithms, renewable energy for data
centers, and calls for transparent reporting of Al's environmental costs.

Underlying many of the above is a broader frame about trust and ethics in the digital
public sphere. The emergence of Al-generated content— including deepfakes, synthetic art, and
algorithmically produced text— has inspired new framing patterns in media coverage. Media
outlets consistently position Al-generated content within a "misinformation crisis" framework,
portraying deepfakes as potentially devastating to public trust (Chesney et al., 2019). Coverage
emphasizes concrete threats— e.g., Al-generated audio or videos influencing elections or inciting
conflict— while citing real-world incidents like deepfake hoaxes in European elections (Meaker,
2023). This framing extends beyond concerns about individual deception to warnings about
broader epistemic damage: even unsuccessful deepfakes create an environment where authentic
content becomes dismissible as potential fakery, a situation that has been termed the "liar's
dividend" (Schiff et al., 2025). The resulting narrative presents Al not merely as a technological
innovation but as an existential challenge to shared reality itself. These concerns often have a
particular resonance for journalism as a profession, which already faces significant disruption
from technological change. Research suggests that news organizations may emphasize the threat
of Al-generated content to information ecosystems partly because this framing aligns with
journalists' personal concerns about credibility and public trust (Sun et al., 2020). While this does
not invalidate the legitimacy of these concerns, it does indicate that media professionals'
perspectives likely influence how these technologies are framed for public understanding.

Alongside describing the threat, media coverage frequently discusses what can be done
about Al-generated deceptive content, centering policy debates and legislative and regulatory

responses. For example, U.S. news outlets have reported on new laws passed in states like
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California, Texas, and others that ban the use of deepfakes in elections or require disclosure of
Al-manipulated political media, alongside bills introduced in Congress to criminalize certain
malicious deepfakes or mandate watermarks on Al-generated videos (Weiner & Norden, 2023) .
This frame positions Al as requiring governance: discussions revolve around free speech
implications, enforcement challenges, and the balance between curbing misinformation and
protecting legitimate uses of Al-generated content. Media also note actions by tech platforms (for
instance, policies by Facebook or Twitter regarding deepfake removal or labeling) and the
development of detection technologies. The policy framing often features voices of experts from
law, policy think tanks, and civil society debating solutions. For instance, articles have cited the
Brennan Center's reports on deepfake regulation, which warn that while laws are being updated
to address the "evolving threat", care must be taken to avoid unintended consequences for
legitimate expression (Weiner & Norden, 2023). The media frame here centers on response: Al-
generated content is presented as a problem that lawmakers and institutions are scrambling to
address, with an implicit question of whether our legal system can keep pace with the
technology.

Media coverage also frequently presents Al development as a geopolitical competition,
particularly between the United States and China. This "Al arms race" frame positions
technological advancement as a matter of national security and economic dominance rather than
purely scientific progress or commercial innovation (Lee, 2018). News stories highlight
government investments, policy initiatives, and strategic advantages in Al across different
nations, often employing militaristic metaphors and zero-sum thinking. This frame tends to
emphasize the potential consequences of "falling behind" in Al development, including

economic disadvantage and security vulnerabilities. The geopolitical frame has intensified in
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recent years as governments worldwide announce national Al strategies and research initiatives,
with media coverage often reflecting national perspectives and priorities in its presentation of
these developments.

In conclusion, the body of research and discourse on media framing of Al reveals a
complex interplay of narratives. Utopian visions of Al's potential are tempered by dystopian
warnings of its pitfalls, and these frames compete in news coverage. Media frames around Al are
influenced by powerful actors (industry, government, activists), historical cultural narratives, and
emerging real-world events (from elections disrupted by deepfakes to artists protesting Al
models). Understanding these frames helps explain how public opinion on Al is being shaped. As
Al technologies continue to advance and integrate into society, the frames through which media
present them may impact policy outcomes and the trajectory of adoption. Ongoing and future
research will need to keep tracking these evolving narratives, especially as new developments in
generative Al (e.g. new models of ChatGPT and DALL-E) spark fresh waves of media attention.
Future research should aim to critically assess whether media framing is providing a detailed,
nuanced understanding of Al's promises and perils—and how such framing could be improved to
enhance public discourse on this transformative technology.

While previous studies have identified various frames in Al media coverage, this research
employs an inductive thematic analysis approach that allows frames to emerge organically from
the 2024 dataset rather than imposing predetermined categories. This methodological choice
acknowledges that media framing of Al continues to evolve rapidly alongside technological
developments, potentially generating novel frames that previous research has not captured.

Nevertheless, awareness of existing literature provides valuable context for interpreting emergent
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frames while allowing the analysis to remain open to new patterns specific to the 2024 media

landscape.
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Chapter 3: Methodology

3.1 Thematic Analysis

This study utilized the qualitative research method of thematic analysis to explore media
coverage of Al throughout the year 2024 and identify emergent frames. This analysis sought to
understand how specific angles, emphases, and language choices shaped public perception of Al.
Given the rapidly evolving nature of Al technologies, a thematic analysis approach as outlined
by Braun & Clarke (2006) was selected for its flexible yet systematic approach to capturing the
range of narratives that emerged in news discourse during 2024. This choice allowed for
inductive code development aligned with Goffman’s framing theory (1974) while avoiding the
constraints of a predefined coding scheme typical of quantitative content analysis.

In line with the strategy outlined by Braun & Clarke (2006), after gathering a robust data
set of news articles, initial readings of the articles focused on identifying repeated keywords,
metaphors, and rhetorical devices that indicate patterns of coverage. Once these recurring ideas,
themes, and rhetorical features were recognized and coded, they were refined and interpreted as
media frames. By comparing results across The New York Times, The Wall Street Journal, and
The Washington Post, the analysis aimed to capture insights that are broadly generalizable across
the political spectrum while also gauging any recurring differences between media outlets. The
thematic analysis was designed to answer the following research questions:

RQ1: How did The New York Times, The Wall Street Journal, and The Washington Post
frame Al in 20247

RQ2: What specific fears about Al were emphasized in The New York Times, The Wall

Street Journal, and The Washington Post in 20247
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RQ3: To what extent did the framing of Al in The New York Times, The Wall Street

Journal, and The Washington Post encourage or discourage its adoption in 2024?

3.2 Sample

This study focused specifically on legacy media outlets—7he New York Times, The Wall
Street Journal, and The Washington Post—given their enduring role as inter-media agenda
setters (McCombs & Guo, 2014) within public discourse. This selection for the analysis aimed to
capture a relatively broad spectrum of mainstream political perspectives in American legacy
media. The New York Times is often characterized as having a center-left editorial stance, The
Wall Street Journal tends toward center-right positions particularly on economic issues, and The
Washington Post generally occupies center to center-left territory with a strong focus on political
reporting (Pew, 2022). This diversity of political orientation allows the study to examine how Al
framing might vary across different ideological positions in mainstream American journalism.
Importantly, each outlet maintains dedicated technology reporting teams with specialized
knowledge of Al. Their national reach ensures coverage of Al across diverse sectors and
geographic regions, rather than a limited focus on technology hubs like Silicon Valley. This
combination of political diversity and national influence makes these three publications
particularly valuable for understanding how Al is framed for American audiences across the
political spectrum.

Only news articles were considered for inclusion in the dataset (omitting opinion pieces,
editorials, podcast transcripts, and other forms of coverage). This deliberate exclusion ensured a
clear focus on the journalistic reporting of Al, rather than interpretive commentary or opinion-

driven content. By limiting the scope to traditional news articles, the analysis emphasizes

38



framing as it emerged directly from the newsroom, rather than from the opinion writers or
podcast hosts, who typically offer more subjective analysis or commentary on previously
reported events. This decision also recognizes that legacy media’s journalistic reporting often
serves as the foundational content from which other media forms— including podcasts and
editorial opinion pieces— derive their narratives. These articles were accessed using the personal
subscription of the researcher, ensuring direct and unmediated engagement with original content
sources.

This study employed a systematic random sampling approach to select a total of 300
news articles about artificial intelligence published in 2024 (100 from each publication). After
comprehensive searches yielded thousands of potential articles from each publication, the
researcher filtered out non-news content (opinion pieces, editorials, arts coverage, etc.) to focus
exclusively on factual reporting. Data mining and random sampling techniques were then applied
to ensure an unbiased selection of articles for analysis. Each selected article underwent a
screening process to confirm that artificial intelligence was indeed its primary focus. The
following sections detail the specific procedure followed for each publication— The New York
Times, The Wall Street Journal, and The Washington Post— to derive the final dataset of 300
articles, 100 from each media outlet.

3.2.1 Sample Selection: The New York Times

For The New York Times, the following procedure was utilized:

1. The researcher visited the The New York Times website (nytimes.com).

2. The researcher clicked the menu button in the top left, entered “artificial intelligence”

into the search bar, and clicked “Go”.
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. Using the ‘Date Range’ dropdown menu, the researcher selected the start date of
January 1, 2024 and the end date of December 31, 2024. This yielded 2,807 results.

. Using the ‘Type’ dropdown menu, the researcher selected “Articles”. This filter
yielded 2,483 results.

The researcher built and utilized a Python web scraping tool to aggregate all 2,483
articles into a single CSV file, capturing the articles’ title, subtitle, author, section,
URL, and a numerical value from 1 to 2,483 to mark the article in the dataset.

. Articles in the CSV file that were from the following sections (A4rts, Briefing,
Opinion, Podcasts, Style, and The Learning Network) were omitted from the list. This
resulted in 1,382 articles.

A Python script was used to randomly select 100 numbers with no duplicate values.
The corresponding numbered articles from the dataset were chosen to reach a
randomized sample size of 100.

. Each of the 100 articles was subjected to an initial read and eliminated from the final
dataset if the subject of artificial intelligence was not the primary focus of the article
and was only tangentially or briefly discussed. Each time this occurred, the researcher
chose a new randomly numbered article, subjected it to the same test, and either

eliminated or included it in the final dataset.

3.2.2 Sample Selection: The Wall Street Journal

For The Wall Street Journal, the following procedure was utilized:

The researcher visited the The Wall Street Journal website (wsj.com).

2. The researcher clicked the search icon in the top right, entered “artificial intelligence”

into the search bar, and clicked “Go”.
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3. The researcher clicked the ‘Advanced Search’ dropdown menu.

4. Using the ‘Date Range’ menu, the researcher selected the start date of January 1, 2024
and the end date of December 31, 2024.

5. Using the ‘Source’ selection, the researcher selected “WSJ Articles,” then clicked
Search. This yielded 3,913 results.

6. The researcher built and utilized a Python web scraping tool to aggregate all 3,913
articles into a single CSV file, capturing the articles’ title, author, section, URL, and a
numerical value from 1 to 3,913 to mark the article in the dataset.

7. Articles in the CSV file that were from the following sections (Opinion, Arts,
Lifestyle, Real Estate, Personal Finance, Health, Style, and Sports) were omitted
from the list. This resulted in 2,510 articles.

8. A Python script was used to randomly select 100 numbers with no duplicate values.
The corresponding numbered articles from the dataset were chosen to reach a
randomized sample size of 100.

9. Each of the 100 articles was subjected to an initial read and eliminated from the final
dataset if the subject of artificial intelligence was not the primary focus of the article
and was only tangentially or briefly discussed. Each time this occurred, the researcher
chose a new randomly numbered article, subjected it to the same test, and either
eliminated or included it in the final dataset.

3.2.3 Sample Selection: The Washington Post

For The Washington Post, the following procedure was utilized:

1. The researcher utilized Google search (google.com) due to the lack of advanced

search features on The Washington Post website (washingtonpost.com).
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2. The researcher typed in “artificial intelligence site:washingtonpost.com” into the
search bar, and clicked “Enter”.

3. The researcher clicked “Tools” and selected “Advanced Search.” Using the ‘Date
Range’ menu, the researcher selected the start date of January 1, 2024 and the end
date of December 31, 2024, then clicked on the search icon. This yielded 2,160
results.

4. The researcher built and utilized a Python web scraping tool to aggregate all 2,160
articles into a single CSV file, capturing the articles’ title, publication date, URL, and
a numerical value from 1 to 2,160 to mark the article in the dataset.

5. A Python script was used to randomly select 100 numbers with no duplicate values.
The corresponding numbered articles from the dataset were chosen to reach a
randomized sample size of 100.

6. Each of the 100 articles was subjected to an initial read and eliminated from the final
dataset if the subject of artificial intelligence was not the primary focus of the article
and was only tangentially or briefly discussed. Each time this occurred, the researcher
chose a new randomly numbered article, subjected it to the same test, and either

eliminated or included it in the final dataset.

3.3 Procedure

In accordance with Braun & Clarke’s (2008) six phases of inductive thematic analysis,
the researcher completed the following systematic process of thematic analysis:

1. Familiarization with data: The researcher read each of the 300 articles in the final

dataset, taking notes on preliminary impressions of the key themes, arguments, and language
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used. This process established familiarity with the material and developed initial impressions that
contributed to code generation.

2. Generating initial codes: The researcher thoroughly read all 300 articles again with
the purpose of generating codes. Using an inductive approach, codes were identified based on
semantic content and latent meanings. Extensive notes were taken during this step, and codes
were systematically recorded in a thematic analysis matrix. In total, 27 codes emerged during
this process.

3. Searching for themes: After coding, the researcher systematically reviewed all codes
to identify patterns and note major recurring themes. This iterative process involved grouping
related codes and identifying broader patterns of meaning. This phase often necessitated
returning to the original articles to ensure contextual accuracy.

4. Reviewing themes: With the list of themes captured, the researcher reviewed the
coded extracts within each theme to ensure accuracy. This involved re-reading notes and
returning to the original articles to confirm that the themes accurately captured the data.

5. Defining and naming themes: After review, each theme was clearly defined and
reinterpreted as a media frame. Extensive notes were taken to capture information about each
frame, its function, and its relationship to the research questions. Definitions were developed to
establish the scope and boundaries of each theme.

6. Producing the report: Finally, the analysis was written. The researcher aimed to
thoroughly define and analyze each theme within the context of the research questions while
integrating characteristic quotes derived from coverage that best illustrated the themes identified.

This analysis was completed using the following tools: the Google Chrome web browser

to access media outlets’ websites and download articles; Terminal and Python to develop the data
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mining and aggregation tools; Microsoft Excel to analyze the aggregated data, randomize the
sample set, and develop the thematic analysis matrix; and finally, Microsoft Word to capture

notes, document thought processes, and write this study.

3.4 Trustworthiness

To ensure the trustworthiness of this qualitative research, several measures were
implemented throughout the study design and analysis process. Following Lincoln and Guba's
(1994) established criteria for trustworthiness in qualitative research, this study included
measures to address credibility, dependability, confirmability, transferability, and authenticity
(Cope, 2013).

To address credibility, the researcher compared coverage across three different
publications with distinctive editorial orientations. This approach helped ensure that the
identified frames represented broader media narratives rather than isolated perspectives.
Additionally, the researcher reviewed a randomized sample of 10% of the articles (N = 30) after
completing the initial analysis to confirm that the identified frames and themes remained
consistent upon a second review.

Dependability was addressed through documentation of the research process. The
researcher maintained detailed notes documenting each step of the inductive analysis:
familiarization with data, generating initial codes, searching for themes, reviewing themes,
defining and naming themes, and producing the report (Braun & Clarke, 2008). This
documentation provides transparency about the interpretive process and enables validation of the

analysis.
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To address confirmability, the researcher practiced “reflexivity” (Lincoln & Guba, 1985)
by acknowledging potential biases and preconceptions about Al. The researcher regularly
reflected on potential sources of bias (e.g. how a background in communication studies and
predisposition towards technology adoption might influence interpretation) to minimize bias in
the analysis. The random sampling approach and systematic coding procedures helped minimize
selective attention to articles that might confirm preexisting biases.

For transferability, the study provides detailed information about the publications
selected, the timeframe examined, and the specific data collection and analysis procedures
followed. This thorough description allows readers to translate the applicability of findings to
other contexts and media environments.

Finally, to address authenticity, this research aimed to faithfully represent the broad set of
divergent viewpoints and perspectives within Al media coverage. The inclusion of publications
with varying ideological orientations (center-left, center-right, and center) helped capture a range
of positions, and characteristic articles were quoted directly to provide the reader an opportunity
to directly observe identified frames. Throughout the analysis, the researcher was attentive to
which voices were amplified or marginalized in the coverage and frequently considered how
different actors (e.g. tech companies, regulators, the public) were represented in the framing of

Al issues.

3.5 Significance
Understanding how major legacy U.S. media outlets framed artificial intelligence (Al) in
2024 provides insight into the narratives shaping public perception and policy decisions during a

pivotal year for the technology. This study analyzes the role of media as an “intermedia agenda
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setter” (McCombs & Guo, 2014) within a “two-step flow” process (Katz & Lazarsfeld, 2017)—
where opinion leaders first receive dominant frames from traditional media and then interpret
and disseminate this information across the modern fractured media environment. This study’s
inductive thematic approach allows for capturing emergent, nuanced frames that may emerge in
response to new developments or advancements in Al. These dominant frames not only shape
public perception, they also have the potential to influence the trajectory of Al development and
adoption across various sectors.

What makes this 2024 study particularly significant is the unprecedented recursive
relationship between Al as subject and Al as medium. For the first time in human history, Al
systems are capable of producing convincingly human text, images, audio, and video, making
them not merely topics of coverage but active participants in reshaping the communication
ecosystem itself. As this technology increasingly mediates our information environment— from
existing content recommendation algorithms to novel Al-generated news and entertainment
content— Al creates a unique feedback loop where the technology being discussed is
simultaneously transforming the very means through which that discussion occurs.

This research also contributes to the theoretical landscape of media framing through its
marriage of thematic analysis and framing theory, providing a methodological example that
future studies of emergent technologies in media discourse can follow. The insights drawn from

this thesis can inform policymakers, technologists, educators, journalists, and citizens.
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Chapter 4: Results

4.1 Research Question 1

The first research question in this study asked: How did The New York Times, The Wall
Street Journal, and The Washington Post frame Al in 2024? The thematic analysis of news
articles from The New York Times, The Wall Street Journal, and The Washington Post yielded
eight distinct frames that dominated media coverage of artificial intelligence in 2024. The frames
are: Al Boom vs. Bubble; Misuse and Misinformation; Ethical and Moral Challenges; Politics
and Governance; Societal and Cultural Impact; Work and Automation; Environmental Impact;
and Technological Advancements and Future Risks.

Following the methodological integration of thematic analysis and framing theory
outlined in Section 2.4, these identified themes function as frames— coherent interpretive
packages that organize meaning and guide audience understanding. As Van Gorp (2010)
explains, frames “express culturally shared notions with symbolic significance... [including]
stereotypes, values, archetypes, myths, and narratives." (p. 85). Each frame identified in this
analysis contains Entman's (1993) core framing functions: defining problems, diagnosing causes,
making moral judgments, and suggesting remedies related to artificial intelligence. The analysis
reveals not merely what topics received attention but how these topics were characterized,
contextualized, and presented through specific linguistic and narrative choices that construct
meaning around Al

These frames—AI Boom vs. Bubble; Misuse and Misinformation; Ethical and Moral
Challenges; Politics and Governance; Societal and Cultural Impact; Work and Automation;
Environmental Impact; and Technological Advancements and Future Risks— represent distinct

organizing principles through which legacy media outlets structured public discourse about Al in
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2024. The analysis of each frame demonstrates how it shapes interpretation through selection and
salience (Entman, 1993), highlighting certain aspects of Al while downplaying others, and
ultimately guiding readers toward specific understandings of Al's implications for society,
economy, and humanity's future. Next, each frame will be defined and analyzed in greater detail.

4.1.1 AI Boom vs. Bubble

A prominent frame that emerged from 2024 media coverage of Al was a “Boom vs.
Bubble” dichotomy, concerning whether the frenzy of interest in Al should be seen as a “boom”
— areasonable surge of investment and hype around Al — or as a “bubble” — a speculative period
of overinvestment that is destined to crash. Coverage in all three newspapers reflected this
tension, balancing both excitement over Al’s economic potential and skepticism about
overvaluation and unsustainable spending. This “Al gold rush” (De Vynck, 2024a) driven by Big
Tech and venture capital was marked by soaring stock prices and massive research and
development (R&D) investments. The WSJ documented this surge of capital investments in
several articles and projected that the gold rush would continue, noting that the New York
private-equity firm Blackstone “expects demand for around $2 trillion in generative Al-related
investments worldwide” by 2029 (Garcia, 2024). However, the WP noted that tech giants were
projected to “...spend around $60 billion a year... by 2026, but reap only around $20 billion a
year in revenue from Al by that point” (De Vynck, 2024a), and that by mid-2024, financial
analysts and even some Al investors started questioning whether the frenzy had outrun the
technology’s real value. The WP reported that Wall Street analysts and VCs were “raising
concerns about the sustainability of the Al gold rush” (De Vynck, 2024a), arguing the technology
might not generate enough revenue to justify the billions invested. Goldman Sachs’s lead tech

analyst Jim Covello captured this skepticism, warning in the WP that “overbuilding things the
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world doesn’t have use for, or is not ready for, typically ends badly” (De Vynck, 2024a). All
three outlets highlighted the record-setting valuations (especially of chipmaker Nvidia and Al
startups OpenAl and Anthropic) alongside these cautionary voices.

The NYT framed the issue most skeptically, suggesting parallels to past tech manias (like
cryptocurrency or the “dot-com” bubble), frequently quoting prominent Al critics (Mickle,
2024), and implicitly asking if AI’s rapid rise was driven by genuine utility or investors’ fear of
missing out. Framing in the WP trended towards the skeptical as well, with one headline
pronouncing that “the Al hype bubble is deflating” (De Vynck, 2024b), and another that tempers
the evidence of continued success with a cautionary warning: “Nvidia results show Al boom
continues despite recent bubble fears” (De Vynck, 2024c). While the WSJ also investigated
whether an Al bubble was forming, it did so with more of an optimistic (or at least analytical)
tone, primarily emphasizing how difficult it is to accurately predict the outcome of the “boom vs.
bubble” debate (Jin et al., 2024) given the complexity of the situation.

Central to this theme were economic fears working in opposing directions— while some
worried that the Al financial bubble would burst, leading to massive losses and a collapse in
value of over-invested Al companies, others (primarily leading American technology companies)
feared underinvesting and missing the window of opportunity. Google CEO Sundar Pichai
argued that “the risk of underinvesting is dramatically greater than the risk of overinvesting for
[Google]” (De Vynck, 2024a). This echoes the divergence seen in the different coverage when
comparing the WSJ and the NYT and WP: whereas companies were encouraged to embrace Al
and invest, individuals and the public were warned of the potential risks involved. Since the WSJ
caters to a professional audience working in business, it’s fitting that their coverage would

embrace a more positive framing towards investing in the technology.
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4.1.2 Misuse and Misinformation

The "Misuse and Misinformation" frame focuses media coverage through the lens of Al-
enabled threats to information ecosystems and trust. This primarily positioned Al with the
significant potential to undermine democratic discourse through synthetic media, deepfakes, and
automated disinformation campaigns. 2024 was a U.S. election year (and featured major
elections globally), and all three newspapers raised alarms about AI’s potential for harm to the
media environment. The NYT’s coverage included this frame most prominently, warning that
“...the misinformation and deceptions that A.I. can create could be devastating for
democracy...” (Hsu & Metz, 2024) in February of 2024, and releasing a major web interactive
piece with the headline “See How Easily A.I. Chatbots Can Be Taught to Spew Disinformation”
(White, 2024). The WSJ takes a comparatively cautious stance, simply warning in one headline
that “Researchers Warn of Data Poisoning” (Snow, 2024) and using the term “misinformation”
only three times across the randomly selected set of 100 articles.

This frame primarily concerns human malicious actors using Al to deceive and the
broader “post-truth” dilemma of an Al-saturated media environment. Journalists warned of Al-
generated political misinformation, and one particular story— where a subset of New Hampshire
residents received Al-generated robocall messages in the voice of President Biden encouraging
them not to vote in the primary— was cited several times by the NYT (Metz, 2024; Hsu & Metz,
2024; Frenkel, 2024) and the WP (Verma & Kornfield, 2024; De Vynck, 2024d). Another
frequently cited concern was the erosion of trust in images, video, and audio. When the WP
wrote about the release of OpenAl’s tool Sora, which is capable of generating lifelike videos, the
subhead pointed out that “the tool further raises concerns about deepfakes as Al shows up in

elections around the world” (De Vynck & Oremus, 2024). Across media coverage, but especially
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in the NYT and WP, journalists framed advancements in Al technology within a broader “crisis
of trust” — the idea that if any content could be artificially faked, people might cease to believe
anything they see or hear. While the WSJ also covered this crisis of trust, it primarily used terms
such as “questionable content” or “dubious quality” and focused on impacts to companies and
consumers (Mims, 2024) rather than discussing the issue on moral or ethical grounds. The WSJ
also highlighted potential solutions or mitigation (like the EU’s labeling requirement or tech
firms’ policies) while acknowledging the dystopian possibilities, which brought a moderating
pragmatic angle to maintaining information integrity (Mackrael & Schechner, 2024).

4.1.3 Ethical and Moral Challenges

Whereas the previous frame primarily concerned malicious human actors’ use of Al, the
"Ethical and Moral Challenges" frame primarily concerns the inherent ethical and moral
quandaries within the technology itself— highlighting moral complexities that arise with
algorithmic systems. This includes concerns about fairness, accountability, transparency, bias,
and the moral implications of Al making decisions or taking actions that affect human lives.

The NYT and WP dominated coverage of bias and fairness in Al outcomes. The NYT, for
instance, reported on an Al that was used in Nevada to identify at-risk schoolchildren for extra
support and which drastically cut the number of children deemed in need, “leading to tough
moral and ethical questions over which children deserve extra assistance” (Closson, 2024), and
asked the question “who is left out of the conversation?” when LLMs are primarily trained in
English and leave speakers of other languages behind. The WP alternately mentioned “political”
bias, “racist and sexist” bias (De Vynck et al., 2024), and even “automation” bias, where people
“tend to trust a computer’s decisions” even when it contradicts common sense or training

(Hunter, 2024). Each outlet also focused on transparency and consent, pointing to the “black
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box” nature of Al and questioning whether people have the right to know when they are
interacting with or subject to Al (Roose, 2024b). In one example, the NYT revealed that
thousands of physicians were using an Al assistant to draft replies to patient messages, often
without the patients’ knowledge. This raises both ethical concerns about informed consent, and
whether personal data is going into the training dataset for these systems (Rosenbluth, 2024).

Another significant moral and ethical theme concerned where Al should be permitted to
operate unsupervised, especially in the military. The WP reported that internal discussions at
OpenAl “expressed discomfort” with the company’s partnership with a weapons manufacturer,
Anduril (De Vynck, 2024¢). The NYT’s coverage of Meta, which permitted its Al models to be
used for U.S. military purposes towards the end of the year, similarly raised moral questions of
whether it is ethical for Al to contribute to autonomous weapons or surveillance (Isaac, 2024).
The NYT often connected ethical issues to human-interest narratives or case studies to
communicate the moral stakes to the audience. This approach grounded Al’s ethical challenges in
the present, not as a future theoretical. The WP most frequently framed ethical challenges in
terms of accountability and governance, highlighting calls for companies or regulators to impose
ethical guidelines (Verma et al., 2024), while the WSJ primarily approached ethical issues from a
risk management and policy perspective, communicating ethics in the context of companies and
markets.

In addition to concerns about bias, fairness, and transparency, several media accounts in
2024 spotlighted a critical ethical dilemma surrounding copyright and the commodification of
creative labor. Several Al companies have been accused of training their models on vast troves of
copyrighted material—ranging from journalistic articles to literary works—without obtaining

proper consent or providing fair compensation to original creators. The New York Times itself
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sued OpenAl and its partner, Microsoft, alleging copyright infringement in connection with AI-
generated text (Metz, 2024). Critics argue that this practice not only subverts existing copyright
laws but also perpetuates a system where tech giants profit immensely from creative outputs that
are produced at little or no cost to them, thereby undermining the value of individual authorship
and independent media. Such practices raise profound moral questions about the ownership of
intellectual labor and the ethical implications of profiting off of content without acknowledging
the human work that made Al outputs possible.

4.1.4 Politics and Governance

The "Politics and Governance" frame presented Al development in the context of
governments, regulations, geopolitical conflicts, and a global “Al arms race” (Verma & De
Vynck, 2024). By 2024, the breakneck speed of Al development had clearly outpaced existing
regulations, and media coverage tracked how governments and regulatory bodies around the
world — as well as the tech industry itself — responded. This theme includes legislative efforts,
international regulations, corporate governance, and the tug-of-war between innovation and
regulation.

A major focus was the push for Al regulation at various levels of government. In the
United States, much attention was given to the first serious legislative proposals to rein in Al,
including California’s Al safety bill (SB 1047) which was described as the nation’s most
ambitious attempt to regulate Al (Kang, 2024). The bill would require developers of large Al
models to conduct safety tests for “catastrophic harm” (like facilitating cyberattacks or bio-
weapons), to implement a “kill switch” to shut down any Al system that ran out of control, and to
empower California’s attorney general to sue companies if their Al cause significant harm (death,

property damage). All three outlets covered this bill, calling it a “first-of-its-kind” law that could
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make California a “standard-bearer” in Al governance. This coincided with a focus on lobbying,
with the WSJ reporting that Al startups and tech giants rallied to “kill” the California bill,
arguing it “would impose impossibly vague constraints in the name of safety” (Rana, 2024) and
framing the opposition to the bill in response to a lack of specifics on how to address compliance
issues. The conflict between state initiatives vs. federal action was emphasized: while California
forged ahead, “proposals to regulate Al nationally [had] made little progress in Washington”
(Rana, 2024).

International coverage focused on the EU’s Al Act and how it restricted the use of
“riskier technology” (Kang, 2024). The WSJ explicitly headlined that European lawmakers
passed “the world’s most comprehensive legislation yet on artificial intelligence”, detailing how
it “sets out sweeping rules” (Mackrael & Schechner, 2024) and imposes new transparency and
risk assessment requirements. It noted the law’s global reach (applying to any Al product in the
EU market, with penalties up to 7% of global revenue) and quoted EU officials framing it as “a
clear path toward a safe and human-centric development of AL.” (Mackrael & Schechner, 2024).
The NYT and WP also juxtaposed the EU Act with the inaction of the U.S. government. A core
tension within this frame concerned companies’ self-governance vs. external governance—
should companies be allowed to set optional safety requirements for themselves? WP coverage
described this philosophical rift in the Al community: those who subscribe to “effective
altruism” ideals, which “advocates for stricter limits on Al development” (De Vynck &
Zakrzewski, 2024) versus those who feel that strict limits will stifle innovation. The NYT
highlighted Governor Newsom’s embrace of the latter argument in his veto of the California
bill— he argued it “focused too much” on frontier models and potential future risks while

overregulating basic uses (Kang, 2024).
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This frame also encompasses the global “Al arms race” taking place between companies
and nations. All three outlets used this frame, with the WP and WSJ encompassing most of the
coverage. Both used the frame to address cooperation and competition between American
companies (O’Donovan & Vynck, 2024; Tilley, 2024) as well as competition between American
and China (Kao & Huang, 2024; Dou, 2024). That represents a connecting thread within this
larger frame: policy and governance attempts primarily characterized by conflict. For instance, in
its coverage of the California bill’s passage, WP described a clash that “deepened a rift” in the Al
world: on one side, researchers (often aligned with long-term, existential risk concerns and
effective altruism) backing strict limits to prevent worst-case scenarios (like Al getting out of
control), and on the other side, many tech executives and even some researchers arguing the tech
isn’t advanced enough to justify such fears and that heavy regulation would harm innovation and
U.S. competitiveness (De Vynck & Zakrzewski, 2024). The WSJ, consistent with its audience,
often framed policy in terms of business impact and regulatory philosophy and underscored
concerns about overregulation and fragmentation (state vs federal rules). Thus, the media
presented a dual set of anxieties driving the governance discussion: fear of AI’s power and fear
of losing AI’s promise.

4.1.5 Societal and Cultural Impact

Beyond economics and policy, the coverage often zoomed out to consider Al’s influence
on society and culture. This frame captures how Al technologies were portrayed as changing
everyday life, social interactions, and cultural norms. It includes both positive stories of Al’s
integration into society, as well as anxieties about how Al might alter human behavior, creativity,
and social cohesion. One consistent area of focus was Al in daily life and consumer tech,

examining how Al assistants and tools became more embedded in routine activities. All three

55



outlets made mention of Amazon’s plans to overhaul Alexa with more advanced Al to make it
“more conversational” (Weise, 2024a). Even such a seemingly benign use case was framed with
cultural implications: the WP noted that Alexa and competitors like Google’s Gemini were
seemingly programmed to “decline to answer questions about politics” to avoid the appearance
of bias or any impact on “a year of consequential global elections” (O’Donovan, 2024).

The media also covered humans using Al chatbots in intimate or social ways, often with a
strong negative valence. Both the WP and the NYT (Roose, 2024a) covered the tragic case of a
14-year-old boy dying by suicide “after talking with [an AI] chatbot named after the character
Daenerys Targaryen from ‘Game of Thrones’” (Tiku, 2024). Separately, Kevin Roose of the
NYT (2024c) reports on the earlier version of an Al that attempted to “break up [his] marriage”
and reflected on the worries of “a world where people spend all day talking to chatbots instead of
developing human relationships.” A related theme involved Al in creativity and the arts: One WP
article described how the Al tool Suno was used to generate songs in the style of a famous band,
conveying the mixed feelings this engenders. The musician both saw incredible potential and felt
“lingering unease... from a worry that [they would] be screwing the artists [they] love by
generating music that sort of sounds like theirs” (Velazco, 2024). This quote encapsulates a
fundamental cultural debate mirrored in the coverage— is Al creative output fundamentally
different from human output?

A further sub-theme involved social behavior and knowledge: how Al might change the
way people learn, make decisions, or interact. One concern was the outsourcing of thinking and
the question of whether Al use degrades human intelligence. The NYT cited research and experts
worried that users might accept Al outputs uncritically. For instance, an NYT tech columnist

observed that users rarely continue their search beyond a quick Al-provided answer, which raises
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the risk of misinformation spreading. This suggests a cultural shift towards instant but possibly
shallow information consumption. There were also stories about education — schools grappling
with students using ChatGPT for homework, or universities integrating Al literacy into curricula,
reflecting how cultural norms around intellectual work were evolving.

The NYT tended to frame societal impact stories by exploring how specific groups or
domains are adjusting to Al Its coverage of Al in medicine and education often read as case
studies in the social negotiation of technology. While the WP also frequently framed AI’s cultural
impact in terms of disruption and public reaction, the WSJ approached societal impact with a
practical and sometimes upbeat tone, often emphasizing adaptation: workers retooling for the Al
era, companies upskilling staff, and everyday tech integrating Al (like new Al features in
productivity apps or gadgets). The WSJ did cover controversies (such as the Hollywood writers’
strike concerns about Al, which WP also noted), but typically the Journal balanced it with the
underlying belief that society will find equilibrium (e.g., highlighting that writers ultimately got
protections, indicating a way forward).

4.1.6 Work and Automation

The "Work and Automation" frame positioned Al primarily as an economic force
reshaping labor markets, emphasizing tensions between productivity gains and job displacement
while questioning how employment and career trajectories will evolve in an Al-integrated
economy. The coverage reflected both optimistic visions of increased productivity and dire
warnings about job displacement. In one instance, the WP referenced a Goldman Sachs analysis
that generative Al could potentially automate “300 million jobs around the world” and
significantly boost global gross domestic product (GDP) (Vynck, 2024). This staggering figure

was frequently quoted (it made headlines in many outlets) and framed the conversation around

57



fears that AI might eliminate a large share of work as we know it. WSJ coverage pointed out a
surge in demand for Al-related talent even as other tech hiring slowed (Rattner, 2024),
highlighting the growing divide between Al-related tech jobs and all other tech jobs. Coverage
also focused on how work was being augmented, rather than automated, framing Al as a tool to
assist workers rather than replace them. Many articles included examples where Al handled
tedious tasks, thus freeing humans for higher-level work. In the field of software development,
articles noted Al coding assistants that help programmers be more productive (Cutter, 2024) as
well as Al tools that speed up integration, promising to “make setting up and integrating new
corporate software systems much faster” (Bousquette, 2024). The WSJ ran several pieces about
employees across industries experimenting with GPT-4 or other Al to do parts of their job, often
finding increases in efficiency.

There was also significant coverage of organized labor and professional reactions. The
Hollywood writers’ and actors’ strikes (settled in late 2023) carried into 2024 coverage, with the
WP noting, for example, that Hollywood writers “won protections against being forced to work
with AI” in their new contracts— a cultural win that was reported as setting a precedent for other
fields (De Vynck, 2024f). Unions and worker groups in other sectors expressed concern with
protecting jobs and workers’ rights in the face of Al deployment, with the NYT citing union
leaders who pushed for legislation to safeguard workers from unchecked Al (Oreskes, 2024).
Another focus was on reskilling and education, with the WSJ prominently covering business
schools’ attempts to update curricula (Ellis, 2024) and arguing that employees should take the
initiative to upskill in Al (Bindley, 2024). The idea of “Al-proofing” one’s career (by focusing on
skills that Al can’t easily replicate, like strategic thinking, creativity, interpersonal skills) was

another way the media framed adaptation (Hagerty, 2024).
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The NYT often framed coverage critically, questioning whether the Al revolution was
truly delivering productivity or just enabling corporations to cut costs. For example, the NYT’s
profile of Jim Covello (identified as an Al skeptic) warned that “...replacing low wage jobs with
tremendously costly technology is basically the polar opposite of [past tech revolutions]” (Weise,
2024b). The NYT tended to pair reporting of companies’ enthusiastic adoption of Al with a dose
of caution. The WP framed the work and automation debate with a sense of urgency around the
human impact. It emphasized real instances of jobs already being affected, noting that “some
people who write for a living have already lost their jobs as companies turn to chatbots for
advertising or social media copy” (De Vynck, 2024f). The WP also regularly cited polls or
studies (like Pew Research) focused on both AI’s usage at work and potential to impact jobs. WP
articles also mentioned efforts including job training programs for data centers or tech groups
aiming to ensure Al doesn’t widen inequality. The framing was often one of societal challenge:
how do we manage this transition to minimize harm to workers? The WSJ, true to its focus,
framed Al in the workplace largely around business strategy and competitiveness. Headlines like
“Tech Workers Retool for Al Boom” (Bindley, 2024) or coverage of companies integrating Al
into workflows illustrate a forward-looking, adaptive framing. The WSJ thus often leaned into
the narrative that Al will change the nature of work (with roles evolving) but tempered fears of
displacement with a focus on proactive action workers can take to prepare. It published many
practical pieces advising companies on Al adoption in the workplace, encouraging the rapid
adoption of Al to stay competitive.

4.1.7 Environmental Impact

The "Environmental Impact" frame contextualized Al development within broader

sustainability concerns, highlighting the material resource demands of advanced computing and
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raising questions about the ecological footprint of digital infrastructure. Coverage scrutinized the
energy consumption, carbon footprint, and resource usage (like water for cooling data centers)
associated with Al. In 2024, coverage increasingly asked whether AI’s growth is environmentally
sustainable, highlighting the energy demands that are projected to increase as Al data centers
proliferate. Training large Al models and running them for millions of users requires enormous
computational power, which in turn draws a huge amount of electricity. The media reported eye-
opening statistics and quotes from industry leaders about this. For example, the WSJ interviewed
the CEO of chip-design company Arm, who remarked that Al models are “insatiable in terms of
their thirst for electricity” and warned that without efficiency improvements, “by the end of the
decade, Al data centers could consume as much as 20% to 25% of U.S. power” (Landers, 2024).
The NYT’s coverage questioned “whether [companies] can meet the [Al energy] demand while
still operating sustainably,” (Sisson, 2024) noting the substantial carbon footprint of building and
running these facilities. These concerns were often paired with reporting on the search for
solutions or mitigations: cleaner energy, more efficient chips, novel cooling techniques, etc.
Coverage in all three newspapers included references to sustainable energy, and how some data
center operators were planning to build near renewable energy sources (e.g. wind, solar,
geothermal, and nuclear). The WP reported that dormant nuclear plants (like at Three Mile
Island) were being considered for restart, driven by the “ravenous energy appetites” of Al
developers (Halper, 2024). This frame connected Al to broader energy infrastructure decisions.
Another common area of focus was the water usage and emissions that contribute to climate
change. Large data centers require water for cooling, and multiple articles (particularly in the WP

and NYT) mentioned that training a single advanced Al model can consume massive quantities
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of water and emit carbon equivalent to many cars. Sustainability experts warned that industry
net-zero pledges would be hard to meet with AI’s surge.

The NYT and WP tended to frame the environmental impact of Al as a growing challenge
that needs foresight, with coverage often focusing on the rapid expansion (lots of new data
centers being built) and the question of sustainability. The WP also highlighted OpenAlI’s calls
for government investment in energy infrastructure for Al, acknowledging that even AI’s
strongest proponents recognize the sustainability issue. The WSJ tended to frame sustainability
concerns as an engineering/efficiency problem. Through coverage of Arm’s CEO and Nvidia’s
actions, the WSJ emphasized the need for technological fixes (more efficient chips, better
cooling, etc.) to curb Al’s energy hunger. It also encouraged investment into sustainable sources
of energy, arguing that, since energy costs could become a constraint on Al growth, investors and
companies have a vested interest in ensuring there is enough power.

4.1.8 Technological Advancements and Future Risks

The "Technological Advancements and Future Risks" frame deals with how the media
framed the frontier of Al technology — the breakthroughs achieved and anticipated — and the
future risks those advancements entail. This frame is broad, encompassing everything from new
model releases and capabilities in the present to the speculative outlook on artificial general
intelligence (AGI), superintelligence, and existential risks in the future. In 2024, coverage
oscillated between marveling at AI’s progress and warning of its potential future perils. Each
outlet covered important Al updates and feature rollouts: including OpenAl’s addition of adding
voice and image capabilities to ChatGPT, Google’s introduction of its Gemini model and Al in
search, Meta’s release of open-source models, and Elon Musk’s Al venture, xAl. The WSJ also

ran a forward-looking piece titled “It’s the Year 2030. What Will Artificial Intelligence Look
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Like?”, gathering experts to share their predictions (Ziegler, 2024). Some predicted gradual
progress and doubted near-term “superintelligence” capabilities, while others in that feature
envisioned more profound and rapid changes. By presenting these varied predictions, the WSJ
framed the future as uncertain but almost certainly transformative.

Competition between Al firms and big tech CEOs also received key coverage. The NYT
ran a detailed piece on how a debate between Elon Musk and Google’s Larry Page about AI’s
trajectory led to the founding of OpenAl and the current industry boom. The NYT framed it in
dramatic terms, noting that “the people who say they are most worried about A.l. are among the
most determined to create it” (Metz et al., 2024). A major sub-theme was existential and
catastrophic risk — the idea that future Al (if it becomes very powerful, or if misused) could pose
extreme dangers to humanity. In 2024, all three papers reported on leading Al scientists and
CEOs who were warning about existential risks from Al. The WP noted that in May 2023,
dozens of industry leaders released a statement warning “that humanity faced a ‘risk of
extinction from Al” placing this alongside Sam Altman’s congressional testimony that Al could
“cause significant harm” (De Vynck et al., 2024). The framing was striking— possibilities that
were once relegated to sci-fi (Al wiping out humanity) were now receiving serious discussion in
policy circles. The NYT covered this as an ongoing debate in Silicon Valley: “the question of
whether artificial intelligence will elevate the world or destroy it” (Metz et al., 2024). Both NYT
and WP framed this schism as a philosophical conflict (control vs freedom, caution vs ambition),
while the WSJ tended to frame future Al in terms of business and societal outcomes rather than
philosophy — e.g., will it boost or harm the economy, or will companies overinvest? The
existential discussion was present but not front-and-center in WSJ reporting when compared to

NYT and WP.
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4.2 Research Question 2

The second research question asked: What specific fears about Al were emphasized in
The New York Times, The Wall Street Journal, and The Washington Post in 20247 The analysis
reveals several prominent narratives related to fear that appeared consistently across the
coverage, though with varying degrees of emphasis between publications.

A dominant fear framed Al with the potential to undermine truth and trust in society
through deepfakes, synthetic media, and Al-generated disinformation. This concern was
particularly pronounced during the 2024 election cycle, with the NYT and WP emphasizing this
threat most strongly. The WP noted that tools like OpenAl's Sora video generator "further raises
concerns about deepfakes as Al shows up in elections around the world" (De Vynck & Oremus,
2024). This narrative connected technological capabilities with broader anxieties about
democratic discourse and information integrity.

Economic displacement emerged as another significant fear, particularly within the
"Work and Automation" frame. Coverage frequently cited a Goldman Sachs analysis suggesting
Al could automate "300 million jobs around the world" (De Vynck, 2024a), encapsulating
widespread anxiety about labor market disruption. While all three publications acknowledged
this concern, the WSJ typically balanced it with more optimistic narratives about adaptation and
emerging opportunities, reflecting its business-oriented perspective.

Fears regarding ethical failures and algorithmic bias featured prominently, especially in
NYT and WP coverage. These publications emphasized concerns that Al systems would

perpetuate or amplify existing societal inequalities through biased decision-making, lack of
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transparency, and insufficient accountability mechanisms. Such fears were often illustrated
through concrete examples of algorithmic bias in practice rather than abstract speculation.

Environmental sustainability concerns constituted another significant fear narrative,
particularly within the "Environmental Impact" frame. The WP's characterization of Al's
"ravenous energy appetites" (Halper, 2024) exemplified growing anxiety about the resource
demands of Al development and deployment, including energy consumption, water usage for
cooling data centers, and subsequent climate impacts.

Although less frequent than other fears, existential risk narratives appeared in the
"Technological Advancements and Future Risks" frame. The NYT captured this tension as "the
question of whether artificial intelligence will elevate the world or destroy it" (Metz et al., 2024),
reflecting industry debates about advanced Al's long-term implications for humanity.

Control and governance failures represented another fear category, appearing across
multiple frames but particularly in "Policy and Governance." The WP and NYT emphasized the
gap between European regulatory action and American regulatory hesitation, suggesting
potential governance failures as Al development outpaces oversight mechanisms. Finally, within
the "AI Boom vs. Bubble" frame, financial instability fears emerged, with the NYT and WP
particularly warning about parallels to past technological manias and the potential for significant
market correction.

These fear narratives were not uniformly distributed across publications. The NYT
consistently emphasized ethical, societal, and informational risks; the WSJ focused more on
economic and competitive concerns; while the WP often highlighted both immediate practical
dangers and longer-term systemic risks. This distribution reflects each publication's broader

editorial approach to technology coverage and alignment with their respective audience interests.
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4.3 Research Question 3

The third research question asked: To what extent did the framing of Al in The New York
Times, The Wall Street Journal, and The Washington Post encourage or discourage its adoption in
2024? The analysis suggests a complex and often contradictory landscape regarding adoption
encouragement:

The WSJ consistently presented the most adoption-encouraging frames, emphasizing
competitive necessities, productivity gains, and strategic advantages of Al integration. Headlines
like "Tech Workers Retool for AT Boom" (Bindley, 2024) and feature articles advising companies
on Al implementation reflected an orientation toward practical adoption. The WSJ's business-
focused audience likely influenced this approach, as the publication frequently framed Al
adoption as essential for maintaining competitive advantage.

The NYT presented the most adoption-discouraging frames, regularly questioning the
sustainability of Al investments, highlighting ethical concerns, and featuring critical perspectives
on Al's societal impacts. While acknowledging potential benefits, the NYT's framing often
emphasized caution, deliberation, and critical evaluation before adoption.

The WP occupied a middle ground, neither consistently encouraging nor discouraging
adoption. Instead, it frequently presented balanced perspectives that acknowledged both
opportunities and challenges. The WP's coverage emphasized thoughtful, responsible adoption
rather than either uncritical embrace or categorical rejection.

Interestingly, adoption encouragement varied not only by publication but also by sector
and audience. Business audiences received more adoption-encouraging frames across all three

publications, while general public audiences and policymakers received more cautionary,
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adoption-discouraging frames. This suggests media publications tailored their framing based on
perceived audience needs and contexts.

The framing of Al across these three major publications reveals a media landscape trying
to make sense of a rapidly evolving technology with profound implications. The eight identified
frames demonstrate how various aspects of Al—economic, ethical, political, societal,
environmental, and technological—received attention in 2024 media coverage, with publications
emphasizing different dimensions based on their editorial orientations and audience

considerations.
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Chapter 5: Discussion

5.1 Findings

The thematic analysis of Al media coverage across The New York Times, The Wall Street
Journal, and The Washington Post in 2024 reveals several important patterns that contribute to
our understanding of how framing shapes public perception of emerging technologies. First, the
prevalence of the "AI Boom vs. Bubble" frame aligns with Chuan et al.'s (2019) observation that
Al coverage predominantly falls under business and technology categories. However, the 2024
coverage reflects a notable shift from the predominantly optimistic framing identified in previous
studies toward a more skeptical evaluation of Al's economic sustainability. While earlier research
found that "media narratives have not been dominated by fear-mongering" (Brause et al., 2023),
this study identifies a growing emphasis on potential risks and downsides across multiple frames.
This evolution likely reflects both the maturation of Al technologies and increased public
awareness of their limitations and unintended consequences.

The results also confirm Nielsen's (2024) observation that Al news is significantly
influenced by industry sources. The "Al Boom vs. Bubble" frame and "Work and Automation"
frame frequently cited corporate announcements and technological advancements, particularly in
the WSJ's coverage. However, the 2024 coverage also demonstrates increased journalistic
scrutiny of industry claims, especially in the NYT and WP, suggesting a maturation of
technology reporting beyond mere corporate boosterism. This represents an important
development from earlier findings by Brennan et al. (2018) that 60% of Al articles were pegged
to industry announcements, indicating a shift toward more critical, independent analysis.

The prominence of the "Misuse and Misinformation" frame and "Ethical and Moral

Challenges" frame indicates a significant focus on Al's potential negative impacts on information
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ecosystems and social norms. This aligns with what Weiss-Blatt (2023) termed the "Al Panic"
frame but extends beyond speculative future disasters to immediate concerns about electoral
integrity and information reliability. The high frequency of these frames suggests that ethical
considerations have moved from the periphery to the center of Al discourse in mainstream
media.

The findings reveal significant variations in framing between publications, reflecting
their distinctive editorial approaches and audience orientations. The WSJ's business-focused
perspective, the NYT's critical stance, and the WP's emphasis on societal implications
demonstrate how media outlets construct different narratives around the same technological
developments. This supports Van Gorp's (2007) assertion that frames are not inherent to issues
but are actively constructed through journalistic choices and organizational priorities.

The complex interplay of optimistic and pessimistic frames identified in this study
supports the observation by Chuan et al. (2019) that both utopian and dystopian narratives
coexist in Al coverage. However, the 2024 coverage reveals a more nuanced landscape than a
simple binary. Instead, each publication navigated between multiple dichotomies: innovation
versus regulation, economic opportunity versus ethical responsibility, technological progress
versus environmental sustainability, automation versus augmentation. These tensions reflect the
multifaceted nature of Al's societal implications and the challenges journalists face in capturing
this complexity.

Perhaps most significantly, the findings reveal that framing varied not only by publication
but also by intended audience and context. While business audiences received more adoption-
encouraging frames emphasizing competitive advantage and productivity gains, general

audiences encountered more adoption-discouraging frames highlighting risks and ethical
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considerations. This contextual variation in framing echoes what Entman (1993) described as the
strategic selection and salience of certain aspects of reality to promote particular problem
definitions, causal interpretations, moral evaluations, and treatment recommendations.

The identification of the "Environmental Impact" frame as a significant component of Al
coverage represents a novel contribution to the literature on Al media framing. This frame
highlights growing recognition of Al's material resource demands and ecological footprint—
aspects largely absent from previous studies of Al media framing. As technological infrastructure
becomes an increasingly visible component of environmental discourse, this frame may become
more prominent in future media coverage.

Overall, these findings suggest that media framing of Al in 2024 reflects a maturing
discourse that has evolved beyond techno-optimism or simplistic fearmongering toward a more
nuanced, multidimensional understanding of Al's implications across various domains of society.
The eight identified frames represent distinct interpretive packages through which journalists and
audiences make sense of artificial intelligence's ongoing integration into economic, political, and

cultural institutions.

5.2 Limitations

While this study provides valuable insights into AI media framing, several limitations
must be acknowledged. The explicit focus on three legacy media outlets, while justified by their
agenda-setting influence, excludes many other forms of media that increasingly play important
roles in shaping public discourse. The fact that podcasting had become a dominant medium by
2024 underscores this. The one-year timeframe (2024) of this study captures a specific moment

in Al's developmental trajectory and cannot account for longitudinal shifts in framing that occur
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over extended periods of time. The rapid evolution of Al technologies means that media framing
can change substantially in short timeframes, which limits the longevity of these findings.
Another limitation was the study’s sample size of 300 articles, representing only a
fraction of the total Al coverage produced by these outlets during 2024. The randomized
selection process mitigated potential sampling bias but cannot guarantee comprehensive
representation of all frames present in the broader coverage landscape. Visual elements, headline
framing, article placement, and other rhetorical features that contribute to framing were not
thoroughly analyzed in this study. Finally, this research examined media frames but did not
assess their impacts. The real-world influence of these identified frames remains speculative

without further research.

5.3 Future Research

Based on the findings and limitations of this study, several directions for future research
are clear. Future researchers could expand this study’s scope to include digital-native
publications, specialized technology outlets, and alternative media formats (particularly
podcasts) to provide a more comprehensive understanding of the modern media ecosystem and
how it frames AIl. Comparative analyses between legacy and digital-native media could reveal
interesting similarities and differences. Longitudinal studies tracking Al framing over extended
periods could help identify patterns and determine whether the eight frames identified in this
study are long-term features of Al coverage or transient responses to recent developments.
Researchers could also conduct experimental studies manipulating exposure to different Al
frames in order to establish causal relationships between framing and attitudinal or behavioral

outcomes. This research could more confidently answer whether modern media framing is
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encouraging or discouraging AI’s adoption, and contribute to a more comprehensive, nuanced

understanding of how media framing shapes the public’s perception and response to Al.
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Chapter 6: Conclusion

This study has examined how three influential U.S. news publications—7he New York
Times, The Wall Street Journal, and The Washington Post—framed artificial intelligence in their
2024 coverage. Through systematic thematic analysis, eight dominant frames were identified: Al
Boom vs. Bubble; Misuse and Misinformation; Ethical and Moral Challenges; Policy and
Governance; Societal and Cultural Impact; Work and Automation; Environmental Impact; and
Technological Advancements and Future Risks. These frames represent distinctive interpretive
packages through which journalists and audiences made sense of Al's complex implications
across economic, political, ethical, and cultural domains.

The findings reveal a media landscape grappling with the multifaceted nature of artificial
intelligence—simultaneously a promising economic frontier, a potential threat to information
ecosystems, a challenge to existing governance frameworks, and a transformative force across
society. The variations in framing between publications reflect distinctive editorial orientations:
the WSJ's business-focused perspective emphasizing strategic adoption, the NYT's critical stance
questioning corporate claims and highlighting risks, and the WP's attention to societal
implications and human impacts.

This research makes several contributions to the literature on media framing of emerging
technologies. It provides a detailed analysis of Al framing at a critical moment in the
technology's development and public consciousness. It identifies frames that increasingly
dominant coverage, such as the "Environmental Impact" frame, that provide evidence for
growing recognition of the technology's material resource demands and other practical

considerations as adoption increases. It also demonstrates how media outlets construct different
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narratives around Al based on their editorial priorities and audience orientations, confirming the
active role of journalism in shaping public discourse about emerging technologies.

The patterns identified in this study suggest a maturing media discourse that has evolved
beyond simplistic techno-optimism or fearmongering toward a more nuanced understanding of
Al's multifaceted implications. While earlier research found predominantly positive framings of
Al with an emphasis on economic benefits, the 2024 coverage reveals increased attention to
ethical challenges, governance questions, and potential downsides across multiple domains. This
evolution likely reflects both the growing sophistication of Al technologies and increased public
awareness of their limitations and unintended consequences.

As artificial intelligence continues to advance and integrate into various domains of
society, the frames through which media present these developments will significantly influence
public perception, policy responses, and adoption trajectories. By identifying and analyzing these
frames, this research contributes to a more reflexive understanding of how public discourse about
Al is constructed and how it might evolve to better serve democratic deliberation about this
transformative technology.

The news media do not merely report on Al developments but actively participate in
constructing their meaning through selection, emphasis, and contextual interpretation. As
Entman (1993) noted, to frame is "to select some aspects of a perceived reality and make them
more salient in a communicating text, in such a way as to promote a particular problem
definition, causal interpretation, moral evaluation, and/or treatment recommendation" (p. 52).
The eight frames identified in this study represent distinctive ways of defining Al's problems,
diagnosing their causes, making moral judgments about their implications, and suggesting

appropriate responses.
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By illuminating these framing patterns, this research aims to foster more critical media
literacy among audiences and more reflective practices among journalists covering Al.
Understanding the frames through which we encounter artificial intelligence is an essential step
toward ensuring that public discourse about this technology serves democratic values and the
common good rather than merely reflecting industry narratives or fueling unproductive anxieties.

As Al continues to transform our information environments, economic structures, and
social interactions, the quality of public deliberation about these changes will depend
significantly on the frames available for making sense of them. This study contributes to that
deliberation by making visible the interpretive structures through which one of history's most
consequential technologies is being presented to the public in this pivotal moment in its

development.
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