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Abstract

In the wake of 2008-09 financial crisis, the federal reserve performs a stress testing exercise on large

US banks to assess their ability to withstand hypothetical crisis events. The proposed stress tests have

been facing criticism from industry analysts and watchdogs as they are viewed to be both implausible

as well as not adverse to banks. We propose a generative deep learning method with adversarial mod-

ules tailored toward a dual goal - generating plausible and adverse economic scenarios for banks. We

independently show dominant performance of our scenario generation module and bank performance

prediction module, compared to previous methods in literature. A front to back neural network allows

us to simultaneously optimize both modules over an objective function which balances plausibility of

generated scenario and adversity to bank performance. We are able to generate from our model hypo-

thetical economic scenarios that are at least 20 times more likely to happen and upto 70% more risky

to the financial industry compared to tests performed by Federal Reserve in 2016. Our method assesses

risks independent of banks’ own valuation model and scales well to evaluate over 1000 US banks without

intensive regulatory effort.

Keywords : FinTech, Deep Learning, Algorithms in Business, Stress Testing, Financial Regulations

1 Introduction

The sub prime crisis of 2008-09 has produced a great deal of debate on how to regulate banks and avoid a

re-occurrence of such an event. Banks generate profits by lending out their deposits to credit worthy entities

and individuals. Prior to 2008-09 most financial institutions considered residential real estate loans as a safe
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bet. However once the real estate market collapsed, the borrowers defaulted and the banks found themselves

unable to cover the losses. While the housing bubble behind the crisis was the biggest in decades, losses

and defaults in individual sectors of an economy are a normal phenomenon. The U.S. Treasury Secretary

in 2009, Timothy Geithner testified [1] before congress about the need to require financial firms to maintain

strong capital and liquidity positions. Strong capital positions - size of deposits relative to size of loans -

allow financial institutions to withstand unforeseen events. Financial Stress Tests are a mechanism for regu-

lators to determine the capital strength of a financial institution to deal with adverse economic environment.

Following on these lines, Dodd-Frank Act Stress Test (DFAST) [2], Comprehensive Capital Analysis and

Review (CCAR) [3] and European union bank stress tests are few of the banking assessments that have

become regular exercises. A good stress testing helps regulators reduce likelihood and severity of losses

faced by banks during future economic downturns [4].

Financial stress testing is an assessment of bank performance under hypothetical stressful economic scenar-

ios. Good stress test scenarios must be independent, forward looking and conservative [4]. Firstly, economic

models that project likely economic events and banks performances must be independent of valuation mod-

els used by the banks themselves. Secondly, a forward looking approach ensures that tests are designed to

counter likely adverse future events (e.g. global trade war or cyber-security meltdown) instead of over -

reliance on past events (e.g. housing bubble). Finally asking banks to exhibit robustness to inconceivable

extremes would discourage lending and hurt their profitability. Over-regulating could therefore stifle the

economy altogether by driving out worthy borrowers. To achieve these features in a stress scenario, an ef-

fective reusable method to generate the scenarios must balance plausibility and adversity to banks.

The current methodology employed by US Federal Reserve has come under criticism with regards to -

opacity of Feds methodology for generating the stress scenarios as well as its actual effectiveness [4]. Some

experts have encouraged the Fed to incorporate events that are not in the historical record and to allow the

list of variables included to evolve [5]. The stress testing exercise was lauded across the board in early years

of its inception [6]. However subsequent yearly exercises appear to have become easier on the banks, which

could both indicate strength of banks or the scenarios not being adverse enough. Daniel Tarullo (Fed Board

of Governor until 2017) had promised evolution of stress testing methodology to address some of these

issues [38].
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Our work provides a method for a regulator to sample realistic and comprehensive economic scenarios tai-

lored toward upcoming risks for individual bank or the industry as a whole. Our method is able to find

scenarios that are more likely to happen as well as more adverse to banks performance compared to sce-

narios proposed by CCAR test run by US Federal Reserve. We develop a generative deep learning method

with iteratively competing adversarial neural network modules. While one module stochastically generates

samples that resemble economic environment, the other two modules (Discriminator and Predictor) force

the first module to confine a large sampling probability mass into certain regions. Specifically regions which

correspond to plausible economic scenarios that are stressful to bank portfolios. This neural networks is able

to outperform other methods by learning complex non linear functions that approximate underlying struc-

tural relationships between economic variables in its deep layers.

Our work is related to multiple streams of literature. First it is related to studies which have proposed ways

to generate economic scenarios for stress testing (Jamshidian et al 1996, Glasserman et al 2015, Flood and

Korenko 2015) or studies which have proposed methods to predict how banks perform under future eco-

nomic scenarios (Carling et al 2004, Kalrai and Scheicher 2002, Salas and Saurina 2002, Covas et al 2014).

Second our work is related to the emerging work on Fintech in Information Systems (Hendershott et al.

2018). In this space our work is related to studies which use quantitative models to predict consumer fi-

nancial decisions (Burtch et al. 2017, Hitt and Frei 2002), firm performance (Subramani and Walden 2001,

Dewan and Fei 2007) or stock performance (Agarwal et al. 2017, Park et al. 2013, Tetlock et al. 2001).

Finally, our work is related to the stream of research in Information Systems that builds machine learning

models for prescriptive/predictive analysis (Sahoo et al. 2014, Fang et al. 2013, Singh et al. 2010).

In the next sections we first provide an introduction of stress testing. Further we describe methods proposed

in past literature and contrast them with our deep learning approach. Section 4 discusses our data collection

and challenges relating to missing observations and high dimensionality. Finally section 5 reports compari-

son of our method against those proposed in past literature. Most significantly we use our model to sample

scenarios that are upto 70% more risky to the financial industry and 20 times more plausible compared to

scenarios proposed by Federal Reserve in CCAR 2016 tests. Specifically for the top 15 biggest banks our

scenario stresses Capital Ratio of at least 4 banks (Citizens Financial Group 8.20%, Comerica Incorporated
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Figure 1: Evolution of Commercial Real Estate Price Index (top) and CPI Inflation Rate between 1976 and 2016. Also CCAR’s baseline, adverse
and severely adverse hypothetical scenarios proposed in 2016, 2017 and 2018.

8.1%, M&T Bank Corporation 8.11%, Sun Trust Bank 7.31%) below 8.5% in a single quarter. While the

exact methodology used in current CCAR tests remain confidential, our method has the potential to be a

substitute. Industry practitioners (regulators and investors) may also be interested in specific crisis events -

collapse in Technology sector owing to privacy concerns or global trade wars. Our method can be used to

project performance of banks to such crisis.

2 Stress Testing Primer

Economic scenarios in a stress test are typically made up of hypothetical values of macro (e.g. GDP, Un-

employment) and micro (e.g. crude oil price, stock indices) risk factors over 4 to 16 quarter horizon. Three

different settings - baseline, adverse and severely adverse are provided for each variable. The baseline set-

ting projects the most likely evolution of the economic variables. The adverse and severely adverse settings

projects the evolution of these variables under an economic crisis. Figure 1 shows actual historical values

of two macro variables (Commercial Real Estate Price Index and CPI Inflation Rate) as well as the baseline

(green), adverse (yellow) and severely adverse (red) settings proposed in 2016, 2017 and 2018 CCAR tests.

In response the regulator assesses bank’s ability to withstand these scenarios by analyzing the state of their

portfolios. While the regulators can not publicly reveal details of each bank’s portfolio, they announce re-
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sulting capital ratio for each bank. Capital Ratio is a composite measure of a bank’s capital relative to the

riskiness of its portfolio (equation 1). A bank with larger deposits can lend out a greater amount or lend to

risky borrowers. However a bank would be perceived as weak if it lends out disproportionately more relative

to its deposits. While there is no unique passing threshold, Basel III international regulatory accord defines

8.0% as the minimum (Tier 1) capital adequacy ratio. Table 1 reports the actual capital ratios in 2017 and

projected ratios under CCAR’s severely adverse scenario. Santander Holdings USA with a projected ratio of

13.7 largely withstood the test scenario since its actual ratio was not too different at 16.1. In contrast, CITI

Group ends up with a low ratio of 6.8 under the test scenario indicating that it will be seriously stressed if

the proposed economic scenario were to happen.

Tier 1 Capital Ratio =
Tier 1 Capital

Risk Weighted Assets
(1)

Table 1: 2017 CCAR Test Results

T1 Capital Ratio
Bank Holding Company (BHC) Actual Projected
CIT Group Inc. Original 14 6.8
Citizens Financial Group 11.4 6.9
Comerica Incorporated 11.1 7.5
Deutsche Bank Trust Corporation 64.4 58
KeyCorp Original 10.9 6.5
M&T Bank Corporation 11.9 7.3
Santander Holdings USA 16.1 13.7
SunTrust Banks 10.3 6.8
Zions Bancorporation 13.5 7.7

Figure 1 also reveals an interesting insight into the potential thinking behind scenario generation by the

Federal Reserve. Both these factors have witnessed periods of upheaval - CRE-PI in 2008 housing crisis

and CPI in late 1970s driven by energy supply shocks. In the proposed CCAR scenarios while CRE-PI has

been stressed by regulators similar to the values in 2008 crisis, CPI has not been stressed significantly from

the baseline. This indicates that regulators have tried to ensure that banking industry is immune to a repeat

of the 2008-09 financial crisis. The choice of scenarios by the regulators that imitate crisis that are fresh in

memory may well be more plausible. However over emphasis on such tests could make the financial insti-

tutions myopic to other potential risks. More generally, regulators inability to propose comprehensive set of

scenarios - driven by peer pressure or group think [7] - runs the risk of creating a false sense of security in

the markets.
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Actual stress test exercises (DFAST, CCAR etc) perform a bottom up approach based on detailed models

and confidential supervisory data to assess a financial institution’s performance. Our paper primarily focuses

on establishing a contrast with the CCAR test which is the most comprehensive test for largest US banks

that are critical to the financial system. When devising our own method for generating stress scenarios, it

is critical to project the banks balance sheet under the hypothetical scenario. Unfortunately, as academic

researchers we do not have access to confidential bank portfolios. We must therefore focus on a top down

approach which uses macro economic and market data combined with public regulatory filings to predict

revenues, losses and resulting capital ratios. Vector Auto regression models (Carling 2003, Kalirai 2002,

Salas 2002), fixed effects quantile auto regressive model (FE-QAR, Covas et al 2014) and CLASS Model

(Hirtle et al 2016) are few such methods proposed in literature. It is important to note that method used by

regulators (top-down or bottom-up) should ideally stay away from reusing banks internal valuation models.

Banks’ internal valuation models may well be sophisticated and accurate but may also opaquely incorporate

assumptions. The widely held positive valuation of Collateral Debt Obligation (CDO)s before the sub prime

crisis is one such instance. Most banks continued to over value CDOs irrespective of crashing underlying

asset [7] i.e. residential real estate prices.

On the scenario creation end, the actual methodology used by Federal reserve to create their stress scenarios

remains confidential. Prior literature offers two classes of solutions for constructing plausible economic

scenarios - structural and statistical. The Global Economic Model (GEM,[18],[20],[19]) and Global Auto

regressive Model (GVAR, [17]) are two widely used structural models. Jamshidian et al 1996, Flood et al

2015, Glasserman et al 2015, Grundke and Pliszka 2015 are few of the statistical approaches.

3 Our Approach

We describe below two components of our neural network model - Scenario Generator and Performance

Predictor. Parameters of these two components would be estimated to optimize a combined plausible plus

adverse objective function. We also contrast each of the modules with existing methods proposed in prior

literature as well as metrics chosen for comparison.
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Scenario Generator

Selecting plausible scenarios corresponds to sampling from a true joint probability distribution P (Z) of all

macro and micro economic variables Z. Our scenario generator module builds upon Generative Adversarial

Networks (GAN, [21]) that have recently shown extraordinary ability at generating real looking photographs

and texts in Computer Science research. This method relies on two deep neural network modules that

compete against each other The Discriminator (D�(Z) ) differentiates between real and fake samples while

the Generator (G) creates fake samples in an attempt to fool the Discriminator. The Generator eventually

becomes really good at creating realistic samples by learning a joint probability distribution P�(Z) over

this high dimensional feature set Z i.e. pixel values in case of an image. Figure 2 (b) illustrates how the

generator maps from white noise onto theZ space. The generator parameters � are randomly initialized. The

resulting distribution of P�(Z) looks very different from the distribution of real samples P (Z). However as

the parameters are updated iteratively, the generator’s mapping from white noise to Z space starts to look

indistinguishable from the real samples P (Z). Once the generator fully mimics P (Z), the discriminator is

unable to improve upon its target to tell the fake samples from real ones. This method derives its power

from the learning algorithm’s ability to break down high dimensional complex distributions into simpler

building blocks learned by shallow layers of the network. The deeper layers combine together simpler

blocks into more sophisticated constituents. Intuitively we would want shallow layers to learn structure

between say interest rates (3m,1y,5y,10y,mortgage,prime etc), commodity (SnP GSCI, CCI, gold, oil etc)

while the deeper layers learn how to combine interest rates, commodities with GDP and unemployment to

create realistic combinations.

The statistical approaches in prior literature ([14], [16], [13]) typically estimate a variance co-variance matrix

of joint ellipsoid (Multivariate Normal, t, Laplace) distribution across market risk factors (equation 2). The

neural network in our method is able to learn distributions more nuanced than ellipsoid forms allowed in

existing literature. GVAR method - one of the structural approaches - models interactions between countries

(equation 3) by allowing country specific macro economic indicators to be a function of other countries’

indicators weighted by the level of interaction in terms of trade. This and other structural models are however

limited to a handful of macro economic variables and fail to jointly specify much larger domain of micro

economic variables. This limitation is key since bank portfolios may have significant sensitivity to micro

variables (indices, commodity prices) that would otherwise be obscured if macro variable alone are stressed
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(a) Network Architecture

(b) Training Iterations

Figure 2: Generative Adversarial Network [ref]

[23].
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wi;jzj;t] + �i;t (3)

Further our method is also able to induce conditional distribution [22]. This has clear benefits in two practical

situations - (1) statistical regime shifts i.e. what was plausible 10 years back may not be plausible today

([24], [25]). Our model learns the joint distribution conditional on time P�(Z=year) therefore robust to

at least smooth statistical drifts. (2) Expert contribution i.e. regulatory body may want to prescribe a

very specific structure on a handful of macro variables Z1 perhaps anticipating a specific event otherwise

imperceptible from historical data. Our model allows a simple extension to learn P�(Z=Z1). The equation

4 describes the combined objective function for a Conditional GAN. The subsequent equation 5 and 6 show

the iterative updates to generator �G and discriminator �D parameters.

min
G�

max
D�

Ez�pobserved(z)[logD(z=z1)] + E��N(0;�)[log(1�D(G(�=z1)))] (4)

�D := �D + �r�D
1

m

X
i

[logD(z(i)=z
(i)
1 ) + log(1�D(G(�(i)=z

(i)
1 )))] (5)
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�G := �G + �r�G
1

m

X
i

log(1�D(G(�(i)=z
(i)
1 ))) (6)

Any scenarios generator (Conditional GAN or Multivariate Normal) is assessed on the basis of the like-

Figure 3: Architecture of our neural network model consisting of four key components - Generator (top left), discriminator (bottom right),
predictor (top right) and denoiser (bottom left).

lihood it assigns to actual scenarios observed. A very low likelihood would indicate that these generative

models (P�(z) or Pmvn(z)) have not learned a probability distribution that resembles the true distribu-

tion P (z). Calculating the log likelihood is fairly straightforward in case of MVN or MV-t distribution.

However our generative network G� does not have a closed form specification that assigns likelihood to

a single observation zi. Also the neural network module is irreversible i.e. it can not calculate all pos-

sible inputs P (input=output; year) that would generate a given output. At its core we need to calculate

P�(z) from an un-normalized model G�(z; inputNoise) which in turns need the normalization constantR
P�(inputNoize)d(inputNoise). We utilize Annealed Importance Sampling (AIS) combined with bidi-

rectional Monte Carlo for validation proposed by Wu et al 2017 [26] for this purpose.

Bank Performance Prediction

Methods in prior literature ([8], [9], [10], [11], [12]) construct linear models (equation 7) that predict future
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loan portfolio losses (Yi;j;t) as a function of past losses (Yi;j;t�1), current macro economic scenario (Zt)

and bank characteristics (Xi;t�1). The bank characteristic X and performance indicators Yj are collected

for each bank i at quarterly periods t. Eventually the performance of loan portfolio Yi;j;t are transformed

(equations 8,9,10) to the Capital Ratio CRt;i as a measure of the banks ability to cushion against losses in

the loan portfolio that are not offset by other sources of revenue. Most top down methods to predict bank

performance are limited by the number of observations for P (Yi;j;t=Yi;j;t�1; Zt; Xi;t�1), since banks report

their performance with at most quarterly frequency.

yi,j,t = �0 + �1 � yi,j,t−1 + β2 � zt + β3 � xt−1,i + �i,t (7)

Net Charge Off n̂coi,t =
X
j

loani,j,t−1 � ^yi,j,t (8)

Book EquityÊi,t = Ei,t−1 + 0:65 � ( ^ppnri,t � n̂coi,t)� Dividendsi,t−1 � Stock Repurchasesi,t−1 (9)

CRt,i =
Êi,t � Reg Capital Deductionst−1

Risk Weighted Assetst−1

(10)

Our module relies on Long Short Term Memory (LSTM, [27]) neural network. The power of this method

is derived from its ability to utilize historical regulatory reporting (FR-Y-9C) data for over 1000 banks. The

neural network internally clusters together banks that have similar characteristics (Xi1;t � Xi2;t) and per-

form similarly (Yi1;j;t � Yi2;j;t) in past. This in turn allows the model to approximate future performance

relying on observed performance of neighboring (in clustered space) banks. Our problem statement Yi;j;t is

a time series with strong auto regressive dependence (Yi;j;t�1; Xi;t�1; Yi;j;t�2; Xi;t�2::). Computer Science

literature shows utility of LSTMs in predicting next words in a sequence of text where subsequent words

depend not only on its close neighbors but may depend on context implied by words a few sentences back.

Since LSTM’s endogenously figure out what history is important these models are the ideal choice for us.

Each LSTM unit in the predictor module receives as an input economic scenario Zt and bank i’s character-

istics in the previous period Xi;t�1. At each time step it predicts the loss rates Yi;j;t in each loan category j.

Finally we need to derive Capital Ratio for each bank based on its predicted loss rates over the loan portfolio.

Most previous methods use one or the other non stochastic formulation (equation 9,10,11) to project the Cap-

ital Ratio. Once again our method relies on the dense clustering of bank to learn P (T1CR=Yi;j;t; Xi;t�1)
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f t = � sigmoid (Wf � [Z t ; X i;t � 1 ] + Uf ht � 1 + bf )

i t = � sigmoid (W i � [Z t ; X i;t � 1 ] + Ui ht � 1 + bi )

Yt = � sigmoid (Wo � [Z t ; X i;t � 1 ] + Uoht � 1 + bo )

ct = f t � ct � 1 + i t � � tanh (Wc � [Z t ; X i;t � 1 ] + Ucht � 1 + bc )

ht = Yt + � tanh (ct )

(12)

instead of handful of sparse observations for a single bank or a constant formulation for the entire industry.

T1CRt = Wdense � [Yt ; Z t ; X i;t � 1] + bdense (11)

Plausible and Adverse Balance

We de�ne an objective function (J) as balance between Plausibility and Adverse Capital Ratio. Beside the

arguments speci�c to each module discussed above, a key motivation for using neural networks arise from

the utility of the backpropogation algorithm used to train these networks. A front to back neural network

allows us to backpropogate this objective function over the entire network. The backpropogation step es-

sentially �ne tunes network weights in proportion of each parameters effect (derivative) on the objective

function. As a result, the Generator (G� (Z ) ) network parameters are calibrated to sample comprehensive

stress scenarios. As shown in equation 13 the objective function could also be tailored to include T1 Capital

Ratio of a single bank therefore allowing one to sample effective stress scenario for a single bank.

� G := � G + � r � G

1
m

X
 � log(1 � D (G(�=z1)))

| {z }
Plausibility Loss

+(1 �  ) � LSTM-T1CRi; 2018(G(�=z1))
| {z }

Adversity Loss

(13)

4 Data

We describe below two major category of data we collect - (1) Macro & Micro economic variables and (2)

bank characteristics & performance variables.

Macro and Micro Economic

We use 16 macro economic variables such as GDP, Unemployment Rate, CPI reported by Federal Reserve as
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Table 2: Descriptive Statistics for Macro Economic Variables (1976-2017)

variable mean std min median max
Real GDP growth 2.82 3.12 -8.2 2.95 16.5
Nominal GDP growth 6.03 4.01 -7.7 5.5 25.2
Real disposable income growth 2.9 3.39 -15.7 2.9 10.9
Nominal disposable income growth 6.18 4.18 -14.5 5.9 19.2
Unemployment rate 6.4 1.56 3.9 6 10.7
CPI in�ation rate 3.72 3.23 -8.9 3.2 16.7
3-month Treasury rate 4.68 3.57 0 4.9 15.1
5-year Treasury yield 6.08 3.44 0.7 6.05 15
10-year Treasury yield 6.6 3.12 1.6 6.4 14.6
BBB corporate yield 8.34 3.09 3.7 7.6 17.6
Mortgage rate 8.24 3.31 3.4 7.75 17.6
Prime rate 7.73 3.64 3.3 7.9 20.3
House Price Index (Level) 98.54 49.11 23.6 81.8 193.9
Commercial Real Estate Price Index (Level) 134.37 60.84 50.9 107.55 293.9
Dow Jones Total Stock Market Index (Level) 10309.58 5543.94 2417.1 10741.7 23276.7
Market Volatility Index (Level) 26.38 10.67 12.7 22.85 80.9

part of CCAR as our primary source. Each of the variables are reported between 1976 and 2017 at a quarterly

frequency (Table 2)Zmacro . We collect daily end of day prices for major commodity & stock indices,

Government Bonds, Interest Rate Swaps, Currency Swaps and Commodities between 1980 and 2017. These

correspond to the various category of micro economic variables included in CCAR stress scenarios (Zmicro ).

Continuity of these time series variables over the entire period of more than 30 years is a major limitation.

These micro variables (specially indices) are often updated to create new ones. In the absence of a full panel

(z1; z2; :::; zn )t we must still incorporate the marginal distribution
R

zn
::

R
zm +1

p(z1; z2; ::zm ; zm+1 ; ::; zn )

implied by the incomplete panel(z1; z2; :::; zm )t into our parameter estimation. We add a de-noising auto

encoder [28] module to achieve this in our method.

Bank

We source information about Banks using FR-Y-9C which consolidate �nancial statements for Bank Holding

Companies (BHC). Banks loan portfolio breakdown into Commercial and Industrial (C&I), Construction

and Land Development (C&Ld), Multi family real estate (MF), Nonresidential real estate (CRE), Home

equity line of credit (HLC), Residential Real Estate (RRE), Credit Card (CC) and Consumer (C) serves as

the bank characteristic (X i;j ). The quarterly losses in each of respective loan categories - Charge Off Rates

- describes the banks performance (Yi;j ). Given signi�cant changes in FR-Y-9C reporting standards since

1990 we describe in redAppendix x detailed calculations used to derive these variables. An important choice

is the set of banks we select for estimating parameters of our model. The FR-Y-9C dataset includes banks

that go bankrupt. If we only include banks that appeared in the last reporting period, our models runs the

risk of learning from banks that survived previous stressful conditions i.e survivorship bias. We select a bank

into our sample if it reports under FR-Y-9C for at least 8 consecutive quarters anytime since 1990 to avoid
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Figure 4: Evolution of Loan loss rates for two loan categories between 1990 and 2017. Most signi�cant losses (above 4%) were observed in 2008.

this. Table 3 reports aggregate levels of loans, losses (charge off rates) and projected revenues for these

banks in the 18 years period between 1990 and 2007. It is important to note that loan loss rates typically

have a median value of 0% and a mean value of less than 1%. This indicates that under normal economic

environment banks typically do not report any signi�cant loan recovery losses. Figure 4 illustrates peak loan

losses observed in two of the loan categories. Loss rates of greater than 5% sustained for over 8 consecutive

quarters in C&Ld re�ect the impact of housing crisis.

Table 3: Descriptive Statistics of Bank Portfolio and corresponding performance between 1990 and 2017

category variable mean std median max

Loans (In Mn USD)

C&I 2.45 11.80 0.126 205.09
C&Ld 0.47 1.94 0.05 41.11
MF 0.24 2.01 0.017 7.02
CRE 0.99 6.81 0.03 121.76
HLC 1.37 5.30 0.23 104.62
RRE 3.00 19.32 0.19 330.53
CC 0.72 6.96 0.01 149.55
C 1.31 6.83 0.05 106.28

Net Charge Off Rate (0-100)

C&I 0.59 7.14 0.04 100
C&Ld 0.69 7.38 0 100
MF 0.22 9.54 0 100
CRE 0.18 5.9 0 100
HLC 0.3 16.36 0 100
RRE 0.2 5.27 0.01 100
C 0.65 7.31 0.1 100

Pre Provision Net Revenue Ratio

Net II 3.53 3.27 0.89 16.95
TI 0.03 0.19 0 1.34
Non II 1.63 3.08 0.28 19.33
CI 1.75 1.86 0.41 4.23
FAE 0.44 0.58 0.10 1.23
Non IE 3.29 3.54 0.76 10.58
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Z = [ Real GDP Growth; Real Disposable Income Growth; :::; Market Volatility Index]
| {z }

[Z 1 ;Z 2 ;:::;Z 12 ]

� i = (1 =T)
TX

t

Z i;t ; � i = (1 =T)
TX

t

(Z i;t � � i )2 ; �Z i = ( Z i � � i )=� i

[T1 ; T2| {z }
; :::; T12 ] = [ Z1 ; Z 2 ; :::; Z 12 ] � W 0

|{z}
Projection Matrix

T1 ; T2 : First two principal components represented as x and y

(14)

Figure 5: The �gure illustrates the composition of the 2 Principal components - bright (yellow) shade representing positive correlation, dark (blue)
shade representing negative correlation and milder colors representing zero correlation. The 1st component is positively correlated with 3-month &

10-year treasury yields, BBB Corporate yield, Mortgage & prime rates. These variables constitute the key interest rates in the US economy and
they are often correlated with each other. The second component captures the variance in GDP, income and market volatility.

Figure 6: The �gure represents the evolution of macro economic environment between 1976 and 2016 projected on 2 dimension axes. As
suggested by the scatter points from 1976 to 2016 the key interest rates (x-axis) have roughly moved from high to low barring infrequent

exceptions. Most noticeably a big vertical jump between 2008 and 2009 indicates the volatile market and the downward shock in GDP and income
growth experienced during the housing crisis.
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5 Results

In this section we �rst compare the scenario generation module with statistical methods in previous liter-

ature. Secondly we demonstrate our prediction modules against various auto regressive structural models

proposed in the past. Finally we evaluate if our combined model allows us to sample stress scenarios that

would be more effective compared to those proposed in CCAR tests over the past few years.

Scenario Generation

We estimate parameters of our scenario generation module (G� ; D � ) using macro economic variables be-

tween 1976 and 2007. We also estimate a Multi variate normal and t-distribution similar to those proposed by

existing literature. Figure 7 (a) illustrates the observed historical probability distributionP(z=year < 2016)

(in grey) for the 10-year treasury yield. This distribution shows a multi modal characteristic which can not

be modeled using a normal (N (�; � )) distribution (in red). Our methodG� on the other hand is able to

approximate this multi modal behavior (�gure 7 (b)).

Figure 7: (a) Top half shows histogram of historical treasury yield values (grey), histogram of yield values observed in out of sample period
2016-17 (green) and multi variate normal model (red). (b) Bottom half shows distribution of CGAN samples in training and test periods.

It is important to note the our objective is not to predict the most likely value of the 10y treasury yield
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in 2016-17. Instead we want to predict the distribution of possible values, so that we can pick plausible

values that have adverse impact on banks. The 10-y treasury yield has drifted toward smaller values in

last two decades. We illustrates this drift in Figure x (a) by comparingP(z=year >= 2016) (in green)

againstP(z=year < 2016) (in grey). Clearly the normal distribution does not automatically account for

this drift and therefore places were little probability on the likely values of the 10-y yield in 2016-17. This

is an instance where our Conditional GAN model performs signi�cantly better. Figure 7 (b) shows our

Conditional GAN models ability to not only closely �t the multi modal nature of the historical distribution

P� (z=year < 2016) (in grey) but also to project the statistical drift.P� (z=year >= 2016) illustrated in

green on the bottom half approximates the most signi�cant mode when compared to actual observed values

in future.

Table 4: Scenario Generation Performance

Log Likelihood
Data Scope CGAN MVN MV-t

Setting 1
Training (1976-2007) -9.06 -11.23 -12.92
Testing (2008-2009) -17.41 -20.77 -19.44

Setting 2
Training (1976-2015) -9.56 -11.02 -13.19
Testing (2016-2017) -10.59 -15.89 -15.94

Qualitative comparisons - as we did above - are relatively limited to researchers ability to visualize upto 2

or 3 dimensions. Such non ellipsoid (and multi modal) distributions and statistical drifts become even more

prominent when studying joint distribution among a large number of economic variables. As discussed in

section 3 we primarily assess the effectiveness of our generative model using the AIS Likelihood method.

When the competing models are trained on macro economic environment between 1976 and 2015 (160 quar-

ters), the multivariate normal assigns a mean likelihood(1=160)
P

t LL mvn (Z t ) of -11.02. In comparison,

the CGAN model assigns a mean likelihood of -9.59. This corresponds to the CGAN model assigning more

than 4 (e� 9:56+11 :02 = 4 :17) times the probability assigned by the MVN model to actual observed economic

environment. The MVN model is therefore distributing a much higher probability density in regions ofZ

space that have not been actually observed. Note that tightly �tting to the training economic scenarios is not

enough. The comparison on the out of sample test set indicates that the CGAN model assigns more than 200

(e� 10:59+15 :89 = 200:33) times the probability assigned by the MVN model to actual observed economic

scenario in the out of sample period.
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Bank Performance Prediction

Parameters for this module are estimated using the historically observed performance of banks as reported

on FR-Y-9C. These reports incorporate a fairly wide spectrum of bank portfolios under different economic

environments faced in the last three decades. We expect our model to learn non linear relationship between

economic environment, bank characteristics and portfolio performance. The number of parameters (W; U; b)

in this module as discussed earlier run into tens of thousands. Regularity parameters ensure that the non

linear function learned do not over �t to sparse observations. We estimate these parameters under two

independent settings - (1) Time Split where all bank performance (Yi;j;t ; T1CRi;t ) are used between 1990

and 2007 and (2) Bank Split where 80% of all banks are used between 1990 and 2017. Table 5 reports the

RMSE (root mean squared errors) to establish that our model is able to predict successfully for a previously

unseen economic scenario. We predict 4 quarters or 1 year out into the future. We compare against three

models in existent literature Vector Auto regression (VAR, [8],[9],[10]), Fixed Effects VAR, Fixed Effects

Quantile VAR [11]. We report an RMSE of 0.51 using our model which means that if our model predicts

2% loan loss rateon an averagethe true rate is around1:49%and2:51%.

Figure 8: (a) Left half compares predictions from LSTM, VAR, FE-VAR and FE-QAR models against actual loan loss rates. (b) Right half
additionally shows 25% - 75% percentile bands around the FE-QAR and LSTM predictions.

Table 5: Bank performance prediction model comparison

Root Mean Squared Error

Data Scope LSTM VAR FE-QAR

Loan Loss Ratio
Training (1976-2007) 0.086 0.086 0.10

Testing (2008-2016) 0.61 0.94 0.88

Note that a single speci�cation of economic scenario may not always have the same performance outcome.

Observable characteristics of bank portfolios as well as unobservable market wide sentiment may result in
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a signi�cantly more extreme performance outcomes than the mean prediction. A regulator needs to ensure

that loan losses are very likely (sayp > 0:90) to remain within manageable regions. Therefore looking at

the mean (or median) performance prediction may not be suf�cient. This forms a key motivation for the

choice of quantile regression by Covas et al. The �gure 8 (b) illustrates the band of 25-75% region as pre-

dicted by the FE-QAR model. We also create a similar prediction band by manipulating weights assigned to

historically observed bank performances. To identify the 75% percentile region we include in out training

set banks that performed in the bottom 25% among all banks in the corresponding year. We qualitatively

compare the 25-75% band generated this way with the one proposed by a QAR model 8 (b). We �nd the

band generated by out model to be narrower and �t more closely with actual observations.

Plausible and Adverse

� G := � G + � r � G

1

m

X
 � log(1 � D (G(�=z1 )))

| {z }
Plausibility Loss

+(1 �  ) � LSTM-T1CRi; 2018 (G(�=z1 ))
| {z }

Adversity Loss

(15)

Our ultimate objective is to combine the scenario generation module with bank performance prediction

to effectively sample plausible & adverse stress scenarios. We compare both the plausibility and adverse

impact on banks by scenarios sampled by our method as well as the scenarios proposed by Federal Reserve

as part of the CCAR tests in 2016, 2017 and 2018. The �gure below depicts a 1 dimensional (principal com-

ponent) representation of the macro economic environment. The probability distribution over the domain

of macro economic variables is based on sampling fromG� (z=year = 2017). The probability distribution

is signi�cantly concentrated on the right hand side; roughly indicating the most likely region where future

economic environment is likely to move given the state at end of 2016. A much smaller density on the right

indicates yet another potential region where the economy may move to in 2017. We also overlay the severe

and severely adverse scenarios suggested by CCAR tests in 2016. Both these scenarios lie in a relatively

implausible region between the two density modes. The scatter points indicate the combined loan charge

off rates across all bank holding companies predicted at different economic situations. Note that the scatter

points are distributed over a fairly broad band i.e. we do not predict a unique value of bank performance

over the domain of economic environment. This is the result of dimensionality reduction (PCA) we per-

formed for ease of visual portrayal. A single principal component only captures a small part of the overall

high dimensional space. Economic scenarios that are apart in the original space get mapped onto a single

point on the principal axis. Nevertheless we do see a rough trend in performance of the banking industry
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worsening from right to left.

Figure 9: shows probability distribution (�ll region) and bank loan performance (scatter points) over the domain of economic scenarios. Vertical
bars representing end of 2016 Q4 economic state (right most), 2017 CCAR adverse scenario (2nd from right), 2017 CCAR severely adverse

scenario (2nd from left) and CGAN sampled stress scenario (left most). We also indicate the likelihood and loan performance for each of these
scenarios.

Table 6: Comparison of resulting Loan Loss rates for scenarios sampled from our CGAN model and CCAR tests proposed by Federal Reserve.

year Setting Log Likelihood Loan Loss Rate

2017

Baseline -12.77 0.11%

Adverse -26.21 0.29%

Severely Adverse -26.27 0.47%

CGAN -23.23 0.52%

Table 7: Comparison of resulting Capital Ratios for some of the 15 biggest US banks for our CGAN model and CCAR tests proposed by Federal
Reserve.

Bank Holding Company (BHC) CCAR Baseline CCAR Adverse CCAR Severely Adverse CGAN
Citizens Financial Group 11.4 9.92 8.66 8.20
Comerica Incorporated 11.1 9.88 8.54 8.10
KeyCorp Original 10.9 10.35 9.15 8.72
M&T Bank Corporation 11.9 10.59 9.16 8.11
SunTrust Banks 10.3 8.96 7.72 7.31
Zions Bancorporation 13.5 12.28 10.8 10.26

The relative weightage for plausibility and adversity ( ) is a subjective choice that can be left to the regulator.

We illustrate the effectiveness of our method using one such CGAN scenario sample (dashed vertical line).
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Figure 9 marks the loan losses and probability of all these scenarios. Our CGAN sample results in 10.23%

greater loan losses compared to CCAR's severely adverse scenario and 75.77% greater losses than the

adverse scenario. At the same time it has a high probability of occurrence over the upcoming year. More

precisely it is 21 times more likely than the severely adverse scenario and 19.8 times more likely than the

adverse scenario. Note that a different weight parameter would allow us to trade off plausibility for greater

loan losses to the banks.

6 Conclusion

The stress testing exercise introduced by regulators after the �nancial crisis has had signi�cant impact on

how banks take on risks. These exercises have forced banks to keep their risks in check even in times of

economic boom, since a downturn may be round the corner. However the current methodology has come

under criticism with regards to - opacity of Feds methodology for generating the stress scenarios as well as

its actual effectiveness. Some argue that these scenarios are backward looking to the 2008 housing crisis,

while others argue that the scenarios are not stressful enough. Our work provides a method for regulators to

sample scenarios that balance plausibility of occurrence in future as well as adversity to the banks. A recent

amendment to the Dodd-Frank Wall Street Reform in the US Congress [37] has proposed two mandates -

(1) tailoring regulations to each banks instead of one rule for all and (2) leaving out banks with less than

$250 Bn out of the stress test exercise given the high regulatory effort involved relative to the absolute level

of lending activity. Our method achieves the �rst goal by allowing the neural network objective function to

depend on each banks performance prediction independently. Secondly, it incorporates a top down predic-

tion, therefore making it possible to assess risks in smaller banks (below $250 Bn) without performing an

expensive internal review for each bank.

Previous member of the board of governors of the Federal Reserve - Daniel Tarullo - has expressed the need

to make the stress testing methodology transparent [38]. This has been a tricky topic since a transparent

method allows �ne-tuning by researchers and academics however it potentially allows banks to know the

speci�c tests scenarios well in advance. We have currently not proposed what aspects of our model could

be made known (e.g. model architecture, objective function) and what aspects should be kept con�dential

(e.g. parameter estimates, conditional setting). This serves as a potential direction for our future research.
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