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A method, a processing unit, a non-transitory computer-
readable medium for providing recommendations 1n content
rendering environment with presenter and attendees. For
providing the recommendations, initially, user data 1s
received for content rendering environment. The user data
relates to the attendees. Further, the recommendations to the
presenter are generated based on the user data. The recom-
mendations are used to imitiate interaction in the content
rendering environment between the presenter and at least
one selected attendee amongst the one or more attendees.
The recommendations are provided to the presenter during
rendering of the content to the one or more attendees. By the
proposed system and method, the interaction between the
presenter and the attendees may be enhanced and custom-
1zed to be as per their preferences.
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METHOD AND PROCESSING UNIT FOR
PROVIDING RECOMMENDATIONS IN A
CONTENT RENDERING ENVIRONMENT

FIELD OF THE PRESENT INVENTION

[0001] Embodiments of the present invention generally
relate to rendering of content to a plurality of users with at
least one presenter and one or more attendees. In particular,
embodiments of the present invention relate to a method and
processing unit for generating and providing recommenda-
tions to at least one presenter for initiating interaction
between at least one presenter and one or more attendees.

BACKGROUND OF THE DISCLOSURE

[0002] In any content rendering environment with at least
one presenter and one or more attendees comprising a
plurality of users, content may be provided by the presenter
to the one or more attendees. The content may include at
least one of video data, audio data, images data, textual data,
graphical data, and so on. Such content may be rendered to
the one or more attendees via a transmission medium such
as the Internet. The at least one presenter and the one or
more attendees may connect with the content rendering
environment to exchange the content. Some of the examples
for such content rendering environment may be virtual/
online classroom, a virtual meeting/group discussion, an
online presentation, an online gaming platform, a virtual
tour, or live streaming of a game and so on, where there 1s
a presenter who presents the content to one or more attend-
ces. In such content rendering environments, 1t may be
significant that the at least one presenter initiates interactions
with the one or more attendees to enhance the delivery of the
content. For example, consider a virtual classroom environ-
ment with a lecturer and students. Initiating an interaction,
by the lecturer, with students may make the classroom
session more mteresting to the students.

[0003] In some instances, the at least one presenter may
have to voluntarily initiate the interaction with the one or
more attendees as opposed to such nitiation being automatic
per the design of the system. Such 1nitiated interactions may
not be as per the preferences of the one or more attendees.
Further, in an online/virtual platform, 1t may not be possible
for the at least one presenter to monitor or keep track of
real-time actions of the one or more attendees, wherein these
real-time actions may bear on whether how and to whom the
voluntarilly mitiated interactions should be made. Thus,
voluntarily imitiating interactions based on the real-time
actions may not be possible by the at least one presenter.
Some conventional systems provide recommendations to the
presenter to alter or improve the delivery of the content,
based on pre-defined metrics or real-time metrics associated
with one or more attendees. Other conventional systems
provide recommendations to the at least one presenter to
interact with all of the one or more attendees, at an instant
of time. Thus, 1n conventional systems, initiating interac-
tions only with selected attendees and suggesting the type of
interactions that are preferable by the selected attendee
remains an unaddressed feature.

[0004] Theretfore, there 1s a need for a method and pro-
cessing unit which provides recommendations to the at the
least presenter to 1nitiate interaction with selected attendees,
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where the recommendations are generated for the selected
attendees based on their real-time actions, preferences, and
interests.

[0005] The information disclosed in this background of
the disclosure section 1s only for enhancement of under-
standing of the general background of the disclosure and
should not be taken as an acknowledgment or any form of
suggestion that this information forms existing information
already known to a person skilled in the art.

BRIEF SUMMARY OF THE DISCLOSURE

[0006] A method, a processing unit, and a non-transitory
computer-readable medium for providing recommendations
in a content rendering environment with a presenter and one
or more attendees. For providing the recommendations,
initially, user data 1s received for a content rendering envi-
ronment with plurality of users comprising at least one
presenter and one or more attendees. The user data relates to
the one or more attendees. Further, the one or more recom-
mendations to the at least one presenter are generated based
on the user data. The one or more recommendations are used
to mitiate interaction in the content rendering environment
between the at least one presenter and at least one selected
attendee amongst the one or more attendees. The one or
more recommendations are provided to the at least one
presenter during rendering of the content to the one or more
attendees.

[0007] Inan embodiment of the present invention, the user
data comprises at least one of real-time user actions of the
one or more attendees during rendering of the content to the
one or more attendees, and a pre-stored user profile of each
of the one or more attendees. The pre-stored user profile
indicates preferences with respect to content and character-
1stics of corresponding attendee.

[0008] In an embodiment of the present invention, moni-
toring of the real-time user actions of the one or more
attendees 1s performed during rendering of the content to the
one or more attendees. Such real-time user actions are used
as the user data for generating the one or more recommen-
dations.

[0009] In an embodiment of the present invention, the
real-time user actions comprise at least one ol eyeball
movement, head movement, gesture, keyboard input, screen
input, pointing device input, or voice input of the one or
more attendees.

[0010] In an embodiment of the present invention, select-
ing the at least one selected attendee amongst the one or
more attendees 1s performed based on the user data.

[0011] In an embodiment of the present invention, gener-
ating the one or more recommendations comprises analyzing
the user data to determine a recommended presenter action
to be performed by the at least one presenter. The recom-
mended presenter action includes and enhances an interac-
tion between the at least one presenter and the at least one
selected attendee. Further, generating the one or more rec-
ommendations comprises 1dentifying type of the recom-
mended presenter action to be one of a private action and a
public action based on the user data. The recommended
presenter action 1s a public action when the presenter action
1s viewable by at least one other of the one or more attendees
in addition to the at least one selected attendee. The recom-
mended presenter action 1s a private action when the pre-
senter action 1s viewable only by the at least one selected
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attendee. The one or more recommendations are generated
based on the determined presenter action and the 1dentified
type of the presenter action.

[0012] In an embodiment of the present invention, the
recommended presenter action comprises communicating,
with the at least one selected attendee, at least one of audio
data, textual data, supplementary data, graphical data, haptic
data, video data and alert data.

[0013] In an embodiment of the present invention, the one
or more recommendations are at least one of visual recom-
mendations, audio recommendations and haptic recommen-
dations.

[0014] The features and advantages of the subject matter
hereotf will become more apparent 1n light of the following
detailed description of selected embodiments, as 1llustrated
in the accompanying FIGURES. As one of ordinary skill 1n
the art will realize, the subject matter disclosed herein 1s
capable of modifications 1n various respects, all without
departing from the scope of the subject matter. Accordingly,
the drawings and the description are to be regarded as
illustrative.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] The present subject matter will now be described 1n
detail with reference to the drawings, which are provided as
illustrative examples of the subject matter to enable those
skilled in the art to practice the subject matter. It will be
noted that throughout the appended drawings, features are
identified by like reference numerals. Notably, the FIG-
URES and examples are not meant to limit the scope of the
present subject matter to a single embodiment, but other
embodiments are possible by way of interchange of some or
all of the described or illustrated elements and, further,
wherein:

[0016] FIG. 1 illustrates an exemplary environment with a
processing unit for providing recommendations 1n a content
rendering environment, in accordance with an embodiment
of the present invention;

[0017] FIG. 2 illustrates a detailed block diagram showing

functional modules of a processing unit for providing rec-
ommendations in a content rendering environment, 1n accor-
dance with an embodiment of the present invention;

[0018] FIGS. 3A-3H show exemplary embodiments of a
use case for providing recommendations in a content ren-
dering environment, in accordance with an embodiment of
the present invention;

[0019] FIG. 4 shows an exemplary embodiment of another
use case for providing recommendations in a content ren-
dering environment, in accordance with an embodiment of
the present mnvention;

[0020] FIG. 5 shows an exemplary embodiment of another
use case for providing recommendations in a content ren-
dering environment, in accordance with an embodiment of
the present mnvention;

[0021] FIG. 6 shows an exemplary embodiment of another
use case for providing recommendations 1 a content ren-
dering environment, in accordance with an embodiment of
the present mnvention;

[0022] FIG. 7 1s an exemplary process of processing unit
for providing recommendations 1in a content rendering envi-
ronment, 1n accordance with an embodiment of the present
invention; and
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[0023] FIG. 8 illustrates an exemplary computer unit 1n
which or with which embodiments of the present invention
may be utilized.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1

[0024] The detailed description set forth below 1n connec-
tion with the appended drawings 1s intended as a description
of exemplary embodiments 1n which the presently disclosed
invention can be practiced. The term “exemplary” used
throughout this description means “serving as an example,
instance, or illustration,” and should not necessarily be
construed as preferred or advantageous over other embodi-
ments. The detailed description includes specific details for
providing a thorough understanding of the presently dis-
closed mvention. However, it will be apparent to those
skilled 1n the art that the presently disclosed invention may
be practiced without these specific details. In some
instances, well-known structures and devices are shown 1n
block diagram form in order to avoid obscuring the concepts
of the presently disclosed mvention.

[0025] Embodiments of the present invention include vari-
ous steps, which will be described below. The steps may be
performed by hardware components or may be embodied in
machine-executable 1nstructions, which may be used to
cause a general-purpose or special-purpose processor pro-
grammed with the instructions to perform the steps. Alter-
natively, steps may be performed by a combination of
hardware, software and/or firmware.

[0026] Embodiments of the present invention may be
provided as a computer program product, which may
include a non-transitory, machine-readable storage medium
tangibly embodying therecon instructions, which may be
used to program the computer (or other electronic devices)
to perform a process. The machine-readable medium may
include, but i1s not limited to, fixed (hard) drives, semicon-
ductor memories, such as Read Only Memories (ROMs),
Programmable Read-Only Memories (PROMs), Random
Access Memories (RAMs), Frasable PROMs (EPROMs),

Electrically Erasable PROMs (EEPROMs), tlash memory or
other types of media/machine-readable medium suitable for
storing electronic nstructions (e.g., computer programming,
code, such as software or firmware).

[0027] Various methods described herein may be practiced
by combining one or more non-transitory, machine-readable
storage media containing the code according to the present
invention with approprate standard computer hardware to
execute the code contained therein. An apparatus for prac-
ticing various embodiments of the present invention may
involve one or more computers (or one Oor more Processors
within the single computer) and storage systems containing
or having network access to a computer program(s) coded 1n
accordance with various methods described herein, and the
method steps of the invention could be accomplished by
modules, routines, subroutines, or subparts of a computer
program product.

[0028] The terms “connected” or “coupled” and related
terms are used 1n an operational sense and are not neces-
sarily limited to a direct connection or coupling. Thus, for
example, two devices may be coupled directly, or via one or
more mtermediary media or devices. As another example,
devices may be coupled 1n such a way that information can
be passed therebetween, while not sharing any physical
connection. Based on the disclosure provided herein, one of
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ordinary skill in the art will appreciate a variety of ways 1n
which connection or coupling exists in accordance with the
aforementioned definition.

[0029] If the specification states a component or feature
“may,” “can,” “could,” or “might” be included or have a
characteristic, that particular component or feature 1s not
required to be included or have the characteristic.

[0030] As used 1n the description herein and throughout
the claims that follow, the meaning of “a,” “an,” and “the”
includes plural reference unless the context dictates other-
wise. Also, as used in the description herein, the meaning of
“in” 1ncludes “in” and “on” unless the context dictates
otherwise.

[0031] The phrases “in an embodiment,” “according to
one embodiment,” and the like generally mean the particular
feature, structure, or characteristic following the phrase 1s
included 1n at least one embodiment of the present disclo-
sure and may be included in more than one embodiment of
the present disclosure. Importantly, such phrases do not
necessarily refer to the same embodiment.

[0032] It will be appreciated by those of ordinary skill 1n
the art that the diagrams, schematics, 1llustrations, and the
like represent conceptual views or processes illustrating
systems and methods embodying this invention. The func-
tions of the various elements shown in the figures may be
provided through the use of dedicated hardware as well as
hardware capable of executing associated software. Simi-
larly, any switches shown 1n the figures are conceptual only.
Their function may be carried out through the operation of
program logic, through dedicated logic, through the inter-
action ol program control and dedicated logic, or even
manually, the particular technique being selectable by the
entity implementing this mvention. Those of ordinary skill
in the art further understand that the exemplary hardware,
soltware, processes, methods, and/or operating systems
described herein are for illustrative purposes and, thus, are
not intended to be limited to any particular name.

[0033] Embodiments of the present mnvention relate to a
method, system, and processing unit for providing recom-
mendations for a presenter action 1 a content rendering
environment comprising at least one presenter and one or
more attendees. In the present disclosure, one or more
recommendations are generated and provided to the at least
one presenter. The one or more recommendations are gen-
crated to provide interaction between the at least one pre-
senter and the one or more attendees. The present disclosure
uses user data which may include real-time actions and
pre-stored user profiles of the attendees to select an attendee
and generate a corresponding recommendation. By imple-
menting the recommended presenter action in the content
rendering environment, interaction between the presenter
and the attendee 1s as per their preferences.

[0034] FIG. 1 illustrates an exemplary environment 100
with processing unit 102 for providing recommendations to
a presenter 1n the content rendering environment, 1 accor-
dance with an embodiment of the present invention. As
shown 1n FIG. 1, the exemplary environment 100 comprises
the processing unit 102, a communication network 104, a
plurality of users 106, and a user data retrieving unit 108.
The exemplary environment 100 may be the content ren-
dering environment to which the plurality of users 106 is
connected. In an embodiment, the content rendering envi-
ronment may be any environment that renders content to one
or more users. The content may include, but 1s not limited to,
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at least one of video data, audio data, images data, text data,
graphics data, and so on. The content rendering environment
may be, but 1s not limited to, an extended reality/immersive
environment, a live-telecast environment, content streaming
environment, visual communication environment, online
gaming environment, messaging environment, voice-over IP
communication facilitating environment, and so on. The
content rendering environment may be an environment
where at least one presenter 106 A and one or more attendees
1068 are connected to receive the content. Usually, at least
one presenter 106 A may be presenting the content to the one
or more attendees 106B 1n such an environment. Alterna-
tively, the at least one presenter 106 A and the one or more
attendees 1068 amongst the plurality of users 106 may not
be pre-defined. Based on access provided by the content
rendering environment and the requirements, any user,
amongst the plurality of users 106, may be the at least one
presenter 106 A and others may be the one or more attendees
1068, at any instant of time during rendering of the content.
In an embodiment, the content rendering environment may
be a real-time communication session established amongst
the plurality of users 106. The content may be, but 1s not
limited to, real-time dynamically generated data, replayed
data, pre-defined data, pre-stored data, live telecast data, and
so on, that may be presented to the one or more attendees
1068 by the at least one presenter 106A. In an embodiment,
the plurality of users 106 may be connected to the content
rendering environment via user devices. The user devices
may be, but are not limited to, at least one of a smartphone,
a head-mounted device, smart glasses, a television, a PC,
tablet, laptop, and so on. In an embodiment, each of the
plurality of users 106 may be associated with a dedicated
user device. In an alternate embodiment, the at least one
presenter 106A may be associated with a dedicated user
device, and the one or more attendees 106B may be asso-
ciated with one or more user devices.

[0035] The proposed processing unit 102 and method may
be implemented in such an environment that renders the
content to the plurality of users 106 including the at least one
presenter 106 A and the one or more attendees 106B. The
content may be rendered to the user devices of the plurality
of users 106. The processing unit 102 may be configured to
provide one or more recommendations to the at least one
presenter 106A during rendering of the content in the
content rendering environment. In an embodiment, the pro-
cessing unit 102 may be communicatively coupled with the
user devices of the plurality of users 106. In an embodiment,
the processing unit 102 may be implemented as a cloud-
based server that 1s configured to communicate with each of
the user devices, for providing the one or more recommen-
dations. In an alternate embodiment, the processing unit 102
may be part of a user device associated with the at least one
presenter 106 A (not shown in the Figure). In such embodi-
ment, the processing unit 102 may be configured to com-
municate with the user devices of the one or more attendees
1068 and may be configured to generate and provide the one
or more recommendations.

[0036] In an embodiment, for providing the one or more
recommendations, the processing unit 102 may be config-
ured to function in real-time, when the at least one presenter
106 A 1s presenting the content to the one or more attendees
106B. During presenting of the content by the at least one
presenter 106 A, the one or more recommendations may be
generated and be provided to the presenter by the processing
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unit 102. The processing unit 102 may be 1n communication
with the user device associated with the at least one pre-

senter 106 A from the plurality of users 106, to provide the
one or more recommendations.

[0037] Further, the processing umt 102 may be 1n com-
munication with the user data retrieving umt 108 to receive
user data. The user data may be related to the one or more
attendees 106B. The processing unit 102 may generate the
one or more recommendations based on the user data. In an
embodiment, the processing unit 102 may be connected with
the user device associated with the at least one presenter
106A and the user data retrieving module via the commu-
nication network 104. The communication network 104 may
include, without limitation, a direct interconnection, a L.ocal
Area Network (LAN), a Wide Area Network (WAN), a
wireless network (e.g., using Wireless Application Proto-
col), the Internet, and the like. In an alternate embodiment,
the processing unit 102 may be connected with each of said
user device, and the user data retrieving unit 108 via a
corresponding dedicated communication network.

[0038] FIG. 2 shows a detailed block diagram of the
processing unit 102 for providing the one or more recom-
mendations 1n the content rendering environment, 1n accor-
dance with some non-limiting embodiments or aspects of the
present disclosure. The processing unit 102 may include one
or more processors 110, an Input/Output (I/O) interface 112,
one or more modules 114, and a memory 116. In some
non-limiting embodiments or aspects, the memory 116 may
be communicatively coupled to the one or more processors
110. The memory 116 stores instructions, executable by the
one or more processors 110, which on execution, may cause
the processing unit 102 to generate and provide the one or
more recommendations. In some non-limiting embodiments
or aspects, the memory 116 may include data 118. The one
or more modules 114 may be configured to perform the steps
of the present disclosure using the data 118 to generate and
provide the one or more recommendations. In some non-
limiting embodiments or aspects, each of the one or more
modules 114 may be a hardware unit, which may be outside
the memory 116 and coupled with the processing unit 102.
In some non-limiting embodiments or aspects, the process-
ing umt 102 may be implemented 1n a variety of computing
systems, such as a laptop computer, a desktop computer, a
Personal Computer (PC), a notebook, a smartphone, a tablet,
e-book readers, a server, a network server, a cloud server,
and the like. In a non-limiting embodiment, each of the one
or more modules 114 may be implemented with a cloud-
based server, communicatively coupled with the processing

unit 102.

[0039] The data 118 in the memory 116 and the one or
more modules 114 of the processing unit 102 are described
herein 1 detail. In one implementation, the one or more
modules 114 may include, but 1s not limited to, a user data
receiving module 202, a real-time user actions monitoring,
module 204, a recommendation generation module 206, an
attendee selecting module 208, a recommendation providing
module 210, and one or more other modules 212 associated
with the processing unit 102. In some non-limiting embodi-
ments or aspects, the data 118 1n the memory 116 may
include user data 214, real-time user actions data 216
(herewith also referred to as real-time user actions 216),
selected attendee data 218 (herewith also referred to like at
least one selected attendee 218), presenter action data 220,
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recommendation data 222 (also referred to as one or more
recommendations 222), and other data 224 associated with
the processing unit 102.

[0040] In some non-limiting embodiments or aspects, the
data 118 1n the memory 116 may be processed by the one or
more modules 114 of the processing unit 102. In some
non-limiting embodiments or aspects, the one or more
modules 114 may be implemented as dedicated units and
when 1implemented in such a manner, the modules may be
configured with the functionality defined in the present
disclosure to result 1n novel hardware. As used herein, the
term module may refer to an Application Specific Integrated
Circuit (ASIC), an electronic circuit, Field-Programmable
Gate Arrays (FPGA), a Programmable System-on-Chip
(PSoC), a combinational logic circuit, and/or other suitable
components that provide the described functionality. The
one or more modules 114 of the present disclosure control
the access to the virtual and real-world environment. The
one or more modules 114 along with the data 118, may be
implemented in any system for generating and providing the
one or more recommendations 222 to the at least one
presenter 106 A 1n the content rendering environment.

[0041] Imtially, for providing the one or more recommen-
dations 222, the user data receiving module 202 may be
configured to receive the user data 214 for the content
rendering environment. In an embodiment, the user data
receiving module 202 may be 1n communication with the
user data retrieving module 108 to recerve the user data 214.
The user data retrieving module 108 may be configured to be
in communication with each of user devices associated the
one or more attendees 1068 amongst the plurality of users
106, to retrieve the user data 214. In a non-limiting embodi-
ment, the user data 214 comprises at least one of real-time
user actions 216 of the one or more attendees 106B during
rendering of the content to the one or more attendees 1068,
and a pre-stored user profile of each of the one or more

attendees 106B.

[0042] The real-time user actions 216 may be actions of
the one or more attendees 1068 when presented with the
content from the at least one presenter 106A. In an embodi-
ment, the real-time user actions 216 comprises at least one
cyeball movement, head movement, gesture, keyboard
input, screen input, pointing device mput, or voice mput of
the one or more attendees 106B. In an embodiment, the
real-time user actions 216 may be any user activity that can
be sensed via any I/O hardware or software associated with
corresponding user device. In an embodiment, the real-time
user actions monitoring module 204 may be configured to
monitor real-time user actions 216 of the one or more
attendees 1068 during rendering of the content to the one or
more attendees 106B. One or more sensors may be coupled
with each of the user devices to monitor the real-time user
actions 216 of corresponding attendee. In a non-limiting
embodiment, the one or more sensors may include, but are
not limited to, one or more cameras, tilt sensors, acceler-
ometers, movement detectors, keyboard or mouse sensors,
microphone-based sensors, and so on. One or more other
sensors, known to a person skilled 1n the art, may be used to
monitor the real-time user actions 216 of the one or more
attendees 106B. In an embodiment, the one or more sensors
may communicate sensed data dynamaically to the user data
retrieving module 108. The real-time user action monitoring
module 204 may receive the sensed data from the user data
retrieving module 108 and analyze the sensed data to
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identily the real-time user actions 216. In an embodiment,
the one or more sensors may be integral part of the user data
retrieving module 108. The identified real-time user actions
216 may be stored 1n the user data retrieving module 108 and
be received by the real-time user action monitoring module
204. In an embodiment, the user data retrieving module 108
may function as a storage device which may include, with-
out limitation, a cache, or a builer, which temporally stores
the real-time user actions 216. Such stored real-time user
actions 216 may be commumnicated with the user data
receiving module 202 dynamically 1n real-time, for gener-
ating the one or more recommendations 222. In an alternate
embodiment, the user data retrieving module 108 may be
part of the processing unit 102 and 1s commumcatively
coupled with the one or more sensors of the user devices.

[0043] The pre-stored user profile indicates preferences
with respect to content and characteristics of each of the one
or more attendees 106B. In an embodiment, the pre-stored
user profile may be generated based on historic data asso-
ciated with the one or more attendees 106B. In an embodi-
ment, the characteristics of the one or more attendees 106B
may be determined using the historic data comprising user
actions of the one or more attendees 1068 recorded during
previous rendering of the content. In an alternate embodi-
ment, preferences may be iputted by the one or more
attendees 106B. In an embodiment, the preferences may be
determined using the historic data. One or more techniques,
known to a person skilled in the art, may be used to generate
and store the pre-stored user profile. In an embodiment, the
user data retrieving module 108 may be configured to
generate and store the pre-stored user profile of each of the
one or more attendees 106B. Such pre-stored user profile
may be received by the user data receiving module 202 when
generating the one or more recommendations 222.

[0044] In an embodiment, the user data receiving module
202 may be configured to continuously recerve the user data
214, during rendering of the content, 1 real-time. The
recommendation generation module 206 may be configured
to analyze the recerved user data 214 to detect the trigger for
generating the one or more recommendations 222. One or
more recommendations 222 may be generated based on the
real-time user actions 216 or the pre-stored user profile. For
example, when an attendee 1s sleeping, the real-time user
action of such attendee may indicate that the attendee is
dozing off during the presentation and hence the one or more
recommendations 222 may be generated to 1nitiate interac-
tion between the presenter and the attendee. Consider
another example where when a presentation for a particular
topic 1s presented by the presenter and an attendee inputted
a preference to receive supplementary notes on said topic. In
such a case, a recommendation may be generated to the
presenter to share the supplementary notes or other such
supplementary data for the topic with the attendee.

[0045] The one or more recommendations 222 are used to
initiate interaction 1 the content rendering environment
between the at least one presenter 106 A and the at least one
selected attendee 218 amongst the one or more attendees
106B. In an embodiment, the recommendation generation
module 206 may be configured to generate the one or more
recommendations 222 by analyzing the user data 214 to
determine a presenter action to be performed by the at least
one presenter 106A. The presenter action includes an inter-
action between the at least one presenter 106 A and the at
least one selected attendee 218. The presenter action may be
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the action that 1s to be performed by the presenter to imitiate
the interaction with the one or more attendees 106B. For
example, the presenter action comprises communicating,
with the at least one selected attendee 218, at least one of
audio data, textual data, supplementary data, graphical data,
haptic data, video data and alert data.

[0046] Further, the type of presenter action 1s identified for
the determined presenter action. In an embodiment, the type
of presenter action may be identified to be one of a private
action and a public action. In an embodiment, the type of
presenter action may be identified based on the user data
214. Preferably, the type of presenter action may be 1denti-
fied using the pre-stored user profile of the user data 214. In
an embodiment, the type of the presenter action may be
identified based on the preference selected by an attendee.
The presenter action may be 1dentified to be the public action
when the presenter action may be viewable by the one or
more attendees 106B. The presenter action may be 1dentified
to be the private action when the presenter action may be
viewable by at least one selected attendee 218. The one or
more recommendations 222 are generated based on the
determined presenter action and the identified type of the
presenter action. In an embodiment, the presenter action and
the type of presenter action identified by the recommenda-
tion generation module 206 may be stored as the presenter
action data 220 1n the memory 116.

[0047] In an embodiment, the attendee selecting module
208 may be further configured to select the at least one
selected attendee 218 amongst the one or more attendees
106B based on the user data 214. In an embodiment, the at
least one selected attendee 218 may be selected based on the
real-time user actions 216 or the pre-stored user profile. For
example, when an attendee 1s i1dentified to be dozing off,
there 1s a need to initiate interaction with such attendee.
Thus, the attendee selecting module 208 may select such
attendee as the at least one selected attendee 218. Consider
another example where pre-stored user profile of an attendee
indicates that the attendee prefers to receirve additional
content. Such attendee may be selected as the at least one
selected attendee. In an embodiment, the attendee selecting
module 208 may select more than one attendee to be the at
least one selected attendee 218, at an 1instant of time. In such
case, multiple recommendations may be generated to 1nitiate
the interaction between the at least one presenter 106 A and
each of selected attendees. In an embodiment, when the
recommendations generated for the multiple attendee 1s
similar, 1n such a case a single recommendation may be
generated and provided to the at least one presenter 106A.
Interaction with each of the multiple attendees may be as per
the preferences of the respective attendees. For example,
consider first attendee, second attendee and third attendees
are dozing ofl during the presentation. A single recommen-
dation to wake the first attendee, the second attendee and the
third attendees may be sent to the at least one presenter.
However, 11 the first attendee prefers to be privately inter-
acted and the second attendee and the third attendee prefer
to be publicly interacted, alert may be privately sent to the
first attendee and publicly sent to the second attendee and the
third attendee.

[0048] Upon generating the one or more recommendations
222, the recommendation providing module 210 may be
configured to provide the one or more recommendations 222
to the at least one presenter 106 A during rendering of the
content to the one or more attendees 106B. In an embodi-
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ment, the one or more recommendations 222 are at least one
of visual recommendations, audio recommendations and
haptic recommendations. The recommendation providing
module 210 may be configured to use and provide the one
or more recommendations 222 in form of visual data, an
audio data, or a haptic data. The visual recommendations
may be displayed on screen viewed by the at least one
presenter 106 A. The audio recommendations may be pro-
vided to the at least one presenter 106 A via a speaker of the
corresponding user device. The haptic recommendation may
be 1n form of vibrotactile simulated on the user device of the
at least one presenter 106A. In an embodiment, the one or
more recommendations 222 may be provided with one or
more options to be selected by the at least one presenter
106A. The one or more options may be related to actions that
the at least one presenter 106A may perform based on the
one or more recommendations 222. When an option 1is
selected from the one or more options, the content rendering
environment may redirect to perform the action associated
with the selected option. The actions may include, enabling
verbal communication, sending data, sending alert, sending,

IMES5AZC and so on.

[0049] In the embodiment illustrated in FIGS. 3B-3H, a
use case implementing the proposed processing unit 102 1s
shown. This use case 1s related to a virtual classroom
scenarto with a lecturer 304 and students. The virtual
classroom may be experienced by wearing a Head-Mounted
Display (HMD) 300 as shown 1 FIGS. 3A and 3B. Display
302A 1s the point of view of one of the students 1n the virtual
classroom. Display 302B 1n FIG. 3C shows a point of view
of the lecture when recerving a recommendation from the
processing unit 102. Consider, during the lecture, student
Nate has shown interest 1n the presented topic and prefers to
receive additional references for the topic. Such preferences
and 1nterests may be stored as the user data 214. Further,
Nate may be a student who prefers to get interacted pri-
vately. Such preference may also be stored as the user data
214. When the topic of interest of Nate 1s being lectured, a
recommendation 306 A as shown 1n the display 302B may be
generated and provided to the lecturer 304. The recommen-
dation may be generated 1n such a manner that the lecturer
304 may privately interact with Nate. The recommendation
306 A may be provided with options to take necessary action
by the lecturer 304. Consider that lecturer 304 selects an
option to send the additional references to Nate. A notifica-
tion 308A as shown 1n display 302C 1n FIG. 3D may be sent
to Nate.

[0050] Consider at another instant of time, based on the
user data 214, it 1s 1dentified that student Cassie 1s dozing ol
during the lecture. Further, Cassie may be a student who
prefers to get interacted privately. A recommendation 3068
as shown 1n display 302B of FIG. 3E may be provided to the
lecturer 304. The lecture may be provided with an option to
alert Cassie. The alert may be 1n form of graphical repre-
sentation, a notification, or a message. The alert may also be
an audio alert or haptic alert. For example, the user device
of the attendee may be sent a signal to vibrate and alert the
attendee. Consider the lecturer 304 decides to alert Cassie.
The alert sent to Cassie may be as shown in FIG. 3F. The
alert may include graphical representation 308B of finger
poke as shown 1n display 302D along with audio alert or
haptic alert 308C, which 1s sent privately to Cassie. Alter-
natively, the alert may be virtual slap, virtual duster thrown
at a student, and so on.
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[0051] Consider at another instant of time, based on the
user data 214, it 1s 1dentified that student Ethan 1s dozing ofl
during the lecture. Further, Ethan may be a student who
prefers to get mteracted publicly. A recommendation 306C
1s shown 1n display 302B of FIG. 3E may be provided to the
lecturer 304. The lecture may be provided an option to alert
Ethan publicly. The alert 308D, as shown 1n display 302E 1n
FIG. 3/, may include audio alert which may be sent to all the
one or more attendees 106B including Ethan.

[0052] FIGS. 4 and 5 shows another use case of 1mple-
menting the proposed processing unit 102. Consider the
content rendering environment as an online presentation
with a presenter and one or more attendees 106B. The user
data 214 of the one or more attendees 1068 may be received
and used to select attendees for generating the recommen-
dations to the presenter. Consider, at an nstant of time, as
shown 1n display 402 of the presenter 1n FIG. 4, a recom-
mendation 404 may be generated when an attendee Maddy
1s monitored to be not concentrating on the presentation.
Maddy may prefer to interact publicly. Thus, a recommen-
dation 404 may be generated to enable public interaction
between the presenter and Maddy. Similarly, at another
instant of time, as shown in display 502 of the presenter 1n
FIG. 5, a recommendation 504 may be generated when an
attendee Alex sent outs a private query to the presenter. Alex
may prefer to interact privately. Thus, a recommendation
504 may be generated to enable private interaction between
the presenter and Alex.

[0053] FIG. 6 shows another use case of implementing the
proposed processing unit 102. Consider the content render-
ing environment as a virtual tour of a furniture store pro-
vided by an agent to client A and client B. The user data 214
for both client A and client B may be received. The user data
214 of client A may indicate that user 1s searching online for
a price of the displayed sofa set. The user data 214 of client
B may indicate that he 1s conversing with someone to
purchase the table set. Thus, the one or more recommenda-
tions 222 may be generated as recommendations 604 A and
6048 and provided to the agent on display 602 viewed by
the agent. These recommendations aid 1n initiating interac-
tions with client A and client B as per their preferences and
interests.

[0054] In some non-limiting embodiments or aspects, the
processing unit 102 may receive data for rendering data in
the content rendering environment via the I/O interface 112.
The recerved data may 1nclude, but 1s not limited to, at least
one of the user data 214, the real-time user action data 216,
and the like. Also, the processing unit 102 may transmit data
for rendering data 1n the content rendering environment via
the I/O interface 112. The transmitted data may include, but
1s not limited to, the selected attendee data 218, presenter
action data 220, recommendation data 222, and the like.

[0055] The other data 224 may comprise data, including
temporary data and temporary files, generated by modules
for performing the various functions of the processing unit
102. The one or more modules 114 may also include other
modules 212 to perform various miscellaneous functionali-
ties of the processing unit 102. It will be appreciated that
such modules may be represented as a single module or a
combination of different modules

[0056] FIG. 7 shows an exemplary process of a processing
unmt 102 for providing recommendations to an at least one
presenter based on real time actions of attendees in the
content rendering environment, in accordance with an
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embodiment of the present disclosure. Process 700 for
providing recommendations 1n a content rendering environ-
ment with a presenter and one or more attendees includes
steps coded 1n form of executable 1nstructions to be executed
by a processing unit associated with the content rendering,
environment with the at least one presenter and the one or
more attendees. At block 702, the processing unit 1s config-
ured to receive user data for a content rendering environ-
ment with plurality of users comprising at least one pre-
senter and one or more attendees, wherein the user data
relates to the one or more attendees. In a non-limiting
embodiment, the user data comprises at least one of real-
time user actions ol the one or more attendees during
rendering of the content to the one or more attendees, and a
pre-stored user profile of each of the one or more attendees.
The pre-stored user profile indicates preferences with
respect to content and characteristics of corresponding
attendee. In an embodiment, the processing umt may be
configured to monitor real-time user actions of the one or
more attendees during rendering of the content to the one or
more attendees. The real-time user actions are used as the
user data for generating the one or more recommendations.
The real-time user actions comprise at least one of eyeball
movement, head movement, gesture, keyboard 1nput, screen
input, pointing device input, or voice input of the one or
more attendees.

[0057] At block 704, the processing unit 1s configured to
generate one or more recommendations to the at least one
presenter, based on the user data. The one or more recom-
mendations are used to initiate interaction in the content
rendering environment between the at least one presenter
and at least one selected attendee amongst the one or more
attendees. The one or more recommendations are generated
by analyzing the user data to determine a presenter action to
be performed by the at least one presenter, wherein the
presenter action includes an interaction between the at least
one presenter and the at least one selected attendee. Further,
the type of the presenter action 1s i1dentified to be one of
private action and a public action based on the user data. The
presenter action 1s the public action when the presenter
action 1s viewable by the one or more attendees. The
presenter action 1s the private action when the presenter
action 1s viewable only by the at least one selected attendee.
The one or more recommendations are generated based on
the determined presenter action and the 1dentified type of the
presenter action. The presenter action comprises communi-
cating, with the at least one selected attendee, at least one of
audio data, textual data, supplementary data, graphical data,
haptic data, video data and alert data. In an embodiment, the
processing unit may be further configured to select the at
least one selected attendee amongst the one or more attend-
ces based on the user data, to provide the one or more
recommendations to the at least one selected attendee.

[0058] At block 706, the processing unit 1s configured to
provide, by the processing unit, the one or more recommen-
dations to the at least one presenter during rendering of the
content to the one or more attendees. In an embodiment, the
one or more recommendations are at least one of visual
recommendation and audio recommendation.

[0059] FIG. 8 illustrates an exemplary computer system 1n
which or with which embodiments of the present invention
may be utilized. Depending upon the particular implemen-
tation, the various process and decision blocks described
above may be performed by hardware components, embod-
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ied 1n machine-executable instructions, which may be used
to cause a general-purpose or special-purpose processor
programmed with the instructions to perform the steps, or
the steps may be performed by a combination of hardware,
software and/or firmware. As shown 1n FIG. 8, the computer
system 800 includes an external storage device 810, bus 820,
main memory 830, read-only memory 840, mass storage
device 850, communication port(s) 860, and processing
circuitry 870.

[0060] Those skilled in the art will appreciate that the
computer system 800 may include more than one processing
circuitry 870 and one or more communication ports 860. The
processing circuitry 870 should be understood to mean
circuitry based on one or more miCroprocessors, microcon-
trollers, digital signal processors, programmable logic
devices, Field-Programmable Gate Arrays (FPGAs), Appli-
cation-Specific Integrated Circuits (ASICs), etc., and may
include a multi-core processor (e.g., dual-core, quadcore,
Hexa-core, or any suitable number of cores) or supercoms-
puter. In some embodiments, the processing circuitry 870 1s
distributed across multiple separate processors or processing
units, for example, multiple of the same type of processing
units (e.g., two Intel Core 17 processors) or multiple different
processors (e.g., an Intel Core 15 processor and an Intel Core
17 processor). Examples of the processing circuitry 870
include, but are not limited to, an Intel® Itanium® or
Itantlum 2 processor(s), or AMD® Opteron® or Athlon
MP® processor(s), Motorola® lines of processors, System
on Chip (SoC) processors or other future processors. The
processing circuitry 870 may include various modules asso-
ciated with embodiments of the present disclosure.

[0061] The communication port 860 may include a cable
modem, Integrated Services Digital Network (ISDN)
modem, a Digital Subscriber Line (DSL) modem, a tele-
phone modem, an FEthernet card, or a wireless modem {for
communications with other equipment, or any other suitable
communications circuitry. Such communications may
involve the Internet or any other suitable communications
networks or paths. In addition, communications circuitry
may include circuitry that enables peer-to-peer communica-
tion of electronic devices or communication of electronic
devices 1n locations remote from each other. The commu-
nication port 860 may be any RS-232 port for use with a
modem-based dialup connection, a 10/100 Ethernet port, a
(igabit, or a 10 Gigabit port using copper or fiber, a serial
port, a parallel port, or other existing or future ports. The
communication port 860 may be chosen depending on a
network, such as a Local Area Network (LAN), Wide Area
Network (WAN), or any network to which the computer
system 800 may be connected.

[0062] The main memory 830 may include Random
Access Memory (RAM) or any other dynamic storage
device commonly known in the art. Read-only memory
(ROM) 840 may be any static storage device(s), €.g., but not
limited to, a Programmable Read-Only Memory (PROM)
chips for storing static information, e.g., start-up or BIOS
instructions for the processing circuitry 870.

[0063] The mass storage device 850 may be an electronic
storage device. As referred to herein, the phrase “electronic
storage device” or “storage device” should be understood to
mean any device for storing electronic data, computer soft-
ware, or firmware, such as random-access memory, read-
only memory, hard drives, optical drives, Digital Video Disc
(DVD) recorders, Compact Disc (CD) recorders, BLU-RAY
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disc (BD) recorders, BLU-RAY 3D disc recorders, Digital
Video Recorders (DVRs, sometimes called a personal video
recorder or PVRs), solid-state devices, quantum storage
devices, gaming consoles, gaming media, or any other
suitable fixed or removable storage devices, and/or any
combination of the same. Nonvolatile memory may also be
used (e.g., to launch a boot-up routine and other nstruc-
tions). Cloud-based storage may be used to supplement the
main memory 830. The mass storage device 850 may be any
current or future mass storage solution, which may be used
to store information and/or instructions. Exemplary mass

storage solutions include, but are not limited to, Parallel
Advanced Technology Afttachment (PATA) or Senal

Advanced Technology Attachment (SATA) hard disk drives
or solid-state drives (internal or external, e.g., having Uni-
versal Serial Bus (USB) and/or Firmware interfaces), e.g.,
those available from Seagate (e.g., the Seagate Barracuda
7200 family) or Hitachi (e.g., the Hitachi Deskstar 7K1000),
one or more optical discs, Redundant Array of Independent
Disks (RAID) storage, e.g., an array of disks (e.g., SATA
arrays), available from various vendors including Dot Hill
Systems Corp., LaCie, Nexsan Technologies, Inc. and
Enhance Technology, Inc.

[0064] The bus 820 communicatively couples the process-
ing circuitry 870 with the other memory, storage, and
communication blocks. The bus 820 may be, e.g., a Periph-
eral Component Interconnect (PCI)/PCI Extended (PCI-X)
bus, Small Computer System Interface (SCSI), USB, or the
like, for conmecting expansion cards, drives, and other
subsystems as well as other buses, such a front side bus
(FSB), which connects processing circuitry 870 to the soft-
ware system.

[0065] Optionally, operator and administrative interfaces,
¢.g., a display, keyboard, and a cursor control device, may
also be coupled to the bus 820 to support direct operator
interaction with the computer system 800. Other operator
and administrative interfaces may be provided through net-
work connections connected through the commumnication
port(s) 860. The external storage device 810 may be any
kind of external hard drives, floppy drives, IOMEGA® Zip
Drives, Compact Disc-Read-Only Memory (CD-ROM),
Compact Disc-Re-Writable (CD-RW), Digital Video Disk-
Read Only Memory (DVD-ROM). The components
described above are meant only to exemplily various pos-
sibilities. In no way should the aforementioned exemplary
computer system limit the scope of the present disclosure.

[0066] The computer system 800 may be accessed through
a user interface. The user interface application may be
implemented using any suitable architecture. For example, 1t
may be a stand-alone application wholly implemented on the
computer system 800. The user itertaces application and/or
any structions for performing any of the embodiments
discussed herein may be encoded on computer-readable
media. Computer-readable media includes any media
capable of storing data. In some embodiments, the user
interface application is client-server-based. Data for use by
a thick or thin client implemented on electronic device
computer system 800 1s retrieved on-demand by issuing
requests to a server remote to the computer system 800. For
example, computer system 800 may receive mputs from the
user via an nput interface and transmit those iputs to the
remote server for processing and generating the correspond-
ing outputs. The generated output 1s then transmitted to the
computer system 800 for presentation to the user.
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[0067] While embodiments of the present invention have
been 1llustrated and described, it will be clear that the
invention 1s not limited to these embodiments only. Numer-
ous modifications, changes, variations, substitutions, and
equivalents, will be apparent to those skilled 1n the art
without departing from the spirit and scope of the invention,
as described 1n the claims.

[0068] Thus, 1t will be appreciated by those of ordinary
skill 1n the art that the diagrams, schematics, illustrations,
and the like represent conceptual views or processes 1llus-
trating systems and methods embodying this invention. The
functions of the various elements shown in the figures may
be provided through the use of dedicated hardware as well
as hardware capable of executing associated software. Simi-
larly, any switches shown 1n the figures are conceptual only.
Their function may be carried out through the operation of
program logic, through dedicated logic, through the inter-
action ol program control and dedicated logic, or even
manually, the particular technique being selectable by the
entity implementing this invention. Those of ordinary skill
in the art further understand that the exemplary hardware,
soltware, processes, methods, and/or operating systems
described herein are for illustrative purposes and, thus, are
not intended to be limited to any particular name.

[0069] As used herein, and unless the context dictates
otherwise, the term “coupled to” 1s intended to include both
direct coupling (1in which two elements that are coupled to
cach other contact each other) and indirect coupling (in
which at least one additional element 1s located between the
two elements). Therefore, the terms “coupled to” and
“coupled with” are used synonymously. Within the context
of this document, terms “coupled to”” and “coupled with™ are
also used euphemistically to mean “communicatively
coupled with” over a network, where two or more devices
are able to exchange data with each other over the network,
possibly via one or more intermediary device.

[0070] It should be apparent to those skilled in the art that
many more modifications besides those already described
are possible without departing from the mventive concepts
herein. The inventive subject matter, therefore, 1s not to be
restricted except 1n the spirit of the appended claims. More-
over, 1n iterpreting both the specification and the claims, all
terms should be interpreted 1n the broadest possible manner
consistent with the context. In particular, the terms “com-
prises’ and “comprising”’ should be interpreted as referring
to elements, components, or steps 1n a non-exclusive man-
ner, mdicating that the referenced elements, components, or
steps may be present, or utilized, or combined with other
clements, components, or steps that are not expressly refer-
enced. Where the specification claims refer to at least one of
something selected from the group consisting of A, B, C . .
.and N, the text should be interpreted as requiring only one
clement from the group, not A plus N, or B plus N, etc.

[0071] While the foregoing describes various embodi-
ments of the invention, other and further embodiments of the
invention may be devised without departing from the basic
scope thereof. The scope of the mvention 1s determined by
the claims that follow. The invention i1s not limited to the
described embodiments, versions, or examples, which are
included to enable a person having ordinary skill in the art
to make and use the mvention when combined with infor-
mation and knowledge available to the person having ordi-
nary skill i the art.
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[0072] The foregoing description of embodiments 1s pro-
vided to enable any person skilled 1n the art to make and use
the subject matter. Various modifications to these embodi-
ments will be readily apparent to those skilled 1n the art, and
the novel principles and subject matter disclosed herein may
be applied to other embodiments without the use of the
innovative faculty. The claimed subject matter set forth 1n
the claims 1s not intended to be limited to the embodiments
shown herein but 1s to be accorded to the widest scope
consistent with the principles and novel features disclosed
herein. It 1s contemplated that additional embodiments are
within the spirit and true scope of the disclosed subject
matter.

1. A method for providing recommendations 1n a content
rendering environment including at least one presenter and
one or more attendees, the method comprising:

receiving, by a processing unit, user data for said content

rendering environment with a plurality of users com-
prising said at least one presenter and said one or more
attendees, wherein the user data relates to the one or
more attendees:

selecting an attendee from the one or more attendees

based on the received user data and receiving a pre-
stored user profile of the selected attendee indicating
preference for interaction with the at least one pre-
senter;

analyzing the user data to determine a presenter action to

be performed by the at least one presenter, wherein the
presenter action includes an interaction between the at
least one presenter and the selected attendee;
identifying a type of the presenter action to be one of a
private action and a public action based on the prefer-
ences of the selected attendee, wherein the presenter
action 1s the public action when the presenter action 1s
viewable by the one or more attendees, and wherein the
presenter action 1s the private action when the presenter
action 1s viewable only by the selected attendee;

generating, by the processing unit, one or more recom-
mendations specific to the preferences of the selected
attendee to the at least one presenter, based on one of:
the user data, the determined presenter action, and the
identified type of the presenter action, wherein the one
or more recommendations are used to 1nitiate interac-
tion 1n the content rendering environment between the
at least one presenter and the selected attendee amongst
the one or more attendees; and

providing, by the processing unit, the one or more rec-

ommendations to the at least one presenter during
rendering of the content to the one or more attendees.

2. The method as claimed 1n claim 1, wherein the user data
comprises at least one of:

real-time user actions of the one or more attendees during

rendering of the content to the one or more attendees;
and

pre-stored user profiles of each of the one or more

attendees.

3. The method as claimed 1n claim 1, further comprising:

monitoring, by the processing unit, real-time user actions

of the one or more attendees during rendering of the
content to the one or more attendees, wherein the
real-time user actions are used as the user data for
generating the one or more recommendations.

4. The method as claimed i1n claim 3, wherein the real-
time user actions comprises at least one of eyeball move-
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ment, head movement, gesture, keyboard input, screen
input, pointing device input, or voice input of the one or
more attendees.

5. (canceled)
6. (canceled)

7. The method as claimed 1n claim 1, wherein the pre-
senter action comprises communicating, with the selected
attendee, at least one of audio data, textual data, supplemen-
tary data, graphical data, haptic data, video data and alert
data.

8. The method as claimed i1n claim 1, wherein the one or
more recommendations are at least one of visual recommen-
dations, audio recommendations and haptic recommenda-
tions.

9. A processing unit for providing recommendations 1n a
content rendering environment including at least one pre-
senter and one or more attendees, the processing unit com-
Prises:

one or more processors; and

a memory communicatively coupled to the one or more

processors, wherein the memory stores processor-ex-

ecutable instructions, which, on execution, cause the
One Or more processors to:

receive user data for said content rendering environ-
ment with a plurality of users comprising said at least
one presenter and said one or more attendees,
wherein the user data relates to the one or more
attendees;

select an attendee from the one or more attendees based
on the received user data and receive a pre-stored
user profile of the selected attendee indicating pret-
erence for interaction with the at least one presenter;

analyze the user data to determine a presenter action to

be performed by the at least one presenter, wherein
the presenter action includes an interaction between
the at least one presenter and the selected attendee;

identily a type of the presenter action to be one of a
private action and a public action based on the
preferences of the selected attendee, wherein the
presenter action 1s the public action when the pre-
senter action 1s viewable by the one or more attend-
ees, and wherein the presenter action 1s the private
action when the presenter action 1s viewable only by
the selected attendee;

generate one or more recommendations specific to the
preferences of the selected attendee to the at least
one presenter, based on one of: the user data, the
determined presenter action, and the i1dentified type
of the presenter actions, wherein the one or more
recommendations are used to in the content render-
ing environment between the at least one presenter
and the selected attendee amongst the one or more
attendees; and

provide the one or more recommendations to the at
least one presenter during rendering of the content to
the one or more attendees.

10. The processing unit as claimed 1n claim 9, wherein the
user data comprises at least one of:

real-time user actions of the one or more attendees during
rendering of the content to the one or more attendees;
and

pre-stored user profiles of each of the one or more
attendees.
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11. The processing unit as claimed in claim 9, wherein the
processor 1s further configured to:

monitor real-time user actions of the one or more attend-

ces during rendering of the content to the one or more
attendees, wherein the real-time user actions are used as
the user data for generating the one or more recoms-
mendations.

12. The processing unit as claimed 1n claim 11, wherein
the real-time user actions comprises at least one of eyeball
movement, head movement, gesture, keyboard 1nput, screen
input, pointing device input, or voice input of the one or

more attendees.
13. (canceled)

14. (canceled)

15. The processing unit as claimed 1n claim 9, wherein the
presenter action comprises communicating, with the
selected attendee, at least one of audio data, textual data,
supplementary data, graphical data, haptic data, video data
and alert data.

16. The processing unit as claimed 1n claim 9, wherein the
one or more recommendations are at least one of visual
recommendations, audio recommendations and haptic rec-
ommendations.

17. A non-transitory computer-readable medium 1nclud-
ing instructions stored thereon that when processed by one
Or more processors cause a system to perform operations
comprising;

receiving user data for a content rendering environment

with plurality of users comprising at least one presenter
and one or more attendees, wherein the user data relates
to the one or more attendees:

selecting an attendee from the one or more attendees

based on the received user data and receiving a pre-
stored user profile of the selected attendee indicating
preference for interaction with the at least one pre-
senter;

analyzing the user data to determine a presenter action to

be performed by the at least one presenter, wherein the
presenter action includes an interaction between the at
least one presenter and the selected attendee;

identifying a type of the presenter action to be one of a

private action and a public action based on the prefer-
ence ol the selected attendee, wherein the presenter
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action 1s the public action when the presenter action 1s
viewable by the one or more attendees, and wherein the
presenter action 1s the private action when the presenter
action 1s viewable only by the selected attendee;

generating one or more recommendations specific to the
preferences of the selected attendee to the at least one
presenter, based on one of: the user data, the deter-
mined presenter action, and the i1dentified type of the
presenter action, wherein the one or more recommen-
dations are used to initiate interaction in the content
rendering environment between the at least one pre-
senter and the selected attendee amongst the one or
more attendees; and

providing the one or more recommendations to the pre-
senter during rendering of the content to the one or
more attendees.

18. The medium as claimed 1n claim 17, wherein the user

data comprises at least one of:

real-time user actions of the one or more attendees during
rendering of the content to the one or more attendees;
and

pre-stored user profiles of each of the one or more
attendees.

19. The medium as claimed 1n claim 17, further comprises

monitoring real-time user actions ol the one or more
attendees during rendering of the content to the one or
more attendees, wherein the real-time user actions are
used as the user data for generating the one or more
recommendations, wherein the real-time user actions
comprises at least one of eyeball movement, head
movement, gesture, keyboard input, screen input,
pointing device input, or voice mput of the one or more
attendees.

20. The medium as claimed 1n claim 17,

wherein the presenter action comprises communicating,
with the selected attendee, at least one of audio data,
textual data, supplementary data, graphical data, haptic
data, video data and alert data;

wherein the one or more recommendations are at least one
of visual recommendations, audio recommendations
and haptic recommendations.
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