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RESOURCES

A Demystifying Data Science presented at DATAWorks 2018
by Prof. Alyson Wilson, NC State Laboratory for Analytical Sciences

https://dataworks2018.testscience.org/wp-content/uploads/sites/8/2018/03/demystifying-data-science Alyson-Wilson.pdf

Data science is the new buzz word 1 it is being touted as the solution for everything
from curing cancer to self-driving cars. How Is data science related to traditional
statistics methods? | s data science -] U:
tutorial, we will begin by discussing what data science is (and is not). We will then
discuss some of the key principles of data science practice and conclude by
examining the classes of problems and methods that are included in data science.
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RESOURCES

My Recorded Tutorials & Slide Decks at www.jmp.com/fedgov

These 9 videos cover predicitve analytics (including text exploration), data visualization, and "What's
New in JMP 147?" topics.

All Graphs are Wrong_- Some

Building Better Models Neural Networks -
: : are Useful -
Overview and Use of Honest  Single Layer, Dual Layer, : : -
Assessment Boosted Or view Xan Gregg's Original
2015 Discovery Summit
Presentation
Reqression Generalized Regression
: 9 : . Near Machine Learning What's New in JMP 147
Linear, Stepwise, Logistic, & . )
. Accuracy — More Explainable  JMP Learning Resources
All Possible
Model
Decision Trees Text Exploration Functional Data Explorer
Simple Partition, Bootstrap Analyze Unstructured Free Modeling a “Stream” of Data —
Forest, & Boosted Tree Text New in JMP 14
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RESOURCES
Prof. Dick De Veaux, Williams College

Predictive Analytics for
Smarter Business Decision Making

On-Demand Webinar

https://www.mp.com/en us/events/ondemand/explorers/explorers-seminar-de-veaux-sep28-video.html



https://www.jmp.com/en_us/events/ondemand/explorers/explorers-seminar-de-veaux-sep28-video.html

RESOURCES GO-TO BOOK TO TEACH DATA SCIENCE IN R - (ALYSON WILSON)

G. Shmueli, P. Bruce, I. Yahav, N. Patel, K. Lichtendahl (2018).
Data Mining for Business Analytics: Concepts, Techniques,
and Applications in R. John Wiley & Sons.

G. Shmueli, P. Bruce, P. Gedeck, N. Patel (2019).
Data Mining for Business Analytics: Concepts, Techniques,
and Applications in Python. John Wiley & Sons.

G. Shmueli, P. Bruce, M. Stephens, N. Patel (2017).
Data Mining for Business Analytics: Concepts, Techniques,
and Applications with JIMP Pro®. John Wiley & Sons.
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MACHINE LEARNING FROM A PROCESS PERSPECTIVE
. (Prediction )

Linear regression (6)
k-nearest neighbors (7)
Regression trees (9)
Neural networks (11)
Gnsembles (13)
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k-nearest neighbors (7)
Naive Bayes (8)
Classification trees (9)
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FIGURE 1.2 DATA MINING FROM A PROCESS PERSPECTIVE. NUMBERS IN PARENTHESES
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Data Mining for Business Analytics: Concepts, Techniques, and Applications with IMP Pro®. §S&S THE
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]mp G. Shmueli, P. Bruce, M. Stephens, N. Patel (2017).



RESOURCES MY FAVORITE BOOK TO LEARN MACHINE LEARNING METHODS

Chapter 1: INtroduCtioN ..........cviiiiiiiiie e

FU N d amenta I S Of Chapter 2: StatistiCS REVIEW ........ccvvviiiiiiiiiiecieceeeee e,
Chapter 3: Dirty Data .......ccccoviiiiiiiieeieeeie e,

e Chapter 4: Data Discovery with Multivariate Data ...................

Pred ICtive Chapter 5: Regression and ANOVA ...
Ana IytICS with Chapter 6: Logistic REGreSSION ........covveeeeeeeeeeeeeeeeeeeeeeeeeeeeens
Chapter 7: Principal Components Analysis ..........ccccoeevveeeennnnn.

JM P®, Secon d Chapter 8: Least Absolute Shrinkage and Selection Operator
d. . ElastiC Net ...
E Itlon Chapter 9: Cluster Analysis .......ccccoiieiiiiiiiii e
Ron Klimberg Chapter 10: DecCiSION TrEES ......cvvvieieii e
B. D. McCullough Chapter 11: k-Nearest Neighbors ..........ccccoeiiiiiiiiiie e,
Chapter 12: Neural Networks ..........ccoooviiiiiii e,

In Stock Chapter 13: Bootstrap Forests and Boosted Trees .................
Chapter 14: Model Comparison ...........cccoeeeviiiieviiiieciiie e,

Publisher: SAS Institute Chapter 15: Text MiNiNG .......c.oovevieiiiieeiiie e
Copyright Date: December 2016 Chapter 16: Market Basket Analysis .............cccevvviiiiiieeviennnnnn,
Chapter 17: Statistical Storytelling ...........cceiviiiiiiiniiiiiiinee,
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MACHINE LEARNING VS. DATA MINING VS. ARTIFICIAL INTELLIGENCE

AMachine Learning: focused on prediction, based on known
properties learned from the training data.

A Data Mining: focused on the discovery of (previously)
unknown properties in the data.

A Data Mining + Machine Learning are currently being rebranded
as Artificial Intelligence.




| RYANJ £ WIWithéfelddr{ | y R& ¢
Vice Chairman of the Joint Chiefs of Staff (20Q15)
Speaking at MORS MDA Workshop, Point Loma, CA, May 2011
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What | need iIs information.

More than that | need knowledge.
And, more than that | need understanding
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Vice Chairman of the Joint Chiefs of Staff (220Q15)
Speaking at MORS MDA Workshop, Point Loma, CA, May 2011
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What | need Is information.

More than that | need knowledge.

And, more than that | need understandlng
So, | can take actioh € -

| RYANJ £ WIWithéfelddr{ | y R& ¢
Vice Chairman of the Joint Chiefs of Staff (220Q15)
Speaking at MORS MDA Workshop, Point Loma, CA, May 2011
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So, I can take actioh ¢

| RYANJ £ WIWithéfelddr{ | y R& ¢
Vice Chairman of the Joint Chiefs of Staff (220Q15)
Speaking at MORS MDA Workshop, Point Loma, CA, May 2011




All models are wrong, but some are useful.
George E. P. Box (1979)

Since all models are wrong the scientist cannot obtain a
Ncorrecto one by excessi ve ¢
overelaboration and overparameterization is often

the mark of mediocrity.

George E. P. Box (1976)




Overelaboration in Modeling

Height vs. Age
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Overelaboration in Modeling

Height vs. Age
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Overelaboration in Modeling

Height vs. Age

. R%1.000




NEverything should be mac
but not si mpler. o

Attributed to Albert Einstein (1950)




38 2. Overview of Supervised Learning

High Bias Low Bias
Low Variance High Variance
:.é -------- e -
&=
. z
= Trevor Hastie £
RObert TibS] ° ° = Test Sample
anl QO
Jerome Friedman -
Training Sample
Low High
Data Mining, Inference, Model Complexity
and Prediction FIGURE 2.11. Test and training error as a function of model complezity.

It is difficult to give a general rule on how to choose the number of
observations in each of the three parts, as this depends on the signal-to-
noise ratio in the data and the training sample size. A typical split might
be 50% for training, and 25% each for validation and testing:

Validation Test
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Error Rate

| Prune here. Validation data

‘\}J’WI LEY ~ 5 Copyrighted Material
TIMELY. PRACTICAL. RELIABLE.

Data Mining _
Techniques —

Third Edition | | | | | | | | |
< Depth of Tree
For Marketlng’ SaleS, Figure 6.7 Pruning chooses the tree whose miscalculation rate is minimized on the
and Customer validation set.
Relationship
Management Model Building Time
Distant Past Recent Past Future
Gordon S. Linoff
Michael ). A. Berry
[y |

Model Scoring Time
Figure 3.7 Data from the past mimics data from the past, present, and future.
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