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Product background:
Company X set out to launch an AI-powered learning platform for an upcoming tech conference. The 
platform was designed to reduce friction in the upskilling process. By adapting to each user’s goals, 
skill level, and time constraints, the platform aimed to deliver personalized recommendations to 
empower users to gain certifications, build new skills, and solve technical challenges more efficiently 
and with greater clarity



In a nutshell…
• An AI-powered learning platform was built and prepared for 

launch, but core features had been developed without any real 
user validation

• With little time remaining before launch, a senior stakeholder 
raised concerns about potential usability risks during the live 
demo

• The product manager for the new platform reached out to me 
and asked what could be done to gather feedback from users 
to ensure a successful launch experience



Challenges:
Stakeholder Expectations
• Stakeholders and Product Managers expected both deep and actionable insights, which didn’t align with the 

compressed timeline
• “Actionable” meant different things to different people. Some wanted strategic insights (e.g., unclear value 

prop), others wanted tactical changes (e.g., button visibility/placement)

Feasibility
• Limited timeframe in which to provide insights prevented in-depth user research to explore strategic 

questions, usability pain points, and foundational understanding

Product Understanding 
• Because the product was still evolving and the team wasn’t always aligned on what was finalized versus 

experimental, it was challenging to know where to focus research time and resources



Methodology:
Heuristic evaluation/Expert review
To navigate these challenges, I scoped the work as a rapid heuristic evaluation. This method allowed me to 
provide quick, actionable insights by focusing on the most severe usability risks and prioritizing issues based on 
user experience impact rather than engineering effort

Research questions
• Which tenets and traps are being violated across the three experiences?
• How do these traps impact the user experience?
• What are the considerations and/or changes that should be made ahead of the product launch and 

beyond?

Join forces
Reviewed findings with a second Senior UX researcher to ensure alignment on high-priority issues and 
strengthen confidence in the recommendations

Thinking ahead
After aligning with the team that an expert review would help address immediate usability concerns, I clarified 
that this would be Phase 1 and proposed a follow-up product walkthrough with 12 users post-launch to:
• Validate the heuristic findings 
• Uncover additional insights, including pain points, mental model mismatches, and potential trust issues



Key findings:
Severity 1 blockers prevent task completion or disrupt core workflows
Users are unable to complete essential actions such as saving chat history, editing or saving personalized 
learning plans, or creating an account directly from the AI interface. These gaps could lead to task 
abandonment and undermine the platform’s effectiveness

Inconsistent UI patterns create friction and user confusion
Irregular use of icons, duplicated prompts, and hidden menu items violate basic usability principles and result 
in a fragmented experience. Users may struggle to navigate, undo actions, or develop familiarity with core 
features

Trust and efficiency are undermined by friction points
Missing features like copy buttons, complex feedback flows, and invisible reset options create unnecessary 
effort. These pain points  may reduce confidence, increase cognitive load, and lead users to disengage or turn 
to alternative solutions

Weak or missing value propositions reduce engagement
Users may not understand what the AI Assistant is, how it benefits them, or why it’s worth their time. Without a 
clear value proposition, the platform risks underuse, even when functionality exists



Report examples:



Report examples:



Wrap up:
Expect Candor
Not all stakeholders were familiar with heuristic evaluations or their value in identifying usability risks. Anticipating this, I 
began the presentation with a brief explanation of Tenets and Traps, the severity rating scale, and noted that I had 
validated key findings with another senior researcher to strengthen credibility

Boldly Go
I recommended a method that fit the time constraints and allowed us to move quickly. While I didn’t anticipate pushback 
at the time, I stood by the approach and helped guide the team through unfamiliar territory when questions arose

During the review, I welcomed thoughtful challenges, especially from PMs and engineers who asked:
“Isn’t this just your opinion?” or “Let’s just wait until we have real data since this isn’t user validation”

Framing of results
• Heuristic evaluations are predictive, not definitive. They rely on well-established UX principles that help identify likely 

friction points before users interact with the product 
• I acknowledged the limitations. This method does not replace direct user research, but it is a low-effort, high-value 

approach that helps teams prioritize what to test, fix, or monitor after launch.
• I reiterated that heuristic evaluation is meant to complement user data, not to substitute it

Measuring success
The evaluation helped the team make confident tradeoffs. Out of 21 issues found: Three Sev 1 and 10 low-effort issues (Sev 
2-4) were addressed pre-launch, while more complex items requiring additional engineering were flagged for post-launch
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