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Abstract: There is a strong need and demand from the United Nations, public institutions, and the
private sector for classifying government publications, policy briefs, academic literature, and corpo-
rate social responsibility reports according to their relevance to the Sustainable Development Goals
(SDGs). It is well understood that the SDGs play a major role in the strategic objectives of various
entities. However, linking projects and activities to the SDGs has not always been straightforward
or possible with existing methodologies. Natural language processing (NLP) techniques offer a
new avenue to identify linkages for SDGs from text data. This research examines various machine
learning approaches optimized for NLP-based text classification tasks for their success in classifying
reports according to their relevance to the SDGs. Extensive experiments have been performed with
the recently released Open Source SDG (OSDG) Community Dataset, which contains texts with
their related SDG label as validated by community volunteers. Results demonstrate that especially
fine-tuned RoBERTa achieves very high performance in the attempted task, which is promising for
automated processing of large collections of sustainability reports for detection of relevance to SDGs.

Keywords: corporate social responsibility; natural language processing; RoBERTa; sustainable
development goals

1. Introduction

Corporate social responsibility (CSR), which can be defined as international self-
regulation by private companies that includes a political objective related to both positive
and negative environmental and social aspects, has a growing importance in the business
world. Despite its contribution to sustainability, under current market conditions, com-
panies seem to be incapable of finding sustainable development solutions on their own.
In addition to promoting CSR and eco-efficiency, sustainability requires active participation
and cooperation between governments, businesses, and civil society [1].

There is undoubtedly a growing need for effective CSR and sustainability regula-
tions. To meet this need, both voluntary and mandatory initiatives have been launched,
which have made sustainability a fundamental part of the corporate agenda. There are
numerous voluntary initiatives, some of which are recognized globally, such as the United
Nations Global Compact, AA1000, and the Global Reporting Initiative (GRI). These mech-
anisms have improved business efficiency, but their applicability has been rather lim-
ited. There are also Pollutant Release Transfer Register, Carbon Pricing Mechanisms and
CSR/Sustainability and Integrated Reporting Requirements as mandatory initiatives, and
they have the potential to change the standard approach to CSR. Specific environmental reg-
ulations on pollutants and carbon emissions help companies manage their environmental
impact and address climate change, while mandatory reporting requirements ensure that a
company’s CSR activities are known to stakeholders, which facilitate its accountability [2].
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The aforementioned developments and initiatives have led investors to start focus-
ing more on corporate sustainability and environmental, social, and governance (ESG)
assessments in their investment decisions. As a result, more companies are now voluntarily
issuing sustainability reports. Such an increase in sustainability reports is a promising
indicator for the future of sustainability; however, we should also note that these reports
significantly lack standardization. An analysis on the sustainability reports from the top
20 companies in the S&P 500 [3] shows that the reports vary greatly in terms of length,
word count, and number count. It also shows that most of the reported figures are rounded.
These findings reveal the need to standardize sustainability reporting and support the
ongoing initiatives by regulators that can provide investors with better ESG information.

In this context, one of the most significant initiatives is the Sustainable Development
Goals (SDGs) [4] approved by the United Nations General Assembly (UNGA) in 2015,
which are intended to be achieved by 2030. SDGs play a key role in facilitating the integra-
tion of sustainability to ensure a better and more sustainable future, while responding to the
current and future needs of stakeholders and balancing economic, social, and environmen-
tal development. SDGs by nature are related to each other, and existing research [5] clearly
shows the significant relationships and interlinkages between the 17 SDGs listed below:

1. No poverty;
2. Zero hunger;
3. Good health and well-being;
4. Quality education;
5. Gender equality;
6. Clean water and sanitation;
7. Affordable and clean energy;
8. Decent work and economic growth;
9. Industry, innovation, and infrastructure;
10. Reduced inequalities;
11. Sustainable cities and communities;
12. Responsible consumption and production;
13. Climate action;
14. Life below water;
15. Life on land;
16. Peace, justice, and strong institutions;
17. Partnerships for the goals [4]

SDGs can be broadly categorized under three main topics, namely economy (SDGs 8,
9, 10, and 12), society (SDGs 1, 2, 3, 4, 5, 7, 11, and 16) and environment (SDGs 6, 13, 14,
and 15), based on the relevance of their goals, and SDG 17 cross-cuts all of these categories.

Taking into account the notable increase in sustainability reports, approval of 17 SDGs,
and the presence of interlinkages between them, utilizing digital platforms and solutions to
effectively classify reports according to their relevance to different SDGs is imperative [6].
In this work, we describe a natural language processing (NLP)-based framework that
utilizes a fine-tuned RoBERTa model we have built for processing sustainability reports
to identify sections relevant to SDGs. Our framework has been built and evaluated using
the recently-released OSDG Community Dataset containing textual data on the SDGs,
annotated by community volunteers. We have performed extensive experiments to compare
the performances of both classical machine learning (ML) models and deep learning (DL)
models in binary and multi-class classification tasks demonstrate the superior performance
of our model in both tasks. To the best of our knowledge, this is the first work to achieve
such high performance in automated classification of sustainability documents from a
collection of this size and the first to demonstrate the performance of fine-tuned RoBERTa
in this task. We have made the built models readily available for utilization by other
researchers and practitioners.

The remainder of this paper is organized as follows: Section 2 summarizes related
work in the field of automated text processing for sustainability and other similar domains.
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Section 3 provides details of our framework for classification of sustainability reports based
on SDGs. Section 4 provides performance analysis of the framework for different ML and
DL models, and Section 5 concludes the paper with future work directions.

2. Related Work

With the increasing number of documents and texts created by international organiza-
tions and companies everyday, new research efforts have been dedicated to automate the
time-consuming process of reading such documents and identifying texts related to target
topics such as SDGs.

NLP methods have long been used to automatically process large document collections
produced by international organizations. Deniz et al. [7] used NLP to automatically classify
sentiments in the large document collection of the International Monetary Fund Executive
Board meeting minutes, achieving high accuracy when model training was performed with
domain-specific data. Sovrano et al. [8] proposed an ensemble method for multi-label text
classification of UNGA Resolutions, combining nondomain-specific deep learning based
document similarities with domain-specific term frequency–inverse document frequency
(TF-IDF) document similarities. Their proposed method achieved modest performance,
but their domain-specific similarity addition improved the baseline without any transfer
learning or re-training. Kim and LaFleur [9] proposed a proof-of-concept classifier for
analyzing UNGA resolutions adopting the dictionary method and supervised learning.
Their proposed classifier achieved 94% test accuracy, and their analysis showed how NLP
techniques can be used to identify trends and provide insight on the UN’s work reflected
in UNGA Resolutions.

In addition to the previously mentioned conventional NLP techniques, recent advance-
ments in deep learning models and their application to NLP methods have yielded highly
capable models, one of which is BERT [10]. Upon its introduction, BERT has become a
benchmark model for various NLP tasks including text classification, and research efforts
on further using BERT for text classification show promising results. Lee and Hsiang [11]
proposed PatentBERT, which is a BERT-based model fine-tuned on patent data for patent
classification, a multi-label text classification task. PatentBERT was able to achieve a new
state-of-the-art result with an F1 score of 65.87%. El-Alami et al. [12] used BERT models,
including BERT, mBERT, and AraBERT, for a multilingual offensive language detection
task. Their findings provided evidence of BERT’s robustness in the multilingual text clas-
sification with an F1 score over 93%. Khan et al. [13] conducted a benchmark study of
machine learning models for detecting fake news online. In their study, they analyzed
the overall performance of 19 different machine learning models on 3 different datasets,
and their findings showed that BERT-based models achieve superior performance on all
3 datasets.

Even though BERT is a highly capable deep learning model, there has been further
research on improving its performance, and RoBERTa [14] is one of them. With a few alter-
ations in the architecture and the training procedure of BERT, RoBERTa was able achieve
new state-of-the-art results, and the research work on using RoBERTa for text classification
proves the model’s advancement. Casola et al. [15] conducted an empirical comparison of
pre-trained language Transformer models including BERT, RoBERTa, DistillBERT, XLNet,
and ALBERT. Their findings showed that on average RoBERTa performed better on text
classification. Rodrawangpai and Daungjaiboon [16] were able to surpass the performance
of BERT-based models on classifying incident reports by proposing a model architecture
based on RoBERTa. Briskilal and Subalalitha [17] combined the capabilities of both BERT
and RoBERTa by proposing an ensemble model for the classification of idiomatic and literal
sentences. When compared to the base models BERT and RoBERTa alone, their ensemble
model achieved a 2% increase in F-score and accuracy.

After the introduction of the 17 SDGs by the UN, many research efforts were also
dedicated to identifying and linking SDGs by automatically processing data from var-
ious sources. Yeh et al. [18] proposed “SUSTAINBENCH”, a benchmark and a public
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leaderboard website for multiple SDG related datasets with standard train–test splits and
well-defined performance metrics. They also provided baseline models and their evalu-
ation results for each dataset. Matsui et al. [19] proposed an NLP model for supporting
sustainable development goals, which involves translating semantics, visualizing nexus,
and connecting stakeholders. Nilsson et al. [20] developed a framework for mapping
interactions between the SDGs. They focused on modeling interactions through important
factors, such as geographical context, resource endowments, time horizon, and governance.
Smith et al. [21] proposed an approach to quantify the network of SDG interdependencies
using policy and scientific documents. Their proposed method combined NLP methods
and network analysis to provide a mapping of SDGs’ relationships. Toetzke et al. [22]
proposed a machine learning framework for categorization of global development aid
activities based on textual descriptions. Their framework utilized document embeddings
and clustering and generated activity clusters representing the topics of underlying aid ac-
tivities, many of which were yet to be analyzed empirically. While these works are all based
on processing SDG-related data, they focused on different problems than automatically
detecting the relevancy of texts in large document collections to one or more specific SDGs.

A limited number of recent works have focused on utilization of machine learning
and deep learning techniques to develop text classification systems capable of identifying
with high accuracy the related SDGs in a document collection. Pukelis et al. [23] proposed
the Open Source SDG (OSDG) project and tool to integrate data from multiple sources into
a single framework for SDG classification. The integration aimed to link features from
previous approaches and research (e.g., ontology items, keywords, features from machine
learning models) to the topics in the Microsoft Academic Graph. Amel-Zadeh et al. [24]
provided a proof of concept for the use of ML and NLP to detect companies’ alignment
with SDGs based on their CSR reports. Their proposed method with binary outcomes
used Word2Vec [25] and Doc2Vec models for training a logistic regression classifier, a fully-
connected neural network, and an SVM which, with a Doc2Vec [26] embedding, achieved
the highest average accuracy of 83.5% for predicting alignment. Guisiano et al. [27,28]
proposed a multi-label classification system using BERT and an online tool “SDG-meter”
to automate this task. Their proposed BERT model achieved an accuracy of 98%. Despite
the high accuracy achieved, the system was only tested on a collection of 400 texts, which
is quite limited. Hajikhani and Suominen [29] proposed an ML model to automate the
detection of SDG relevancy in patent documents. The authors also presented relatedness
between different SDG categories using their highest performing model, which was the
logistic regression classifier utilizing Word2Vec. The ML models they utilized achieved
above 60% accuracy for most SDGs. While some of the mentioned works have achieved
successful results, to the best of our knowledge, none of the existing works evaluated the
performance of their models on both binary and multi-class classification tasks for SDG
relevance. In addition, fine-tuned RoBERTa, which we demonstrate to outperform all other
models in this work, has not been utilized in any of the existing frameworks.

3. Automated Report Processing Framework

In this section, we provide details on our automated report processing framework. We
have developed both classical machine learning (ML) and deep learning (DL)-based models
for processing of reports to identify relevancy of text blocks to SDGs. Furthermore, we have
developed both binary and multi-class classification models. Binary classification models
were built to identify whether a text block is relevant to each SDG, whereas multi-class
classification models indicate the most relevant SDG for the given text block. The binary
classification feature of the framework is an important aid in detecting the presence of
different SDGs in documents that may contain text on a variety of topics. The multi-class
classification feature is more useful in cases where documents are known to be dedicated
to SDGs and when it is necessary to identify which SDG each section is relevant to.

ML and DL-based models involve different processing steps during model building
and execution. In the subsections below, we describe the overall operation of each.
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3.1. ML-Based Processing

The automated text processing pipeline for the ML-based methods consists of four
stages: text pre-processing, vectorization, model training, and model execution. We start
with a training dataset, where each text block is labelled by human annotators as relevant
to one of the SDGs.

3.1.1. Pre-Processing

In the text pre-processing stage, we first filter out the records with a low agreement
score from the dataset. Having a low agreement score means that multiple annotators had
different views about the particular text block being relevant to a specific SDG. Removal
of such instances from the data allows us to achieve higher quality in model training,
as we will only be learning from instances that we are more certain about. Then, we filter
out stop words such as and, the, is, etc., as well as punctuation marks, one-letter words,
and numbers, as these do not contribute to the meaning of sentences. To eliminate these,
we utilize regular expressions and the relevant methods of the Natural Language Toolkit
(NLTK) [30] for Python.

Lemmatization is an operation that converts words into their simplest form. It is
widely used in pre-processing of raw text data in NLP tasks. By lemmatizing words, we
aim to reduce potential confusions that different representations of the same base word
could create, although they add similar or the same meaning to the context. We use NLTK
WordNet Lemmatizer for lemmatization of the text. WordNet [31] is a large lexical database
consisting of English words, allowing the analysis and processing of English sentences.
We first tokenize sentences and find the POS (part-of-speech) tag for each token, which is
basically the function of the word in a sentence (noun, verb, adjective, etc.). Then, according
to their POS, we find the correct base form of the words using NLTK WordNet Lemmatizer.
An example lemmatization is shown in Figure 1.

Figure 1. Lemmatization of text.

3.1.2. Vectorization

In order to convert the data into a form that can be processed by ML algorithms,
numeric matrices need to be constructed for the data instances. This is achieved through
vectorization, which maps each word in the complete dataset to a unique number and
keeps counts of the occurrences of each word in the data instances (i.e., text blocks).
The importance of a specific word for a particular class should not only be determined
by how frequently that word occurs in the data instances of that class, but also by how
infrequently it occurs in instances of other classes, i.e., if a word occurs too often in the
whole dataset, it carries less information. In order to account for this rationale, we use a
TF-IDF vectorizer [32], which calculates a score for each word in a text block by multiplying
the frequency score of that word in the text block by the inverse of the frequency of that
word for the whole dataset.

3.1.3. Model Training

In this stage, we train different ML models with the dataset formed in the previous
stage and optimize the models. In this work, we have utilized four well-known classification
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algorithms, namely Linear Support Vector Machines, Decision Tree, Logistic Regression,
and Gaussian Naive Bayes.

3.2. Deep-Learning-Based Processing

Deep learning (DL) algorithms have achieved significant success in many learning
tasks in the past decade with the developments in computing infrastructures and the avail-
ability of big data, and the field of NLP is no exception. For the DL-based models, we did
not apply any pre-processing to the data because the whole information in a sentence can be
helpful when using pre-trained language representation models such as BERT and RoBERTa.
They both need special encoding and tokenization methods of the inputs so that they can
be trained. For that purpose, we used the dedicated methods in the Transformers library
of the HuggingFace [33] AI community. During BERT and Roberta experiments, we used
BertTokenizer and RobertaTokenizer from HuggingFace’s Transformers library to tokenize
our text data. Moreover, we used the model configurations called BertForSequenceClas-
sification and RobertaForSequenceClassification in HuggingFace’s Transformers library
using pre-trained models called bert-large-uncased and roberta-large. We fine-tuned those
models with five epochs, using AdamW optimizer and setting the learning rate 1 × 10−5 .
We set other parameters as default (betas = (0.9, 0.999), epsilon is 1 × 10−8, weight decay is
1 × 10−2). Below, we provide an overview of both DL models utilized.

3.2.1. BERT

BERT [10], which stands for Bidirectional Encoder Representations from Transformers,
is an open-source, pre-trained deep learning algorithm developed by Google, and it has
become a baseline in NLP research. It is proficient at a variety of NLP tasks, includ-
ing sequence-to-sequence-based language generation tasks, such as question answering
and sentence prediction, and natural language understanding tasks, such as sentiment
classification and word sense disambiguation.

BERT is designed as an unsupervised model, and it is trained with a large text corpus
from the web in a variety of languages and using the masked language modeling (MLM)
task which aims to construct outputs from unarranged or corrupted input. BERT’s high
capability also comes from its bidirectional attention mechanism called Transformer, and
BERT’s model architecture uses Vaswani et al.’s [34] multi-layer bidirectional Transformer
encoder. The bidirectional Transformer aims to recognize contextual relationships between
words (or subwords) in a text by using the surrounding text to establish context. A Trans-
former’s basic design consists of two independent mechanisms: an encoder that reads
the text input and a decoder that generates a word prediction. The encoder consists of a
stack of six layers, each of which consists of a multi-head self-attention mechanism and
a position-wise fully connected feed-forward neural network. Residual connections are
applied around these two layers, followed by a normalization step. The decoder also
has six identical layers, which contain a third sub-layer for multi-head attention over the
encoder stack’s output in addition to the aforementioned two sub-layers [34]. The attention
mechanism maps a query and a set of key-value pairs to an output, where the output is
calculated as a weighted sum of the values. The weights for each value are computed based
on the compatibility of the query with the corresponding key. The details of the attention
mechanisms are available at [34].

BERT tokenizes text, then applies a sentence embedding to each token to represent
which sentence each word belongs to and a positional embedding to signify the position
of the word inside the sentences. Then, the created input embeddings go through the
previously mentioned Transformer stacks, where the attention mechanism is applied,
normalized, and fed forward.

During training, language models face the challenge of defining a prediction goal.
While many language models predict the next word in a sentence, which limits context-
based learning, BERT uses two mechanisms, namely Masked Language Modeling (MLM)
and next sentence prediction, to better integrate context into the learning process.
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The MLM process operates as follows: Before word sequences are fed into BERT, 15%
of the words in each sequence are replaced with a [MASK] token whose original values
are then predicted by the model based on the context that the non-masked words provide.
To achieve this, a classification layer is added on top of the encoder input, the output
vectors are multiplied by the embedding matrix to transform them into the vocabulary
dimension, and the probability of each word in the vocabulary is calculated using softmax.
The loss function of BERT takes into account only the prediction of masked values.

In the next sentence prediction task, the model aims to learn whether in a given
pair of sentences, the second sentence is the subsequent sentence to the first. To achieve
this, we insert a [CLS] token at the beginning of the initial sentence and a [SEP] token at
the end of each sentence. We add a sentence embedding to each token and a positional
embedding to each token, which indicates the position of the token in the sequence (as
discussed by Vaswani et al. [34]). For the prediction, the whole input sequence is fed into
the Transformer model, the output of the [CLS] token is transformed into a vector of size
2 × 1 with a simple classifier, and the probability of being the next sentence in the sequence
is calculated using softmax.

Originally, two BERT models [10] were introduced: BERT-large and BERT-base, both
of which are trained on a large text corpus in English gathered from the web. The difference
between the two models is number of encoder layers where, in the BERT-base model, there
are 12 encoder layers, whereas in the BERT-large, there are 24 encoder layers. In this work,
we use BERT-large.

The architecture of BERT-large, as seen in Figure 2, consists of several Transformer
encoder stacks, which have a bidirectional nature. This means that BERT learns information
from a sequence of words from both directions.

BERT is used for two main approaches: feature extraction and fine-tuning. In feature
extraction, the model architecture, including the model parameters, are preserved and used
to extract features which can be input for further classifier models. In fine-tuning, on the
other hand, the model’s architecture is modified by adding one extra layer after the final
layer of the original BERT architecture and further training it for more downstream tasks
for just a few epochs with additional data specifically prepared for the task. Our work in
this paper involves fine-tuning BERT-large with data specific to SDGs.

3.2.2. RoBERTa

Even though BERT achieved advanced performance across various NLP tasks, a number
of approaches have further improved BERT’s capabilities. One such work is RoBERTa [14],
which stands for Robustly Optimized BERT Pre-training Approach. It is a variation of
BERT, proposed by researchers at Facebook and Washington University. RoBERTa not
only optimizes the training of BERT architecture during pre-training but also is superior at
predicting intentionally concealed sections of a text. RoBERTa uses the same architecture as
BERT with a few alterations in the training procedure. RoBERTa alters key hyperparameters
in BERT. It removes BERT’s next-sentence pre-training intent and just uses MLM instead.
In addition to dynamically modifying the masking pattern as opposed to a single static mask
in BERT, using a larger batch size (8000), a larger vocabulary (around 50,000 words), higher
learning rates, and longer sequences (512 tokens) during training allows RoBERTa to be
more successful and more performance-oriented than BERT at masked language modeling.
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Figure 2. BERT-large Architecture.

4. Evaluation
4.1. SDG Dataset

OSDG Community Dataset (OSDG-CD) [35], first published by the OSDG team
on 1 October 2021, is a public dataset that aims to support NLP research and studies on
deriving insights into the nature of SDGs. OSDG-CD contains texts with their related
SDG labels validated by more than 1000 volunteers from over 100 countries via the OSDG
Community Platform (OSDG-CP). In our experiments, we used version 04.2022, which
was the latest version of the dataset when this research was conducted. In this section, we
provide details of the dataset and present our analysis.

The dataset contains texts from various public documents, such as reports, policy
documents, and publication abstracts; moreover, each text excerpt is nearly a paragraph in
length. We validated this information by analyzing the word numbers of texts. The longest
text consists of 226 tokens (words), while the shortest consists of 16 tokens. Furthermore,
the average size of documents is approximately 89.79 tokens per text. Considering these,
the dataset can be safely used without truncating to fine-tune most of the Transformer
models as they generally consume 512 tokens at maximum.

Although there are 17 Sustainable Development Goals defined by UNDP, the dataset
includes the first 15 SDGs. Our observations on the distribution of texts over those SDGs
show that the dataset is quite unbalanced. Figure 3 shows the distribution of the SDGs.
Therefore, we split the data in a stratified manner so that the ratio between test and train
data for each SDG category was preserved.
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Figure 3. SDG Distribution Histogram.

The volunteers from OSDG-CP contributed to the annotation of the dataset by complet-
ing some labeling exercises. Each text was validated by at least three different volunteers
and up to nine different volunteers. All the labeling exercises were binary decision prob-
lems, meaning that each volunteer could accept or reject a suggested label. This information
was embedded into the dataset as ‘labels_negative’, ‘labels_positive’, and ‘agreement’ columns,
where ‘agreement’ represented the agreement score based on the formula below:

agreement =
|labelspositive − labelsnegative|
labelspositive + labelsnegative

When we analyzed the dataset, we observed that some records had low agreement
scores. In addition, in some records, the number of volunteers who rejected the suggested
label was more than those who accepted it. These ‘low-quality’ records can potentially
reduce the accuracy of classifier models; therefore, it would be appropriate to filter them
out in the pre-processing stages of the experiments. Figure 4 shows the distribution of
quality and poor quality records in each SDG, where quality records are defined as the
records having an agreement score greater than or equal to 0.6 and having ‘labels_positive’
greater than ’labels_negative’. In contrast, the poor quality records are the remaining ones.

Figure 4. Quality and poor records.



Sustainability 2022, 14, 16139 10 of 25

4.2. Evaluation Results

In this section, we report the results of both binary and multi-class classification for
the ML and DL-based models. For evaluating the performances of the different algorithms,
we utilized commonly used metrics from the ML literature: accuracy, precision, recall, and
F1 score. These metrics are calculated using the formulae below, where TP is the number of
positive instances classified as positive, TN is the number of negative instances classified
as negative, FP is the number of negative instances classified as positive, and FN is the
number of positive instances classified as negative by the algorithm:

Accuracy =
TN + TP

TN + FP + TP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 = 2× Precision× Recall
Precision + Recall

(4)

In the subsections below, we present the performance results of the different models
with these metrics. We provide the binary classification ROC (receiver operating character-
istic) curves, which plot TP rate vs. FP rate at different decision thresholds, for SVM, BERT,
and RoBERTa in Appendix A.

4.2.1. Binary Classification

Foremost, we performed binary classification for all SDGs separately, and while
doing this, we created a balanced dataset by undersampling for each SDG group in each
trial by taking equal-sized random samples from the ones that do not belong to that SDG.
Our goal was to observe what the results would look like if we had a balanced dataset.
The number of training and test samples for each SDG in the experiments is shown in
Table 1.

Table 1. Train–test split of data in binary classification experiments.

SDG# Train Test

1 1856 464

2 1320 330

3 2980 745

4 3780 945

5 3800 950

6 2140 535

7 2892 723

8 1392 348

9 1092 273

10 724 181

11 2072 518

12 384 96

13 1752 438

14 1200 300

15 852 213
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Finally, we created a matrix representing each sentence and the words contained in it
using the vectorizer we just obtained. Each row of the matrix is a sentence, and each cell is
a word that is tokenized. At the model training stage for ML algorithms, we trained four
models for all SDGs:

• Linear Support Vector Machines (SVM);
• Decision Tree;
• Logistic Regression (LR);
• Gaussian Naive Bayes.

We used the parameters of the algorithms provided in Python’s ‘scikit-learn’ library,
as listed in Table 2.

Table 2. Parameter values for ML models.

SVM:

C: 1.0 kernel: ‘linear’ degree: 3
gamma: ‘scale’ coef0: 0.0 shrinking: True

probability: True tol = 1 × 10−3 cache_size: 200
class_weight: None verbose: False max_iter: −1

decision_function_shape:
‘ovr’ break_ties: False random_state: 42

Decision Tree Classifier:

criterion: “gini” splitter: “best” max_depth: None
min_samples_split: 2 min_samples_leaf: 1 min_weight_fraction_leaf: 0.0
max_features: None random_state: None max_leaf_nodes: None

min_impurity_decrease: 0.0 class_weight: None ccp_alpha 0.0

Logistic Regression:

penalty: ‘l2’ dual: False tol: 1 × 10−4

C: 1.0 fit_intercept: True intercept_scaling: 1
class_weight: None random_state: 0 solver: ‘lbfgs’

max_iter: 100 multi_class: ‘auto’ verbose: 0
warm_start: False n_jobs: None l1_ratio: None

Gaussian Naive Bayes:

priors: - (Not used) var_smoothing: 1 × 10−9

While constructing the SVM model, we chose the C-Support Vector Classification
variant (SVC). We applied five-fold cross-validation while evaluating all models, which is a
common practice for validating the performance of ML and DL models. This validation
process can be explained simply as follows: The dataset is randomly split into five ‘folds’,
and each fold is used as the test dataset for the validation of the models in different
iterations, while the models are trained with the remaining four folds in each iteration.
At the end of five iterations, the averages of the evaluation results of those five iterations are
calculated. Table 3 summarizes the F1 score results of the four ML algorithms for each SDG.

At the model evaluation stage for ML models, we concluded that SVM and Logistic
Regression models produce the best results. Although these models achieved relatively
better results than the other traditional ML algorithms, we applied DL-based NLP methods
for further comparison. First, we trained BERT and RoBERTa models with the same
train and test datasets and then evaluated their binary classification performance. The
hyperparameters we set for both models can be seen in Table 4 below.
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Table 3. Binary classification results (F1 scores) for machine learning models.

SDG# LR SVM Naive Bayes Decision Tree

1 0.93 0.94 0.78 0.79

2 0.94 0.94 0.79 0.90

3 0.96 0.97 0.85 0.93

4 0.97 0.97 0.82 0.95

5 0.97 0.98 0.79 0.96

6 0.96 0.96 0.79 0.95

7 0.95 0.96 0.81 0.93

8 0.89 0.89 0.73 0.78

9 0.93 0.92 0.77 0.82

10 0.86 0.88 0.78 0.77

11 0.94 0.94 0.78 0.87

12 0.90 0.90 0.78 0.86

13 0.94 0.96 0.81 0.92

14 0.97 0.97 0.86 0.96

15 0.94 0.95 0.83 0.88

Table 4. Parameter values for DL models.

BERT:

Model: BertForSequenceClassification num_labels: 15
batch_size: 3 optimizer: AdamW

Learning rate (lr): 1 × 10−5 Epsilon(eps): 1 × 10−8

Weights: ‘bert-large-uncased’ epochs: 5
Tokenizer: BertTokenizer

RoBERTa:

Model: RobertaForSequenceClassification num_labels: 15
batch_size: 3 optimizer: AdamW

Learning rate (lr): 1 × 10−5 Epsilon(eps): 1 × 10−8

Weights: ‘roberta-large’ epochs: 5
Tokenizer: RobertaTokenizer

Note: num_labels is set to 2 during binary classification experiments.

As expected, these models outperformed the traditional ML algorithms. The results
(rounded to the nearest hundredth) can be seen in Tables 5 and 6 for BERT and RoBERTa,
respectively. While DL models achieved significantly better performance over ML models
in this task, this comes with a cost in training time and model size. The sizes of fine-tuned
BERT binary models are around 1.25 GB, and the sizes of fine-tuned RoBERTa binary
models are around 1.32 GB, while the sizes of all ML models are in the order of KB. The fine-
tuning of BERT and RoBERTa for each classifier took approximately 4 h in the Google
collaborative environment [36] using available GPUs, while the time to train ML models
was in the order of seconds. Since model training is only performed once, the training time
cost is tolerable when the significant accuracy increase is considered.



Sustainability 2022, 14, 16139 13 of 25

Table 5. Binary classification results for BERT.

SDG# Accuracy Precision Recall F1

1 0.95 0.95 0.95 0.95

2 0.97 0.98 0.97 0.97

3 0.99 0.98 0.99 0.99

4 0.98 0.99 0.98 0.98

5 0.99 0.99 0.99 0.99

6 0.98 0.99 0.97 0.98

7 0.98 0.98 0.98 0.98

8 0.90 0.91 0.89 0.90

9 0.95 0.96 0.94 0.95

10 0.89 0.88 0.90 0.89

11 0.96 0.96 0.97 0.96

12 0.94 0.96 0.92 0.94

13 0.96 0.96 0.96 0.96

14 0.99 0.99 0.99 0.99

15 0.97 0.97 0.96 0.97

Table 6. Binary classification results for RoBERTa.

SDG# Accuracy Precision Recall F1

1 0.96 0.97 0.94 0.96

2 0.97 0.98 0.96 0.97

3 0.99 0.98 0.99 0.99

4 0.98 0.99 0.98 0.98

5 0.99 0.99 0.98 0.99

6 0.98 0.99 0.98 0.98

7 0.98 0.99 0.97 0.98

8 0.92 0.91 0.92 0.92

9 0.95 0.96 0.95 0.95

10 0.89 0.90 0.88 0.89

11 0.96 0.97 0.96 0.96

12 0.96 0.98 0.94 0.96

13 0.97 0.97 0.96 0.97

14 0.99 0.99 0.99 0.99

15 0.97 0.96 0.97 0.97

4.2.2. Multi-Class Classification

In this section, we present the results of our multi-class classification experiments.
As before, these experiments consist of two sub-experiments. The first uses supervised ML
methods, and the second fine-tunes BERT and RoBERTa models. As before, five-fold cross
validation was performed in the experiments. Table 7 shows the number of training and
test instances for each SDG in the experiments.
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Table 7. Train–test split of data in multi-class classification experiments.

SDG# Train Test

1 928 232

2 660 165

3 1492 373

4 1892 473

5 1900 475

6 1068 267

7 1444 361

8 692 173

9 548 137

10 360 90

11 1036 259

12 188 47

13 872 218

14 600 150

15 428 107

For multi-class classification models, in addition to F1 score, we also used confusion
matrices to demonstrate the classification algorithms’ performance. Since we have more
than two classes in these classification tasks, by plotting a confusion matrix, we can better
see which SDGs our models are confusing the other SDGs with. A confusion matrix is used
to demonstrate how many test samples of a specific class were classified as instances of all
classes in our task. For example, in the SVC confusion matrix in Figure 5, by looking at the
first row, we see that for SDG1, the classifier correctly predicted 197 instances as belonging
to class SDG1, while it incorrectly predicted two samples as belonging to class SDG2.

The F1 scores and confusion matrices based on the performances of the mentioned
ML models can be seen in Figures 5–8. As seen in the confusion matrices, the lack of
sufficient data for SDG10: Reduced Inequalities and SDG12: Responsible Consumption
and Production, have negatively affected the models’ performance.

The pseudocode of the training and evaluation steps of multiclass classification using
BERT and RoBERTa are provided in Algorithms 1 and 2.

Encoding using a tokenizer (tokenizer.encode_batch_plus) includes the following steps:

1. Add special tokens to tokenized texts:

• [CLS] at the beginning of each sentence;
• [SEP] at the end of each sentence.

2. Make each sentence the same length (512 tokens):

• Add padding ([PAD]) tokens to shorter sentences;
• Truncate longer sentences from the end.

3. Create attention masks:

• Create a list for each tokenized sentence consisting of zeroes for padding tokens
and ones for regular tokens to prevent the model from performing attention on
padding token.s
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Figure 5. SVC confusion matrix for the average of 5 folds. F1 Score: 0.89.

Figure 6. Decision tree confusion matrix for the average of 5 folds. F1 Score: 0.74.



Sustainability 2022, 14, 16139 16 of 25

Figure 7. Logistic regression confusion matrix for the average of 5 folds. F1 Score: 0.88.

Figure 8. Gaussian Naive Bayes confusion matrix for the average of 5 folds. F1 Score: 0.60.
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Algorithm 1: Five-fold Multiclass Classification Using fine-tuned BERT

1 tokenizer←− BertTokenizer
2 folds←− five folds of the dataset, stratified by labels (SDGs)
3 for fold in folds do
4 model←− BertForSequenceClassification(“bert-large-uncased”, num_labels=15)
5

6 Xtest ←− texts in this fold
7 Ytest ←− labels (SDGs) of texts in Xtest
8 Xtrain ←− texts in other folds
9 Ytrain ←− labels (SDGs) of texts in Xtrain

10

11 encoded_train_data←− tokenizer.batch_encode_plus(Xtrain)
12

13 encoded_test_data←− tokenizer.batch_encode_plus(Xtest)
14

15 dataset_train←− TensorDataset(encoded_train_data)
16 dataloader_train←− DataLoader(dataset_train, batch_size=3)
17

18 dataset_test←− TensorDataset(encoded_test_data)
19 dataloader_test←− DataLoader(dataset_test, batch_size=3)
20

21 //Set AdamW optimizer parameters:
22 Learning rate (lr)←− 1 × 10−5

23 Epsilon (eps)←− 1 × 10−8

24

25 for epoch in range(5) do
26 //Prepare model for training
27 for batch in dataloader_train do
28 Feed model with input_ids, attention_mask and labels in

dataloader_train
29 Compute loss and gradients from outputs of the model using

loss.backward()
30 Apply backpropagation using optimizer.step()
31 end
32 //Prepare model for testing
33 Feed model with input_ids, attention_masks and labels in dataloader_test
34 Fetch logits (the vector of raw predictions) from the outputs of the model
35 Compare logits with true labels of labels in dataloader_test and derive

evaluation scores (Recall, Precision and F1 Score)
36 Store the evaluation results of this fold and this epoch
37 end
38 end
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Algorithm 2: Five-fold Multiclass Classification Using fine-tuned RoBERTa

1 tokenizer←− RobertaTokenizer
2 folds←− five folds of the dataset, stratified by labels (SDGs)
3 for fold in folds do
4 model←− RobertaForSequenceClassification(“roberta-large”, num_labels=15)
5

6 Xtest ←− texts in this fold
7 Ytest ←− labels (SDGs) of texts in Xtest
8 Xtrain ←− texts in other folds
9 Ytrain ←− labels (SDGs) of texts in Xtrain

10

11 encoded_train_data←− tokenizer.batch_encode_plus(Xtrain)
12

13 encoded_test_data←− tokenizer.batch_encode_plus(Xtest)
14

15 dataset_train←− TensorDataset(encoded_train_data)
16 dataloader_train←− DataLoader(dataset_train, batch_size=3)
17

18 dataset_test←− TensorDataset(encoded_test_data)
19 dataloader_test←− DataLoader(dataset_test, batch_size=3)
20

21 //Set AdamW optimizer parameters:
22 Learning rate (lr)←− 1 × 10−5

23 Epsilon (eps)←− 1 × 10−8

24

25 for epoch in range(5) do
26 //Prepare model for training
27 for batch in dataloader_train do
28 Feed model with input_ids, attention_mask and labels in

dataloader_train
29 Compute loss and gradients from outputs of the model using

loss.backward()
30 Apply backpropagation using optimizer.step()
31 end
32 //Prepare model for testing
33 Feed model with input_ids, attention_masks and labels in dataloader_test
34 Fetch logits (the vector of raw predictions) from the outputs of the model
35 Compare logits with true labels of labels in dataloader_test and derive

evaluation scores (Recall, Precision and F1 Score)
36 Store the evaluation results of this fold and this epoch.
37 end
38 end

After training the models and evaluating their performances, we found that BERT
and RoBERTa outperformed the traditional ML methods that we tried in the first sub-
experiment. Their F1 scores and confusion matrices can be seen in Figures 9 and 10. We
achieved an F1 score of 91 percent with BERT and 92 percent with RoBERTa, which are quite
high. These results demonstrate that especially deep learning-based NLP models achieve
significant success in the attempted task, which is promising for automated processing of
large collections of sustainability reports for detection of relevance to SDGs.
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Figure 9. BERT confusion matrix for average of 5 folds. F1 Score: 0.91.

Figure 10. RoBERTa confusion matrix for average of 5 folds. F1 Score: 0.92.

5. Conclusions

It is well established that the SDGs play a key role in the strategic objectives of diverse
entities. Nevertheless, connecting projects and activities to the SDGs has been rather
complicated and not always possible with existing methods. NLP provides a novel way to
classify linkages for SDGs from text data. This research examined various machine learning
and deep learning approaches optimized for NLP text classification tasks for their success
in classifying textual data according to their relevance to SDGs. Extensive experiments were
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performed with the recently released OSDG Community Dataset. Results demonstrate
that the fine-tuned RoBERTa-based classification models we built, which we have made
publicly available, achieve significant success in the attempted task, which is promising
for automated processing of large document collections for detection of relevance to SDGs.
The framework we have developed in this work can be readily used by the community for
processing sustainability reports with high SDG detection/identification accuracy, making
it an important contribution to the field. In our future work, we aim to use the same
methodology to classify national artificial intelligence (AI) strategy documents of over 50
countries to examine the lineage between SDGs and AI development, particularly in the
Global South.
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Appendix A

Figure A1. Support vector classification ROC curves for each fold.
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Figure A2. BERT ROC curves for each fold.



Sustainability 2022, 14, 16139 23 of 25

Figure A3. RoBERTa ROC curves for each fold.
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