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Reference is made to the following documents:

D1:- US8527276B1 (CHUN BYUNGHA et al.) 03-SEPTEMBER-2013
(03-09-2013)
D2:- US9792900B1 (MALASPINA LABS (BARBADOS) INC) 17-OCTOBER-2017
(17-10-2017)
D3:- US5930754A (MOTOROLA INC) 27- JULY-1999 (27-07-1999)

ARTICLE 33(2) OF THE PCT – NOVELTY

The subject-matter of claims 1-10 is not novel (Article 33(2) of
PCT) in view of the disclosure of document D1.

Regarding claim 1, D1 discloses (the references in parentheses
applying to the document) the method of interpreting real-data
signals (Page 1, Line 28 - Line 35), the method comprising:
receiving, by a processor, a plurality of audio signals
representing phonetic data and text data in a natural language
(Page 3, Line 44 – Line 63);
converting, by the processor, the plurality of audio signals into a
plurality of digital signals (Page 3, Line 24 – Line 43);
providing, by the processor, the plurality of digital signals and
associated phonetic data and text data as training data to a
point-to-point recurrent neural network (PPRNN) engine (Page 1,
Line 43 – Line 56; Page 22, Line 29 – Line 36);
receiving, by the processor, real-data signals as an input to PPRNN
engine, wherein the real-data signal represents an electrical
activity (Page 3, Line 44 – Line 66; Page 6, Line 31 –
Line 52);
predicting, by the processor, one or more of phonetics, letters,
words, or sentences associated with the real-data signals using the
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PPRNN engine (Page 3, Line 44 – Line 66; Page 6, Line 31 – Line
52); and
converting, by the processor, the predicted phonetics, letters,
words, or sentences into speech signals in the natural language
(Page 3, Line 44 – Line 66; Page 6, Line 31 – Line 52).

All technical features of claim 1 are thus disclosed by document
D1. Therefore, the subject matter of claim 1 lacks novelty (Article
33(2) of PCT).

Claim 6 relates to the system for interpreting real-data signals
and corresponds to method claim 1. The above reasoning is also
valid for claim 6, since the said claim is based on the same
essential features as those of claim 1. Thus the subject matter of
claim 6 also lacks novelty (Article 33(2) of PCT).

Dependent claims 2-5 and 7-10 do not appear to contain any
additional features which, in combination with the features of any
claim to which they refer, meet the requirements of PCT Article
33(2), since these features are directly derivable from the cited
prior art document D1.

ARTICLE 33(3) OF THE PCT- INVENTIVE STEP

The subject matter of claims 1-10 does not have an inventive step
in the sense of Article 33(3) of PCT because claimed features are
disclosed in D1 as stated above for novelty consideration.

At the same time, the subject matter of claims 1-10 lacks an
inventive step in view of the disclosures of D2 and D3 too.

Regarding claims 1-10, D2 discloses the method of training an
expert-assisted phoneme recognition neural network system, the
method comprising: at an expert-assisted phoneme recognition neural
network system configured to generate one or more phoneme
candidates as recognized within audible signal data, the
expert-assisted phoneme recognition neural network system including
an ensemble phoneme recognition neural network and a
phoneme-specific experts system: selecting a target problematic
phoneme; synthesizing a targeted training data set including an
overemphasis of examples of the target problematic phoneme;
synthesizing respective problematic phoneme-specific weight values
for problematic phoneme-specific expert neural network (PPENN)
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included in the phoneme-specific experts system by providing the
synthesized target training data set to the PPENN in accordance
with a determination that the respective problematic
phoneme-specific weight values satisfy an error convergence
threshold (Abstract; Page 1, Line 65 – Page 2, Line 16; Page 10
Line 1 – Line 17).
 
 
But, D2 does not disclose the concept of minimizing a loss function
to optimize the training data.
 
 
However, D3 which also belongs to the same technical field
discloses a method for providing, in response to orthographic
information, efficient generation of a phonetic representation,
comprising the steps of: inputting an orthography of a word and a
predetermined set of input letter features; utilizing a neural
network that has been trained using automatic letter phone
alignment and predetermined letter features to provide a neural
network hypothesis of a word pronunciation and after computation of
the error signal, the weight values are then adjusted in a
direction to reduce the error signal (Abstract; Page 3, Line 36 -
Line 52; Page 15, Line 20 – Line 25).
 
 
Therefore, it would have been obvious to a person skilled in the
art to combine the teaching of D2 with D3 to arrive at the subject
matter of claims 1-10. Therefore the subject matter of claims 1-10
lacks an inventive step (Article 33(3) of PCT) in view of the
disclosures of D2 and D3.
 
 
 
 
Article 33(4) PCT - Industrial Applicability
 
 
 
The subject matter of claims 1-10 is considered to have industrial
applicability and therefore complies with the requirements of
Article 33(4) of PCT.
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