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1. Abstract 

The advent of quantum computing presents a significant threat to modern cryptographic 

systems, placing government, commercial and critical infrastructure communications at risk. 

Quantum communication is a pre-requisite to harnessing the benefit of quantum computing. As 

such, this white paper documents the implementation and validation of a Quantum Key 

Distribution (QKD) solution and its integration over a commercial metropolitan network to 

mitigate that threat. The goal was to demonstrate the first cross-state QKD over a live 

commercial metro fiber network between Illinois and Indiana, integrating with high-throughput, 

commercially available encryption systems. The findings from this study have far-reaching 

impact on commercial implementation of quantum communication tools to develop quantum 

safe networks, enable networking of quantum computers to solve previously large-scale 

unsolvable problems and future AI data centers.   

 

 

Figure 1 – Proof-of-Concept System Overview 

2. Introduction 

Quantum computing stands at the threshold of redefining the very foundations of information 

technology. With its promise of exponentially increased computational power, quantum 

computers are anticipated to tackle challenges that remain intractable for classical machines, 

opening new avenues in fields such as cryptography, material science and complex system 

modelling. For technology professionals, researchers and decision-makers, understanding the 

trajectory of quantum innovation is vital—not only for harnessing its benefits, but also for 

preparing for the transformative impacts it will have on industry and society. 

While the spotlight often falls on the remarkable capabilities of individual quantum computers, 

it is the prospect of networking these systems that will truly unlock their collective potential. 
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Quantum networking is a future-looking technology that envisions interconnected quantum 

devices working collaboratively, enabling enhanced scalability, distributed quantum processing 

and secure communication on an unprecedented scale. The quantum internet, though still in its 

formative stages, represents an ambitious vision for global collaboration and resource sharing, 

promising to amplify the impact of quantum computing far beyond isolated breakthroughs. 

Current foundational technologies are laying the groundwork for this quantum-connected 

future. QKD is one such technology to enable secure transmission of information, leveraging the 

fundamental principles of quantum mechanics to ensure privacy and resilience against emerging 

threats. 

By implementing QKD across production-grade fiber infrastructure, Quantum Corridor seeks to 

enable scalable and commercially viable quantum-safe networking, and in so doing lay the 

foundation for the future of quantum networking. 

The remainder of this paper focuses on the key activities undertaken to demonstrate this initial 

step towards a quantum-safe future: 

• Establish a real-world QKD link between two Tier III data centers – ORD10 (350 Cermak) 

(Chicago) and Digital Crossroad (DX) (Hammond, IN) over a multi-state commercial network 

(see Figure 1). 

• Validate the stability of the quantum channel over a metropolitan commercial network in 

the presence of typical environmental disturbances including roadways, railways and 

bridges (Figure 2 illustrates the fiber path through a dense urban environment). 

• Demonstrate the delivery of high-speed quantum-safe communication links by integrating 

Generally Available (GA) coherent optical telecommunication equipment with commercially 

available QKD systems. 

• Validate the stable operation of the quantum-secured environment over a prolonged period 

under real-world conditions. 

 

 

 

 

 

 

 

 

 

Figure 2 - Direct Fiber Link Between ORD10 and Digital Crossroad Data Centers  
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3. Study Platform  

Figure 3 provides a high-level block diagram of the network configuration for this study, which 

includes the following four components:  

(i) the fiber infrastructure between the two endpoints 

(ii) the photonic system multiplexing the encrypted channels 

(iii) the encryptors 

(iv) the QKD system  

 

Figure 3 - High-Level Network Configuration 

3.1. Infrastructure 

This activity utilizes fiber infrastructure that is a key component of Quantum Corridor’s 

backbone network, routed through protected conduits between the ORD10 data center at 350 

E. Cermak Rd. in Chicago and the Digital Crossroad data center at 100 Digital Crossroad Dr. in 

Hammond, IN. 

Over the 13.55-mile stretch between the two locations are multiple fiber strands offering the 

most direct path between the facilities. The fibers themselves are G.652d low-loss fibers routed 

in protected conduits and buried underneath the region’s transit infrastructure, including 

roadways, railways and bridges, as illustrated in Figure 4. 
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Figure 4 - Overlay of Fiber Route and Metropolitan Railway System 

 The two fiber pairs used in this PoC demonstration were co-routed along QC’s metropolitan 

route, with routing accommodations for roadways and bridges as illustrated in Figure 5. 

 

Figure 5 - Examples of Metropolitan Fiber Routing 

Prior to this activity, the fiber pairs were characterized and the following OTDR traces in Figures 

6 and 7 measured a 7.25dB loss on one pair (used for the classical channels) and 7.57dB loss on 

the second pair (used for the quantum channels).  
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Figure 6 - OTDR Trace for Fiber Pair 1 (Used for Classical Channels) 

 

Figure 7 - OTDR Trace for Fiber Pair 2 (Used for Quantum and Service Channels) 

3.2. Photonic Layer 

The photonic layer used for this activity was 

Ciena’s 6500 Reconfigurable Line System (RLS). 

Each location was fitted with a 4RU-high R4 

chassis equipped with a C-band Reconfigurable 

Add Drop Multiplexer (ROADM) RLA. The 

system multiplexed two classical 800Gbps, 

95Gbaud coherent channels and amplified the 

channels for transmission across the 13.55-mile 

network between the two data centers. 

The flexible 16-channel colorless mux/demux filters used on the RLS system allow for the 

multiplexing of the existing 800Gbps, 95 Gbaud, coherent encrypted channels and is ready to 

support the upcoming 1.6Tbps, 200Gbaud, coherent encrypted channels. 
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3.3. Encryptors 

The encryptors used for the activity are the 

Wavelogic 5e Encryption Modules, part of Ciena’s 

Waveserver 5 platform. Each Wavelogic 5e 

Encryption Module is equipped with a pair of 

800Gbps line ports generating a 95Gbaud coherent 

signal. Each line port supports a mix of 100G and 

400G client services (100GE signals are used in this 

activity). Each line port also supports independent 

OTNsec encryption functions, powered by bit-

transparent FIPS 140-3 Level 2 certified AES-256-

GCM encryption engines. 

The Waveserver 5 chassis also provides an ETSI 014 compliant external key interface to allow 

the encryption modules to request and obtain encryption keys from an external system. In this 

activity, the external key interface (REST API) is configured to request keys from the co-located 

Toshiba QKD system. The Waveserver system was running generally available (GA) software 

version 2.4.52. 

3.4. Quantum Key Distribution 

Toshiba’s Multiplexing (MU) QKD servers were 

used for this PoC. The pair of servers was 

graciously loaned to Quantum Corridor by 

Toshiba and the University of Chicago for the 

preparation and execution of this activity. 

The MU QKD system from Toshiba is designed to 

multiplex both classical DWDM channels and the 

quantum and control channels used for key generation. For the purpose of this activity, 

Quantum Corridor dedicated a fiber pair to the QKD system independent of the classical DWDM 

channels on the RLS system due to a wavelength conflict between the two systems that were on 

hand. The Toshiba MU system uses a 1310nm O-band quantum channel for key generation. The 

Transmitter node (Alice) was located at ORD10 while the Receiver node (Bob) was located at 

Digital Crossroad as illustrated in Figure 1. Each was also equipped with a Control Server for 

communication with the Ciena encryptors. 
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3.5. System Configuration 

The complete system configuration and interconnection is depicted in Figure 8. At both 

locations, in addition to the equipment described in the above sections, an Avaya ERS4950 layer 

2 switch was configured between the management ports of the Waveserver and Toshiba 

devices. 

 

Figure 8 - System Diagram 

While a direct connection between the two devices would have offered enhanced security, the 

Waveserver platform supports only a single management port. To enable simultaneous access 

for both ETSI GS NFV-IFA 014 REST API integration and general management functions, an 

intermediary switch was necessary. 

With both the QKD system and the encryptors being co-located, and with all equipment 

consolidated in a single locked cabinet inside a highly secure Tier III data center, this provided a 

high level of physical security. Additionally, the ETSI 014 interface over which the keys are 

exchanged is further protected over an authenticated and encrypted communication channel. 

Completing the configuration was a Viavi T-BERD/MTS-5800 100GbE network tester located at 

the Digital Crossroad facility; the ports at the ORD10 facility were looped back. This 

configuration allowed latency and throughput tests to run across the system over a 48-hour 

period. 

4. Equipment Set-Up and Configuration 

4.1. Phase 1 – QKD Installation & Configuration 

Both the Toshiba QKD Transmitter (“Alice”) and Receiver (“Bob”), along with their associated 

Control Servers, were installed in existing locked equipment cabinets at the ORD10 and Digital 

Crossroad facilities, respectively. The QKD units, Alice and Bob, were connected to the 13.55-
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mile, 7.6dB fiber pair between the two locations. Each unit was also connected to their 

respective Control Server as illustrated in Figure 9. 

 

Figure 9 - Overview of Toshiba QKD and Control Servers Connectivity 

With all equipment properly connected, the system was powered on and initialized. With the 

system fully initialized and stable, a GUI was opened on Bob’s Control Server and successful key 

generation was confirmed, measured at 1,830 kbps with a quantum bit error rate of 3.72%. 

 

Figure 10 - Toshiba QKD GUI Showing Secure Key Rate and QBER 

4.2. Phase 2 – Integration with Ciena Encryptors 

The ETSI 014 key delivery API requires a mutually authenticated TLS session for secure key 

exchange. The initial step to implementing the key exchange interface is thus to generate the 

required authentication certificate. Although test certificates could be self-generated on the 

Toshiba servers, new certificates for both the Toshiba QKD Control Servers and the Ciena 

Waveserver 5 chassis were created using Quantum Corridor's Certificate Authority (CA) 

infrastructure to demonstrate the solution’s integration into a commercial network. The 



 11 

certificates were then loaded onto the various devices as shown in Figure 11 (note that there 

are no similar interfaces on the Toshiba units). 

 

Figure 11 - Screenshot of Certificate Provisioning on Ciena Waveserver Encryptors 

With the certificates properly loaded on the devices, the Ciena Waveserver external key 

interfaces were configured with the information related to their respective QKD Control Servers, 

and the key request interval was reduced to 1-minute (lowest available setting), which would 

force the two 800Gbps encryptors to each request a new QKD key (and configure it on its 

internal AES encryptor) every minute. 

 

Figure 12 - External Key Interface Provisioning on Ciena Waveserver Encryptors 

It was observed that the actual key request interval was closer to 90 seconds (vs. expected 60 

seconds), however this was not material as the main purpose was to force a higher key refresh 

rate for testing purposes. 

5. Testing & Validation 

5.1. Link Up Confirmation 

The initial validation of the configuration was a green indicator on the Viavi Network Test 

device, confirming that the link was up and transmitting traffic. Successful traffic transmission 

on the Ciena Wavelogic 5e Encryption Module is an indication that the encryption subsystems 

are functional and properly configured with confirmed authentication and AES-256-GCM keys as 

the units first undergo a complete FIPS 140-3 Level 2 secure initialization. 
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Figure 13 - Viavi Test Set Confirming Traffic Continuity 

5.2. ETSI 014 Key Exchange Validation 

The next step in validating the system’s configuration and operation was to validate that the 

Wavelogic 5e Encryption Module was receiving and updating its AES key every “minute.” The 

way the ETSI 014 interface is designed to operate, one of the encryptors is designed as the 

Master, issuing the initial key request command to its local QKD device (in this case its local 

Toshiba QKD Control Server). The Control Server then responds to this initial request with a 

QKD-generate key and a corresponding Key ID. 

The Master encryptor then communicates the Key ID (not the QKD key!) over to its encryption 

peer, the Slave encryptor. The Slave then uses its ETSI interface to request the QKD Key that 

matches the received Key ID from its local Control Server. Once the two encryptors have 

securely received their (identical) QKD keys, they each load it into their AES encryption engines.  

The Ciena Wavelogic 5e Encryption Modules are engineered to update the received QKD keys 

with no traffic interruption to ensure seamless operations in a commercial production 

environment. 

The following Figures 14 to 16 capture the details of the process for the Waverserver encryptors 

for three consecutive key request intervals. 
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Figure 14 - External Key Interface Logs on Bob's Waveserver 

 

Figure 15 - External Key Interface Logs on Alice's Waveserver 
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Figure 16 - QKD Key Synchronization Logs between Waveserver Encryptors 

Similarly, Figure 17 shows the logs from the Toshiba Control Servers indicating they were 

providing two keys (one for each encryptor) at the same interval: 

 

Figure 17 - Toshiba QKD Control Server Logs 
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5.3. QKD Channel Status 

The next validation activity was to verify the suitability 

of the secure key rate and the reported Quantum Bit 

Error Rate (QBER). The Toshiba MU QKD System 

documentation outlined a baseline 300 kbps for a 10 dB 

link. Since the link used in the PoC had a measured loss 

of 7.6 dB, a higher secure key rate was expected.  In 

fact, secure key rates averaging 1,675kbps and a QBER 

averaging 3.54% over a 24-hour period were observed. 

Figure 18 on the right provides a sample of the data 

provided by the Toshiba QKD servers. 

 

5.4. Network Throughput and Latency 

Measurements 

The PoC activity also included performing a 48-hour Enhanced RFC 2544 test using the Viavi 

100GbE network test set to validate 100% line-rate throughput and monitor for any frame or 

packet loss (see Figure 19). 

 

Figure 19 - Viavi Network Tester Enhanced RFC 2544 Report Summary 

Overall, the throughput and transparency of the system was confirmed, with 100% throughput 

and no dropped frames or packets. This test also confirms that the Ciena Wavelogic 5e 

Encryption Modules maintained this performance while updating its AES-256-GCM encryption 

key with the key obtained from the Toshiba QKD devices every ~90 seconds. 

The overall round-trip latency of the link, including the 800Gbps coherent OTNsec encryptors, 

was measured at a constant 274.22s 

Figure 18 - Sample Logs from Toshiba 
Servers 



 16 

The detailed measurements are captured in Figure 20. 

 

Figure 20 - Viavi Network Tester Enhanced RFC 2544 Detailed Report 

 

6. Outcome & Observations 

The PoC activity successfully demonstrated the following: 

• Establishing a stable QKD link using the BB84 protocol between two Chicago-area Tier III 

data centers over a multi-state commercial network. The quantum link over the 13.55-mile 

fiber connection between the ORD10 and Digital Crossroad remained active and fully 

operational for over a week. Data collected showed that despite some minor perturbances, 

the QKD link continuously delivered a steady stream of secure keys well over 1,500 kbps, 

which is sufficient to power many functions requiring secure keys and/or random numbers. 

• Integration of the ETSI QKD 014 standard interface between commercial Generally Available 

(GA) platforms. While some previous industry tests leveraged commercial QKD and/or 

encryption devices, many relied on test functions, engineering software and scripts to 

achieve a successful integration. The activities described herein were conducted using GA 

versions of hardware and software, and they leveraged only customer-facing interfaces, no 
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design or backdoor access. Furthermore, the authentication certificates were generated 

using Quantum Corridor’s enterprise CA infrastructure, demonstrating complete integration 

into a commercial enterprise environment. 

Together, these technical demonstrations allowed us to validate the successful implementation 

of quantum-safe communication links over a metropolitan commercial network. The two 

800Gbps encrypted channels were secured using fresh QKD-generated AES key every 90 

seconds, showcasing robust and quantum-safe connectivity between two major Midwest data 

centers across state lines. 

This successful demonstration further confirms the commercial readiness of the technologies 

delivering quantum secure communications over Quantum Corridor’s network infrastructure. 

6.1. Observations 

Since the activity was conducted over a commercial environment with fiber connections going 

through patch panels in the data centers and through a variety of access points across the 

metropolitan area, Quantum Corridor reviewed the reported quantum channel performance 

information provided by the Toshiba QKD system. This led to an initial observation that there 

appeared to be a somewhat regular perturbation to the fiber connection between the QKD 

devices taking place over an initial 24-hour monitoring period as illustrated in Figure 21. 

 

Figure 21 - Secure Key Rate Data over a 24-hour Period 

However, despite the perturbations experienced initially on the link, it is worth noting that the 

Secure Key Rate essentially remained over 1,000kbps and the link remained fully operational.  

Data collected over two separate 24-hour periods in the following days pointed to the source of 

the original perturbation being no longer present as illustrated by Figures 22 and 23, but that 

punctual disturbances are noted from time to time as shown in Figure 22. 
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Figure 22 - Sep 22-23 Data    Figure 23 - Sep 24-25 Data 

In summary, the data collected over the week-long activity confirms that although one can 

expect to experience external disturbances across a commercial metropolitan network, the 

overall stability of the system was never in jeopardy as the quantum channel remained up at all 

times and maintained a high Secure Key Rate – over 1,500 kbps most of the time – to secure the 

encrypted traffic between the two end points. 

7. Summary, Conclusion and Future Work 

The successful implementation of quantum-secure communication over Quantum Corridor's 

live, commercial metropolitan network through the integration of Toshiba’s QKD system with 

Ciena’s high-speed encryption equipment demonstrated consistent, high-rate key generation 

and stable, 800 Gbps encrypted data transfer between two interstate Tier III data centers.  

This proof-of-concept marks a key milestone toward operational quantum-safe communication 

infrastructure over Quantum Corridor’s commercial network. The results demonstrate that QKD 

can be deployed over commercial fiber with production-grade encryption systems, paving the 

way for future quantum-resilient critical infrastructure and enterprise services. 

These results make way for the network to move forward with testing additional building blocks 

for quantum communication, including but not limited to quantum memories, timing  

distribution and quantum repeaters. 
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