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Fhttern is voice of Math -Math is the voice of science-Science is the

voice of God

Pattern is the beauty in Mathematics . Even a newborn-baby can also
detect patterns in nature . But not all pattern can easily be detected by
our brain . We need to generalize this into a new frame of mathematics
. So I I have invented a new method called EULER STOCHASTIC
PROCESS . To prove these lemma we will use basic euler-identity

method. I am grateful to Sowrav Mozumder to give me this wonderful

problem . I am going to prove this by the help of my computer program .

Introduction =>

The main theme of this research paper to find this solution of this

question :

What will be the next number in this series .



92-10-32-42-74-61-25-41-9I-50-54-57-01-42-6-55-
73-90-91-31-42-74-31-67-06-4 7-90-30-17-32-53...

. FROM LOOKING AT FIRST IT SEEMS HARD . BUT IF WE
UsE POE METHOD OR PROCESS OF ELIMINATION
METHOD BY THE HELP OF GOMPUTER PROGRAM ,WE

CAN EASILY SOLVE THIS PROBLEM . LETS ASSUME THE

Numbers are evenly distributed in sample space
and called this numbers & point topological space
We also assume that this pattern is in poisson
distribution . because here the number sysiem
can be large enough it can be infinity also
(assume!) ,but this probability is 8o little or vice
versa . We know ifrom poisson distribution the
probabitly id =>

Px)= (lambaa " x/x!) e
ambaa



Here lambaa indicates the mean of this
gtochastic process . We assume that the next
numbper 18 X ,and write the FPDF using
varience of X . we know Var(x)=X"G(F(X)-
FX7Z). Then new equation form

HX)=(np) var(x)/Hx -
F(x)'&

Write it into this program .

8BPATH1 Brownian path simulation randn(’ state’ ,100) & set the state of randn T = 1; N =
500 dt = T/N: dW = zeros(1,N): & preallocate arrays ... W = zeros(1,N): & for efficiency
dwW(1) = sqrt(dt)*randn: & first approximation outside the loop ... W(1) = dW(1): € since
W(0) = 0 is not allowed for j = 2:N dW(j) = sqrt(dt)+*randn: & general increment W(Jj) =
W(7-1) + dW(5): end plot([0:dt:T], [0, W],  r-" ) & plot W against t

xlabel(’ t’ ,’ FontSize' ,16) ylabel(’ W(t)' ,’ FontSize' ,16,  Rotation’ ,0)plot SBPATHI
Brownian path simulation randn(’ state’ ,100) & set the state of randn T = 1; N = 5 00; dt
= T/N: dW = zeros(1,N): & preallocate arrays ... W = zeros(1,N): & for efficiency dW(1) =
sqgrt(dt)*randn; & first approximation outside the loop ... W(1) = dW(1): & since W(0) = 0
is not allowed for j = 2:N dW(j) = sgrt(dt)*randn: & general increment W(7) = W(7-1) +
dw(s): end plot([0:dt:T], [0, W],  r-" ) & plot W against t xlabel(’ t’ ,’ FontSize' ,16)
ylabel(’ W(t) .,  FontSize' ,16,  Rotation’ ,0) randon output to P9x) finding

P(x)=(np) var(x)?p(x)-p(x)2---Labds np (redirected to .



probability 1, and conditions 2 and 3 tell us that 2.1 Wj = Wj—1 + dWj, j = 1, 2...N, where each dW} is
an independent random variable of the form V' §tN@, 1. The MATLAB M-file bpathl.m in Listing 1
performs one simulation of discretized Brownian motion over [0, 1] with N = 500. Here, the random
number generator randn is used—each call to randn produces an independent ‘pseudorandom” number
from the N(O, D distribution. In order to make experiments repeatable, MATLAB allows the initial state of
the random number generator to be set. We set the state, arbitrarily, to be 100 with the command
randn(state ,100). Subsequent runs of bpathl.m would then produce the same output. Different simulations
can be performed by resetting the state, e.g., to randn(state,200). The numbers from randn are scaled by V'
6t and used as increments in the for loop that creates the 1-by-N array W. There is a minor inconvenience:
MATLAB starts arrays from index 1 and not index O. Hence, we compute W as W), WQ).... W(N) and
then use plotl[0:de:TJ,[0, W) in order to include the initial value W{0) = O in the picture. Figure I shows
the result; note that for the purpose of visualization, the discrete data has been joined by straight lines. We
will refer to an array W created by the algorithm in bpathl as a discretized Brownian path. We can
perform the same computation more elegantly and efficiently by replacing the for loop with higher level
“vectorized” commmands, as shown in bpathZ.m in Listing 2. Here, we have supplied two arguments to the
random number generator: randn(l.N) creates a 1-by-N array of independent N(O, 1) samples. The function
cumsum computes the cumulative sum of its argument, so the jth element of the I- by-IN array W is dW(I)
+ dWQ@) + -+ dWYj), as required. Avoiding for loops and thereby computing directly with arrays rather
than individual components is the key to writing efficient MATLAB code [3, Chapter 20J. Some of the M-
files in this article would be several orders of magnitude slower if written in nonvectorized form. The M-file
bpath3.m in Listing 3 produces Figure 2. Here, we evaluate the function u(W®) = explt + 1 2W) along
1000 discretized Brownian paths. The average of u(WN(t)) over these paths is plotted with

a solid blue line. Five individual paths are also plotted using a dashed red line. The M-
file bpath3.m is vectorized across paths:

The OUL put of this program in diagramitcially you get
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It is seemed to be totally randomized
number pattern .But wait for a second If we see small
phase iteration we wil se there is a some periodic evnt
, If we find the probability , we will get the next
pattern

The vector diagram gauranted that the number will
not exceed 100 .And here is the probality series of the
next pattern We have to consider here the stochastic
probability since it is a randomized series but it has
some pattern . Here is the list below :



We are seeing here the best fit possible is 68, But wait

this is not the correct answer, scince it don’t start
from number 1 ,it starts number 92 , then again
iterate the program again and find the chart

Numbers Probability
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Z-Chart & Loss Function

F(Z) is the probabidity that a variable from a standard normal distribution will be less than or equal to Z, or

altemately, the service level for a quantity ordered with a z-value of Z.

L(Z) is the standard loss function, i.e. the expected number of lost sales as a fraction of the standard

deviation. Hence, the los! sales = L(Z) X Opgnnny

Z gf g Z Fﬁ! % Z Fﬁe ﬁ Z Fg %’
296 0.0015 2960 144 0.0749 1474 0.08 05319 0.360 1.60 0.9452 0.023
29 0.0018 2921 1.40 0.0808 1437 012 0.5478 0.342 164 09495 0021
288 0.0020 2881 1.36 0.0869 1.400 0.16 0.5636 0324 168 09535 0.019
284 0.0023 2841 A3 0.0934 1.364 020 0.5793 0.307 172 09573 0.017
280 0.0026 2.801 128 0.1003 1327 024 0.5948 0.200 1.76 09608 0.016
27 0.0029 2761 124 0.107% 1292 028 0.6103 0274 180 0.9641 0014
an 0.0033 2 420 0.1151 1.256 032 06255 0259 154 0.9671 0013
268 0.0037 2681 1.16 0.1230 1221 036 0.6406 0.245 188 09699 0.012
264 0.0041 2641 412 0.1314 1.186 040 0.6554 0.230 192 09728 0.010
280 0.0047 2,601 1.08 0.1401 1.151 044 0.6700 0217 1.96 09750 0.009
256 0.0082 2562 -1.04 0.1492 1117 0.48 0.6844 0.204 200 09772 0.008
282 0.00%9 2522 1,00 0.1587 1.083 0.52 0.6985 0.192 204 09793 0.008
248 0.0066 2482 096 0.1685 1.050 056 0.7123 0.180 208 09812 0.007
244 0.0073 2442 092 0.1788 1017 080 0.7257 0.169 212 0.9830 0.006
240 0.0082 2403 088 0.1894 0984 054 0.7389 0.158 216 09846 0005
236 0.0091 2363 084 0.2005 0.952 068 0.7517 0.148 220 0.9861 0.005
232 0.0102 2323 080 0.2119 0.920 0.72 0.7642 0.138 224 0.9875 0.004
22 0.0113 2284 076 0.2236 0889 076 07764 0.129 228 0.9887 0.004
224 0.0125 2244 072 0.2358 0.858 0.0 0.7881 0.120 232 0.9898 0.003
220 0.0139 2205 Q68 0.2483 0828 084 0.7998 0112 2% 0.9%09 0.003
216 0.0154 2165 064 0.2611 0.798 088 0.8106 0.104 240 0.9918 0.003
212 0.0170 2126 080 0.2743 0.769 092 08212 0.097 244 09927 0.002
208 0.0188 2087 056 0.2877 0.740 096 08315 0.090 248 09934 0.002
204 0.0207 2.048 052 0.3015 0712 1.00 0.8413 0.083 252 0.9941 0.002
200 0.0228 2,008 048 0.3156 0.684 104 0.8508 0.077 256 09948 0.002
1.96 0.0250 1969 D44 0.3300 0.657 1.08 0.8599 0071 280 09953 0.001
1.92 0.0274 1930 040 0.3448 0.630 112 0.8626 0.006 204 09959 0.001
1.88 0.0301 1892 036 0.3504 0.605 1.16 08770 0.061 268 09963 0.001
184 0.0329 1853 032 0.3745 0579 120 0.8849 0.056 an 0.9967 0.001
.80 0.0359 1814 028 0.3897 0.554 124 0.8925 0.052 276 09971 0.001
AT6 0.0392 1776 024 04052 0.530 128 0.8997 0.047 280 09974 0.001
A.72 0.0427 1737 020 0.4207 0.507 1.32 0.9066 0.044 284 0.9977 0.001
168 0.0465 1699 £.16 04364 0488 136 09N 0 040 288 0.9%80 0.001
184 0.0505 1661 012 0.4522 0.462 1.40 0.9192 0.037 292 0.9982 0.001
160 0.0548 1623 008 0.4681 0.440 144 0.92%1 0.034 296 09385 0.000
156 0.0584 1.586 004 0.4840 0419 148 0.9306 0.031 3.00 0.9987 0.000
152 0.0643 1543 0.00 0.5000 0.399 152 0.9357 0.028
Z & L(z) for special service levels

We see from the chart the best fit line or probability is
92 which has 56% chance the highest probability to
occur . Thank you






