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Taking a peek under
the hood

Interpreting black box models




Imagine...

You're asked to build a mo
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Why interpretability matters

Justify a prediction
Instill transparency

Improve your model
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Performance vs. Interpretability

o

Performance Interpretability
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Existing methods are inconsistent

Capital Gain 468.2
Capital Loss 362-2007389278454
Relationship 316:-123356857591
Marital Status 276:5302848016139
" Country 248.82585992638056
g Occupation 230.08030665156582
‘é Race 227.4948592123894
. Education-Num 216:11319264967324
Hours per week 193.74787933485484
Workclass 184-74158765630344
Age 174.00521887685233
Sex =1 41.00701076009503
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Features

Relationship
Capital Gain

59.6]

23.07866178962886

Education-Num === 14.326016547926464
Capital Loss f=——===9.219532992392287
Age == 4.773337024835082
Occupation === 4.746887365779004
Hours per week +===4.613237907786908
Sex F===4.350914094964369
Marital Status == 3.7161387677874953
Workclass == 3.4131175725999188
Race == 3.2917444410531
Country +=3.0411901955214717
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Source:Scottlundberg, 2018
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https://towardsdatascience.com/interpretable-machine-learning-with-xgboost-9ec80d148d27

Solution: Build a model of the model

Let f(x) represent the original model and g(x’) be the corresponding explanation model

M
g(x') = ¢g + Z ¢ix';

i=1

linear

Where X' is a simplified version of x, ¢ ;'s represents the feature importance and M is the number of features.
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Desirable properties of g(x’)

If a feature is not present, then its importance should be

Z€ero.

x’i=0$ ¢l=0

M.I.A.

Suppose LeBron James is benched for the entire game, should he get
any credit if his team wins?
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Desirable properties of g(x’)

The explanation model should be equal to the original

model for a given input x

M
) = gu(x) = go+ Y b,
i=1
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Locally accurate actresses

Katy Perry and Zoey Deschanel have similar features, but obviously
they are not the same person.



Desirable properties of g(x’)

If a feature is at least as useful in a different model|, its

importance shouldn’t decrease

Team WAR Salary

Athletics 6.9 $0.5M

Blue Jays 8.8 $4.3M
Consistent performance

Josh Donaldson’s performanceimproved with the BlueJays; and his
consistency was reflected in his salary.
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https://fivethirtyeight.com/features/bryce-harper-nl-mvp-mlb/

Ways to find g(x’)

In other words, how do we solve for ¢?

M
gx') = ¢ + Z ¢ix';
i=1

SUN LIFE

Interpreting

black box models

LIME
DeepLIFT

Shapley Additive Explanations (SHAP)

ONLY SHAP MEETS ALL THREE PROPERTIES
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SHAP origins

SHAP is inspired by a cooperative game theory concept: Shapley Values

Suppose a group of advisors work together to sell insurance. How should they share their profits?

B
e

Rob

Mary
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Shapley Values

Shapley values assigns credit by calculating the
average marginal contribution (MC) of each player

over all possible orderings of the team.

Individual Shapley Values.

2 2 ¢

Mary Joe Rob

4.5 5 55
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Assume each sub-team contributes the following:

f(Mary) =4
f(Mary, Joe) = 9
f(Mary, Joe, Rob) = 15

Order of Advisors

Mary, Joe, Rob
Mary, Rob, Joe
Joe, Mary, Rob
Joe, Rob, Mary
Rob, Mary, Joe
Rob, Joe, Mary
Average MC

fUoe) =4 f(Rob) = 4
f(Mary, Rob) =10  f(Joe, Rob) = 11

Mary’s Marginal Contribution

fiM)-f(@) = 4

fIM)-f(0) = 4
fIM))-fU)=9-4 =5
fIMJ,R)-fU,R) = 15-11 =4
fIMR)-f(R) = 10-4 =6
fIMJ,R)-fU,R) = 15-11 = 4
4.5
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SHAP (SHapley Additive exPlanations)

Average over all
feature orderings

(M= 1z'] - 1!
b=y EEEEEE e - @)

z'cx!

Marginal contribution
of feature

Where z' is a binary feature vector and z'\i indicates absence of feature i
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SHAP: Tips

What should | know when using SHAP?

Only implemented in Python

Can be used for tree-based, kernel-based and
neural network models

Computationally intensive — sample your data,
especially when calculating interaction values
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SHAP Github repo with more examples
SHAP paper by Lundberg et al.
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https://github.com/slundberg/shap
http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions.pdf

No longer need to compromise interpretability over performance
Use a simple model to interpret a complex model (e.g., LIME, SHAP)

SHAP provides a model-agnostic framework to measure feature importance, is locally accurate and consistent

SUN LIFE+- Interpreting black box models

21



Q&A

Www.jennguyen.ca

LinkedIn linkedin.com/in/jenguyen

SUN LIFE- Interpreting

black box

models
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http://www.jennguyen.ca/
https://www.linkedin.com/in/jenguyen/




