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Objective: The field of implementation science emphasizes efficient and effective fidelity measurement for
research outcomes and feedback to support quality improvement. This paper reports on such a measure for
motivational interviewing (MI), developed with rigorous methodology and with diverse samples. Method:
Using item response theory (IRT) methods and Rasch modeling, we analyzed coded (a) recordings (n = 99) of
intervention sessions in a clinical trial of African American adolescents with obesity; (b) standard patient inter-
actions (n = 370) in an implementation science study with youth living with HIV; and (c) standard patient
interactions (n = 172) in a diverse community sample. Results: These methods yielded a reliable and valid 12-
item scale on several indicators using Rausch modeling including single construct dimensionality, strong item-
session maps, good rating scale functionality, and item fit after revisions. However, absolute agreement was
modest. The 12 items yielded thresholds for 4 categories: beginner, novice, intermediate and advanced.
Conclusions: The 12-item Motivational Interviewing Coach Rating Scale is the first efficient and effective fi-
delity measure appropriate with diverse ethnic groups, with interventions that are MI only or interventions that
integrate MI with other interventions, and with adolescents and families as well as adults.
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Implementation science models emphasize the need to establish and
sustain fidelity monitoring and a monitoring feedback system (Aarons

et al., 2011). Fidelity refers to adherence to the intervention implemen-
tation plan (often measured via site visits or surveys of program staff),
as well as competency in program delivery (Cross & West, 2011). Fi-
delity assessment is necessary to measure gaps between interventions
delivered under research conditions and those delivered in routine
care, both for outcomes assessment and for quality improvement. Yet,
conventions for assessing intervention fidelity are not well established,
measures are rarely developed with state-of-the-art methodology, little
is known about the extent to which established methods can be used in
real-world settings, and adherence is typically assessed more than com-
petence (Schoenwald et al., 2011). Efficient competency measurement
can aid sustainability by providing supervisors with easily used tools
for ongoing quality assurance (Schoenwald et al., 2011). A measure of
competency with strong established psychometric properties will not
be used in real-world clinics if it is too costly or difficult to integrate
into routine practice.

Motivational interviewing (MI) is a behavior change interven-
tion approach that has been studied heavily in diverse settings
(Lundahl et al., 2013) and, because of its strong evidence base, has
been a focus in implementation science (Bauer et al., 2015; Mad-
son et al., 2016; Midboe et al., 2011). MI is a collaborative, goal-
oriented style of communication with particular attention to the
language of change. It is designed to strengthen intrinsic motiva-
tion for and commitment to a specific goal by eliciting and explor-
ing the person’s own reasons for change within an atmosphere of
acceptance and compassion (Miller & Rollnick, 2013).
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However, the gold standard MI competency assessment (MI
treatment integrity) requires highly trained professional raters, typ-
ically external to the implementation setting, to code recordings of
audiorecorded sessions (Moyers et al., 2016). External coding is
typically very costly and may interfere with the timeliness of feed-
back to staff on the quality of their MI implementation. Further-
more, these traditional MI competency measures were developed
using mostly Caucasian samples in the context of substance abuse
treatment (Moyers et al., 2016) and thus may not be appropriate
for behavioral medicine interventions with minority groups.
Developing competency measures with diverse samples that can-
not only be used for measuring implementation outcomes, but can
also be used by supervisors to provide rapid, accurate feedback,
have a high likelihood of being sustained to support ongoing
implementation. Moreover, as intervention researchers are pushed
to design for dissemination (Brownson et al., 2013); it is critical to
develop efficient and effective competency measures that target
diverse populations early in the translational process (Phase 1
studies; Naar et al., 2018).
The present study used measurement development methods based

in item response theory (Wolfe & Smith, 2007) to produce the Motiva-
tional Interviewing Coach Rating Scale (MI-CRS), an instrument for
measuring the competency of provider MI delivery. The MI-CRS was
developed based on coach ratings of providers’ audiorecorded sessions
or standardized patient interactions. These ratings were subsequently
used not only as an implementation outcome measure but also to
deliver feedback about performance and to focus the activities of the
coaching sessions. Thus, the aims of the study were to (a) systemati-
cally develop the MI-CRS and compete an initial evaluation of its psy-
chometric performance in a racial/ethnic minority sample; (b) assess
the psychometric performance of the revised MI-CRS in two ethnically
diverse independent samples (implementation study and community
sample); and (c) use an objective standard-setting procedure to define
criterion scores for MI competence to facilitate its use to provide feed-
back to providers. The goal is to present the design of a multistep study
of competency assessment, to sample MI practice in both MI research
samples and community learner samples and present a readable sum-
mary of a technically rigorous process that applied many best practices
to develop the measure. See online supplemental material for more
details.

Method

Study 1: Original Development in Research Setting—Fit
Families Study

Overview of Parent Study Methods

Fit Families was a sequential multiple-assignment randomized
trial (Naar, Ellis, et al., 2019) in which 181 African American ado-
lescents (67% female), ages 12–17, with primary obesity were first
randomized to office-based versus home-based behavioral skills
treatment delivered from an MI foundation. All 30–60 min inter-
vention sessions were delivered by community health workers
(CHWs) trained in MI (2-day workshop followed by weekly indi-
vidual or group supervision by a member of the Motivational
Interviewing Network of Trainers). The study was approved by
the Internal Review Board of Wayne State University.

Measurement Development Methods

The complete measurement development process is detailed in
Appendix A in the online supplemental material. Briefly, the pro-
cess involved three MI content experts and a measurement devel-
opment expert, with the specific methods guided by the Standards
for Educational and Psychological Testing (American Educational
Research Association et al., 1999) and associated guidelines based
in item response theory (IRT; Stone, 2003; Wilson, 2005; Wolfe
& Smith, 2007). The process included defining the purpose of the
instrument and intended use of the scores, defining key require-
ments and features of the observational coding system, defining
components of MI corresponding to three levels of CHW expertise
(i.e., novice, intermediate, expert), developing a coding manual
with behaviorally defined rating scale categories for each item,
training coders on the resulting instrument, and pilot testing the
MI-CRS.

Coding Plan

The first 36 families enrolled in the clinical trial received treat-
ment from seven CHWs, with a total of 52 sessions recorded and
assigned. There were two coders, and of the assigned sessions, 47
(90.4%) were rated by both, which resulted in 99 rated sessions.
The data were structured with sessions (Level 1) nested within
families (Level 2) who were nested within CHWs (Level 3). Each
session focused on one of three modules selected from the first 3-
month period in the experimental obesity intervention.

Study 2: Revised Measure in an Implementation Trial—
Adolescent Trials Network for HIV/AIDS Protocol 128
(ATN 128)

Overview of Parent Study Methods

ATN 128 was an implementation trial (Fortenberry et al., 2017)
that partnered ATN study sites with Health Resources and Serv-
ices Administration Ryan White sites to promote cross-agency col-
laboration and linkage to care. CHWs at each site were trained to
connect with youth when testing positive for HIV and to support
youth to link to HIV care and be retained in care. Longitudinal
data were collected from 19 CHWs at 16 adolescent and young
adult HIV health service organizations. CHWs were assigned to
either the control group or an MI implementation group. CHWs in
the MI group completed 10–20 min standard patient interactions
by phone, which were audiorecorded. These recordings were
coded with the MI-CRS (one preimplementation and 15 postim-
plementation per CHW over 2 years). Following a three-day work-
shop delivered by a member of the Motivational Interviewing
Network of Trainers, CHWs received coaching sessions that begin
with standard patient interactions coded in real time, followed by
coaching in which the CHWs received immediate feedback and
guided MI practice based on their coded scores. Control CHWs
completed one preimplementation standard patient interaction, fol-
lowed by monthly standard patient interactions for six months
resulting in a total of seven MI-CRS scores. The study was
approved by Wayne State University’s Internal Review Board.
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Measurement Revision

Results from the Fit Families sample led to the revision of two
items and the addition of two new items, and this revised 12-item
instrument was used in the ATN 128 sample. Details of the revi-
sions are provided in the Results.

Coding Plan

There were four coders, with varied backgrounds from MI
counselors to members of the Motivational Interviewing Network
of Trainers, who coded 235 standard patient interactions of youth
living with HIV and minority high risk youth. Of these, 117
(50.0%) were rated by two or more coders. resulting in 370 rated
interactions. The 16 sites had only one or two CHWs, and the
CHWs completed a moderate number of interactions (M = 11.8,
SD = 3.8, Min. = 7.0, Max. = 16.0). Technically, the data were
structured with repeated standardized patient interactions (Level
1) that were nested within CHWs (Level 2) who were nested
within sites (Level 3). However, with CHWS and sites being
largely singular, the data structure reduced to two levels, with
interactions (Level 1) nested within CHWs/sites (Level 2).

Study 3: Community Implementation

Concurrent with the study above, three agencies received MI
training and follow-up coaching that included 10- to 20-min stand-
ard patient interactions, real time coding using the MI-CRS, feed-
back, and practice. The study was approved as exempt by the
Internal Review Board at Wayne State University.

Coding Plan

This sample was comprised of three sites (an urban children’s
hospital, HIV services in Jamaica, and a multidisciplinary feder-
ally qualified health center) each with a relatively large number of
providers of varied backgrounds serving a diverse population
(e.g., physicians, nurses, CHWs, mental health providers). How-
ever, these CHWs completed a smaller number of interactions
than in previous studies (M = 2.5, SD = 1.7, Min. = 1.0, Max. =
7.0), with 172 total interactions that were rated by four coders. Of
note, no interactions were double coded as this was part of com-
munity implementation efforts rather than research. Thus, the data
were structured with repeated standardized patient interactions
(Level 1) that were nested within providers (Level 2) who were
nested within sites (Level 3). However, with the small number of
sites, the data were reduced to a two-level structure with interac-
tions (Level 1) nested within providers (Level 2).

Data Analysis Strategy

The study aims were addressed using a series of Rasch-based
measurement models (Rasch, 1960; Bond & Fox, 2015; Wright &
Mok, 2000). The Rasch model is a probabilistic measurement
model and a special case of a single parameter model based in
IRT. For the present study, the standard Rasch model was
extended to accommodate other important features of the data,
including the 4-point ordered categorical rating scale (Wright &
Masters, 1982); ratings from multiple coders (Myford & Wolfe,
2003); and facets beyond items and CHWs (e.g., sessions, clients;
Linacre, 1994a). The model results provide separate measures (i.
e., “scores”) for CHWs and items (and other facets), along with
standard errors (SEs), fit indices, reliability estimates, and other

indicators of psychometric performance. A defining feature of the
model is that each item is assumed to be equally discriminating
(i.e., to have a constant “slope”). Relative to traditional IRT mod-
els, this distinction is important—the Rasch model was one of sev-
eral options, and the alternative models could potentially have
better model fit. However, described next are the key features of
the research aims that required use of the Rasch model, each of
which is directly related to the challenges of measuring interven-
tion competence in real-world evidence-based practice implemen-
tation efforts. The limitations of this approach are described in the
Discussion.

Model Selection

The most consequential practical consideration was the number
of observations required for modeling. For accurate estimation,
IRT models, such as the 2PL or graded response model, require
large samples of independent (i.e., nonnested) observations (e.g.,
.250; Embretson & Reise, 2000). The Rasch model, as a conse-
quence of its restricted parameterization, has much more lenient
requirements for acceptably precise estimates. Typically, 30–50
observations would be required for 95–99% confidence that SE
estimates are stable within a 1 logit range (Linacre, 1994b; Wright
& Stone, 1979). For many measurement efforts within real-world
implementation contexts, large samples are simply not viable. This
is further complicated by the nesting of data that is inherent to fi-
delity measurement—such as sessions within clients within CHWs
within agencies—which reduces the effective sample size and
introduces other challenges for psychometric evaluation. Another
consideration is that the competency ratings are made by trained
observational coders, which introduces the possibility of rater
effects. Critically, the Many-Facet Rasch Model (MFRM; Linacre,
1994a) is specifically intended for rater data. Finally, the restricted
form of the Rasch model confers practical benefits for measure-
ment development, evaluation, and revision within real-world
implementation efforts. The concept of a single, rather than vari-
able, level of item difficulty has practical advantages for collabo-
rating with stakeholders and community-based content experts to
define item content to evaluate a broad range of practitioner fidel-
ity. Likewise, for psychometric evaluation, items that do not fit the
more restrictive model can be identified for revision; thus, an item
that may be more discriminating in a traditional IRT model may
not fit the Rasch model and can be revised accordingly. This is
exemplified in the results of Study 1. Acknowledging its restric-
tions, the authors contend that the Rasch model provides prag-
matic benefits for fidelity measurement in implementation efforts.

Measurement Models

To address the research aims, three types of models were per-
formed: (a) Standard Rasch rating scale models were implemented
in WINSTEPS software (Linacre, 2018b) with “facets” for items
and sessions/interactions. This model used all data but did not spe-
cifically account for client, CHW, or coder. (b) MFRMs were
implemented in FACETS software (Linacre, 2018a); with facets
for sessions/interactions, clients, providers, coders, and items.
However, because the data were nested, rather than cross-classi-
fied as is typical for MFRMs, not all results are reported. (c) To
address the nested data structures directly, multilevel formulations
of the Rasch measurement model were used, implemented as hier-
archical generalized linear measurement models (HGLMMs;
Beretvas & Kamata, 2005; Kamata, 2001; Adams et al., 1997).
HGLMMs were performed in HLM software (Raudenbush et al.,
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2013). With this approach, a measurement model is added at the
lowest level of the data structures previously described. Specifi-
cally, for Fit Families, item responses (Level 1) were nested within
sessions (Level 2) that were nested within families (Level 3); for
ATN-128, item responses (Level 1) were nested within interac-
tions (Level 2) that were nested within CHWs/sites (Level 3); and
for Community Implementation, item responses (Level 1) were
nested within interactions (Level 2) that were nested within pro-
viders/sites (Level 3). In each case, dummy-coded indicators were
used to differentiate the items and coders. The 4-point MI compe-
tence item ratings (i.e., poor, fair, good, excellent) were analyzed
according to an ordinal outcome distribution with a logit link func-
tion. The resulting logit-based item estimates conform to Rasch
item “difficulty” estimates, and the empirical Bayes residuals for
sessions, families, or providers conform to Rasch “ability” esti-
mates. For the series of measurement models just described, psy-
chometric performance of the MI-CRS was evaluated across
multiple indicators: dimensionality and local independence, rating
scale functioning, item fit, reliability and separation, coder reliabil-
ity, and item invariance. Each indicator is listed in Table 1 and
described in detail in Appendix B in the online supplemental
material.

Defining MI Competence Thresholds

The MI-CRS provides continuous scores; however, for implementa-
tion purposes and to be consistent with other measures in the literature
(Moyers et al., 2016) we defined thresholds using a Rasch-based
objective standard setting procedure (e.g., Stone, 2001), applied to a
combined dataset from the ATN-128 and community implementation
samples. Generally, this approach combines (a) item-by-item ratings
from content experts, along with an overall rating, with (b) item pa-
rameter estimates from the Rasch measurement model. From this in-
formation, empirically based thresholds are defined. Variants of this
approach are routinely used in educational applications to establish, for
example, pass/fail or certification thresholds. In the present case,
unique features included the 4-point rating scale structure for the MI-

CRS components and the need for final threshold values to be based
on raw scores (rather than logits). Because of the statistical focus, the
details of each step are provided in the Results.

Results

Sample 1: Fit Families

Dimensionality and Local Dependence

A fundamental assumption of IRT-based measurement models is
that the data are reasonably unidimensional. This was evaluated based
on a principal component analysis of standardized Rasch item-person
residuals. Specifically, after extracting the primary Rasch dimension,
the analysis attempts to identify meaningful structure in the residual
matrix. The results are evaluated based on theoretical considerations
(Bond & Fox, 2015); the proportion of variance explained by the pri-
mary Rasch dimension (which ideally exceeds 60%) and by the mag-
nitude of the eigenvalue for the first contrast in the residuals (which
ideally is below 2.0; Linacre, 2018b). Of the total variance, 64.6% was
explained by the Rasch item and person measures, and the eigenvalue
for the first contrast was 1.7. However, for these results, each session
was treated as an independent observation. To control for the nested
data structure, a single session was randomly selected for each family.
The dimensionality results indicated that 62.1% of the variance was
explained, and the eigenvalue for the first contrast was 2.2. Although
the eigenvalue exceeded the target of 2.0, the component most sugges-
tive of dimensionality, “The counselor keeps the focus on the goal of
the session,” was misfitting (as detailed subsequently). When removed,
the disattenuated correlations between the suspected dimensions were
high, ranging from .86 to 1.00, indicating that dimensionality was
trivial.

A related assumption is that the items comprising the MI-CRS
are locally independent, which means that, after removing the pri-
mary Rasch dimension, there are no pairs of items with strongly
related content. This was evaluated based on the magnitude of pos-
itive correlations for the residuals of each item pair (Linacre,

Table 1
Indicators of Psychometric Performance for the MI-CRS

Domain Indicator Guidelinea

Dimensionality Variance explained .50%
Eigenvalue of first contrasts ,2.0

Local dependence Raw score residual correlations #.32
Common variance #10%

Rating scale functioning Percentage of ratings in each category $10%
Category threshold spacing (logits) $1.4
Category fit statistics #1.5
Maximum category probability $60%

Item fit Outlier-sensitive mean-square fit statistics #1.5
Reliability Rasch reliability $.70
Separation Person Separation Index $2.0

Strata $3.0
Coder reliability Absolute agreement $70%

Coder facet reliability #.50
Coder separation #2.0
Krirppendorff's a $.60

Item invariance Items within 95% confidence bounds 100%

Note. A detailed description of each indicator is provided in Appendix B in the online supplemental material.
a Each guideline reflects the general rule-of-thumb considered in the present evaluation but may not represent a
suitable criterion for psychometric performance across all measurement contexts.
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2018b). The results indicated that the average correlation was -.11,
and the maximum value for any item pair was .22, which reflects
only 5% shared variance between two items. With a single session
for each family, the average was again -.11, with a maximum
value of .35, reflecting 12% shared variance. This provides evi-
dence that there was no meaningful local dependence for the MI-
CRS items, and with no strong evidence of meaningful dimension-
ality, the analyses that follow are based on simultaneous analysis
of the original 10 MI-CRS items.

Rating Scale Functioning

Based on the full sample of data, the rating scale categories of
poor, fair, good, and excellent received 9%, 28%, 36%, and 27%
of the ratings, respectively, indicating that each category was
well-used by coders (i.e., a nontrivial percentage of responses in
each category). Further, these ratings were not characterized by
unpredictability, with outfit mean square fit statistics of .93, 1.03,
1.08, and .87 that fell below the threshold of 1.50. As used by
the coders, the rating scale categories were ordered as intended
(i.e., with higher ratings reflecting sessions with higher compe-
tence) and well-differentiated from the adjacent categories (i.e.,
with each category as the most probable response for a distinct
segment of the competence continuum). This is reflected by the
Andrich threshold values of -2.75, .16, and 2.59, which are the
transition points between categories (i.e., the point where two
neighboring categories have an equal probability of being
endorsed). Combined, the results indicate that coders interpreted
and used the rating scale as intended. The results were highly
consistent for the model with one session per family and the
MFRM.

The performance of the rating scale is illustrated in Figure 1
When a rating scale functions as intended, each category—in this
case, poor, fair, good, excellent—will form a distinct “hill.” Such
a pattern demonstrates that each category was not only the most
probable rating for a segment of the underlying construct, it was
also distinct from the adjacent categories. For instance, on the x-
axis, the left side represents the combination of (a) a session with
low overall competence and (b) an MI component that is
advanced. For this combination, there was a high probability (y-
axis) that the resulting rating would be poor. As the level of com-
petence increased and the difficult of the MI component decreased,
a rating of poor became less likely and a rating of fair became
more likely. A rating of fair was then the most probable response
for a range of the construct. As competence continued to increase,
and the difficulty of the component continued to decrease, the
probability of fair decreased, the probability of good increased,
and so forth. Thus, the results and figure indicate that the rating
scale performed as intended, and as such, no adjustments were
necessary.

Item Fit

The item outfit mean square values are reported in Table 2. One
component was significantly misfitting relative to the target cutoff
of 1.50, with an outfit value of 1.62: “The counselor keeps the
focus on the goal of the session.” The misfit likely reflects content
that is distinct from the overall MI competence construct. For
instance, there could be a strong focus on the goal of the session in
sessions that, overall, have either high or low levels of MI compe-
tence. This conclusion was consistent for the model based on one
session per family and the MFRM. Because this component is

Figure 1
Rating Scale Category Probability Curves From the Rasch Measurement Model Based on the Fit
Families Sample
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100%. Conversely, if a session has low competence and an advanced component of MI is being rated, the prob-
ability of the rating in the lowest category approaches 100%.
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essential, it was retained and revised for the next version of the
measure to be more consistent with an MI approach to collabora-
tive agenda setting.

Targeting of Items to the Sample

A key summary of the instrument’s performance is provided by
the item-session map (Bond & Fox, 2015), which is illustrated in
Figure 2 On the left is the distribution of sessions, with the highest
levels of MI competence at the top and the lowest levels at the bot-
tom. On the right is the distribution of items, with the least com-
monly occurring (i.e., most “difficult”) at the top and the most
commonly occurring (i.e., “easiest”) at the bottom. For each item,
there are three positions that reflect different regions of the rating
scale. The left position is the item difficulty for a 50% chance of
being rated in the lowest category (i.e., poor), the middle position
reflects the average item difficulty, and the right position reflects
the item difficulty for a 50% chance of being rated in the highest
category (i.e., excellent). For each distribution, the sample mean
and standard deviation are provided. For a well-performing instru-
ment, there are several expectations: (a) The session and item dis-
tributions cover a wide range of approximately four or more
logits, (b) the session mean and item mean are closely aligned, (c)
there are no meaningful “gaps” in the item distribution (i.e., a. .5
logit range of the session distribution that is not assessed by any
items; Linacre, 2018b), (d) there are items targeted to the full dis-
tribution of sessions, and (e) the ordering of items, from least to
most difficult, should match theoretical expectations. The MI-CRS
items met each of these conditions, which indicates that the items
were well-targeted to the Fit Families sample.

Reliability and Separation

Rasch session reliability was high, .89, with a Cronbach’s alpha-
equivalent “test” reliability estimate of .93. Session separation reli-
ability was 2.89, indicating that the sample of MI components was
sufficient for providing at least two meaningful distinctions in the
continuum of CHWMI competence. This translates into 4.19 strata,
or four distinct levels of competence. To address the nested data
structure, the HGLMM was performed using ratings from one ran-
domly selected coder for each interaction. This was necessary due

to software limitations. The results indicated that the reliability of
session-level competence scores was .83, and the reliability of fam-
ily-level scores was .54. When also controlled for differences across
CHWs, the reliability of family-level scores decreased to .10, which
indicates that the majority of variation in family-level scores was at-
tributable to differences between CHWs. Of the total variance in
MI competence ratings, 40%, 28%, and 31% was attributable to
items, sessions, and families/CHWs, respectively.

Coder Reliability

The MFRM was used to compute the percentage of absolute
agreements for sessions with multiple coders (i.e., two coders of the
same item, session, client, and CHW). The rate of exact agreement
was 40.8%, though when considering agreement in adjacent catego-
ries, this increased to 88%. The coder outfit statistics indicated that
coders did not, overall, provide unpredictable ratings. Separation
reliability was high at .85, as was the separation index at 2.4. How-
ever, for the coder facet, these values would ideally be low, as the
large values indicate that coders can be reliably differentiated based
on their ratings. Krippendorff’s alpha for ordinal data (with 10,000
bootstrap samples) was also computed as a supplementary coder
reliability estimate (Hayes & Krippendorff, 2007). The result of .46
indicated that coder reliability was relatively low.

Samples 2 and 3: ATN-128 and Community
Implementation

Instrument Revisions

As noted above, the misfitting item was revised to, “The coun-
selor balances the client’s agenda with focusing on the target
behaviors.” In addition, the resistance item was revised to reflect
changes based on the newest conceptualizations of MI (Miller &
Rollnick, 2013), “The counselor manages counter change talk and
discord,” and the rating protocol was revised for the item to be
rated for each interaction instead of only with counter change talk
(language against change) and discord (negative statements about
treatment) are present. If there was truly no counter change talk or
discord in the session, the score was a 4. Finally, two new items

Table 2
Rasch Outfit M Square Item Fit Statistics by Sample

Outfit mean square

Variable Sample 1a Sample 2b Sample 3c

1. Fosters collaboration 0.80 1.01 0.71
2. Supports autonomy 0.81 1.08 0.98
3. Evokes ideas 0.94 0.95 0.92
4. Keeps focus on goal 1.62 1.01 1.12
5. Uses reflective listening 0.88 0.91 0.96
6. Reinforces strengths 1.02 1.40 1.29
7. Uses summaries 0.93 1.43 1.45
8. Asks open-ended questions 1.24 0.68 0.86
9. Solicits feedback 0.68 0.91 0.76

10. Manages discord 0.97 1.08 1.61
11. Cultivates empathy 0.68 0.79
12. Uses reflections strategically 0.94 0.80

Note. Values . 1.50 reflect items that potentially degrade measurement.
aFit Families.
bImplementation study.
cCommunity sample.
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were developed to fill perceived gaps in content: “The counselor
cultivates empathy and compassion with client(s)” and “The coun-
selor uses reflections strategically.”

Dimensionality and Local Dependence

For the ATN-128 sample, the principal components analysis of
Rasch item-person residuals indicated that there was likely not
meaningful dimensionality, with 50.8% of the variance explained
by the item and person measures and an eigenvalue of 1.6 for the
first contrast. The same was true for the community implementa-
tion sample, with 53.8% of the variance explained and an eigen-
value of 1.7. For local dependence in the ATN-128 and
community implementation samples, the maximum correlation
between item pairs was .07 and .18, respectively, with an average
of -.09 in both samples. As such, the results that follow are based
on simultaneous analysis of all MI items.

Rating Scale Functioning

For the ATN-128 sample, the rating scale categories were well-
used, with poor, fair, good, and excellent receiving 5%, 33%,

49%, and 13%, respectively, of the ratings and associated fit val-
ues of 1.05, 1.02, 1.02, and .95, respectively. The Andrich thresh-
olds indicated that each category was well-differentiated, and the
observed average person measures supported the intended order-
ing of the rating categories. For the community implementation
sample, rating scale performance was highly consistent, with poor,
fair, good, and excellent receiving 4%, 25%, 48%, and 23%,
respectively, and associated fit values of .89, .91, 1.10, and 1.09,
respectively.

Item Fit

For the ATN-128 sample, no items exceeded the outfit mean
square threshold of 1.50. For the community implementation sam-
ple, one item was misfitting, “The counselor manages counter
change talk and discord,” with a value of 1.60. In the MFRM, no
items were significantly misfitting.

Targeting of Items to the Sample

For both samples, the interaction and item distributions cover a
wide range, the items and rating scale categories target the full

Figure 2
Item-Session Map From the Rasch Measurement Model Based on the Fit Families Sample
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the session mean and item mean are closely aligned, (c) there are no significant vertical “gaps” in the item dis-
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tion), (d) there are items targeted to the full distribution of sessions, and (e) the ordering of items, from least to
most difficult, should match theoretical expectations.
aThe session panel illustrates the distribution of session measures, with each circle representing the Rasch logit-
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distribution of interactions, and the ordering of items matches theo-
retical expectations. There are two potential concerns. First, in com-
munity implementation, the mean of the interaction distribution is
somewhat higher than the mean for the items, indicating that the
MI competence items were more likely to be rated highly in the
sample of standardized patient interactions. Despite this, with the
four-point rating scale, the full range of interactions is adequately
assessed by the items. Second, for both samples, there is an appa-
rent “gap” in the distribution of items; that is, a portion of the inter-
action distribution is not well-targeted by any items. For ATN-128,
the gap is between the two least commonly endorsed items (“The
counselor uses reflections strategically” and “The counselor uses
summaries effectively”), whereas for Community Implementation,
it is between the most commonly endorsed items (“The counselor
demonstrates reflective listening skills” and “Counselor manages
counter change talk and discord”). This indicates that in the respec-
tive samples, there could be gaps in the assessment of higher and
lower, respectively, levels of competence. Although these concerns
could suggest the need for additional items and/or coder training,
the well-functioning rating scale largely removes this concern by
affording strong assessment of nearly the entire range of CHWs.

Reliability and Separation

Rasch reliability and separation reliability for the interactions
were high for both samples. For ATN-128, reliability and separa-
tion were .88 and 2.70, and the Cronbach’s alpha-equivalent test
reliability was .90. For Community Implementation, reliability and
separation were .89 and 2.91, with a Cronbach’s alpha-equivalent
reliability of .91. To address the nested data structure, the HGLMM
for ATN-128 was performed using ratings from one randomly
selected coder for each interaction. Controlling for differences
across coders, the results indicated that the reliability of interaction-
level competence scores was .80 and the reliability of provider
interaction scores was .87. Of the total variance in ratings, 56%,
25%, and 19% was attributable to items, interactions, and CHWs/
sites, respectively. For community implementation, and also con-
trolling for coders, the reliability of interaction-level competence
scores was .75, and the reliability of provider interaction scores was
.53. Of the total variance in ratings, 64%, 21%, and 16% was attrib-
utable to items, interactions, and providers/sites, respectively.

Coder Reliability

For the ATN-128 sample, the rate of exact agreement among
coders was 44.6%, and for agreement in adjacent categories, this
increased to 96%. The reliability of the coder facet was .88, with
separation of 2.7, which indicates that coders could be differenti-
ated based on their ratings. Krippendorff’s alpha was low at .34.

Item Invariance

As noted previously, because of the nested data structures,
HGLMMs were used to provide the item parameter estimates for
evaluating item invariance. The estimate for each component was
computed as described by Kamata (2001). Specifically, for each indi-
cator, the estimated coefficient was added to the reference item (i.e.,
intercept), providing the logit-based item difficulty score. From Fit
Families, these estimates were retained. For ATN-128 and Commu-
nity Implementation, following the methods detailed by Bond and

Fox (2015); the estimates were rescaled to be in the same frame of
reference as Fit Families (i.e., by adding the difference in the two
sample means). For each component, the estimated SE was used to
compute 95% confidence intervals. With two exceptions, item esti-
mates from the two independent samples—which included different
CHWs, different interventions, different behavioral health problems,
and a portion of different raters—were consistent within the 95%
confidence regions. The exceptions, in each case, were Item 9 (“The
counselor solicits feedback from clients”) and Item 10 (“The coun-
selor manages counter change talk and discord”). Specifically, Item 9
was rated more highly (yielding a larger negative item score) in Fit
Families and Item 10 was rated more highly in ATN-128.

Threshold Definition

Using the continuous MI-CRS scores, the original aim was to dif-
ferentiate three levels of competency consistent with other measures
(Moyers et al., 2016). The content experts were 15 members of the
Motivational Interviewing Network of Trainers. For each of the 12
items, each expert independently used the instrument’s 4-point rating
scale (ranging from low to high competence) and selected the mini-
mum category that reflected Beginner competence (i.e., the expert
would have considered the next lowest category to reflect Below
competence). “Solid” competence was then defined as the next high-
est rating scale category. Across experts, the selected category for
each component was combined with the results of a MFRM (Linacre,
1994a), specifically, the logit-based item parameter estimate and cor-
responding rating scale threshold. For each expert and item, this
resulted in an item “difficulty” score, and the scores were then aver-
aged across items. This was done separately for the beginner and
solid competency thresholds. The resulting values were then adjusted
for the experts’ ratings of overall competency, ranging from 0% to
100%, that the experts defined as required for “somewhat acceptable”
and “acceptable” competence. The resulting values were then aver-
aged across experts, providing logit-based threshold values for begin-
ner and solid competence, and these scores were converted to raw
scores (using raw score conversion information from the MFRM)
corresponding to the instrument’s 4-point scale. The raw score
thresholds for beginner and solid competency were 2.0 and 3.3,
respectively. To evaluate validity evidence for the thresholds, they
were applied to existing data, and the team reviewed the resulting
percentages of observations in each category. This identified a large
proportion of ratings in the beginner category, and based on (a)
expert review and (b) the wide range from beginner to solid, the
beginner category was divided into two parts, differentiating novice
and intermediate levels of competence. Thus, the final categories and
associated threshold scores were: beginner (,2.0), novice (2.0–2.6),
intermediate (2.7-3.3), and advanced (.3.3).

Discussion

Efficient and effective competency measurement is critical to
ensure fidelity in clinical trials, to assess implementation outcomes,
and for establishing sustainable fidelity monitoring and feedback
systems in real-world settings. The MI-CRS was developed for MI
supervisors/coaches to listen to real or standard patient interactions
and immediately rate 12 items in a “one pass” coding system. This
reduces the cost of traditional coding systems (Moyers et al., 2016),
allows for immediate feedback to implementers, and provides an
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efficient outcome assessment. This measure fills an important gap
in MI competency literature as it was developed in an ethnically
diverse sample and with adolescents and families. Also, MI compe-
tency measures have not typically been developed with IRT meth-
ods and evaluated for dimensionality, rating scale functioning, item
fit, as well as reliability and separation. Likewise, MI competency
measures have not typically used a formal IRT-based standard set-
ting procedure to define empirically based competency thresholds.
The strong development approach and resulting psychometric

properties suggest that the MI-CRS meets the call for efficient and
effective fidelity measurement. The measure demonstrated strong
psychometric properties. First, dimensionality results indicated that
the MI-CRS appeared to measure a single underlying construct of
MI competence as compared to other conceptions of MI skill as hav-
ing at least two dimensions (Magill et al., 2018). Second, item-ses-
sion maps were indicative of a well-performing instrument. Third,
variance was primarily due to counselor versus client(s) or sessions,
which is beneficial when rating provider competence as an imple-
mentation outcome or for quality assurance and feedback loops.
Fourth, rating scale functioning is often not formally evaluated in

fidelity measurement research, but when it is, the rating scales often
do not perform as intended and must be remedied (Bond & Fox,
2015). The 4-point rating scale showed excellent functionality in
that each rating scale category was meaningfully distinct and discri-
minated in a consistent way by the coders. This is important from
the perspective of both efficiency and precision. For each of the 12
items, the properly functioning four-point scale provides informa-
tion equivalent to three dichotomous items. This, in turn, makes it
possible for the relatively modest number of items to assess a wide
range of competency, from beginner to advanced levels.
Item fit was generally good after revisions, with one item, man-

aging counter change talk/discord possibly requiring further revi-
sions. In the first version of the measure, coders were able to mark
“Not Applicable” if there was no counter change talk or discord
present. In the second version of the measure, coders were forced to
submit a response, and were instructed to score a 4 if there was no
counter change talk or discord present. The rationale was that a pro-
vider must be skilled if they avoided counter change talk or discord.
However, the lack of counter change talk could be due to highly
motivated clients rather than due to provider skill, and thus a 4 for
managing counter change talk well could be very different than a 4
for no counter change talk present. In future iterations of the mea-
sure, coders could first indicate if counter change talk is present or
not, and then code the item to avoid this confusion. One additional
item, “Uses summaries effectively,” exhibited borderline levels of
misfit in the ATN-128 and community implementation samples,
suggesting the possible need for revisions to the coding manual or
item content. Current items and descriptions are in Appendix C in
the online supplemental material.
Despite multiple indicators of strong psychometric performance, a

key concern was the modest level of absolute agreement among
coders in the Fit Families and ATN-128 samples. Related to this, there
was evidence that coders could be differentiated on the basis of their
pattern of ratings. Generally, this reflected overall differences in leni-
ency/severity in assigning ratings. As previously noted, the ideal sce-
nario for fidelity measurement is that coders provide identical ratings
across items for each interaction. Thus, with modest coder agreement
and potentially distinct coding styles, there are several factors to con-
sider. For instance, the rates of agreement identify a need for

improved coder training and ongoing supervision, which should
include greater attention to the nature of disagreements across coders.
Likewise, it is important to consider that absolute agreement—particu-
larly for the MI-CRS—is a particularly stringent criterion. Not only
are ratings on a 4-point scale, all 12 of the components being rated are
applicable in all sessions and they may occur dynamically throughout
the interaction. As such, there is ample opportunity for disagreement.
This stands in contrast to ratings of treatment adherence, where only a
small subset of components may be delivered in a session, resulting in
“automatic” agreement on components not delivered. Further, and per-
haps most importantly, the rates of agreement emphasize the impor-
tance of using measurement models, such as the MFRM, that are
specifically intended for rater data. Typically, a small subset of inter-
rater cases is assigned, and following evaluation of reliability, the pri-
mary assignment is retained for scoring and analysis. However, with
the challenges inherent to rater agreement, it is possible to leverage
IRT-based measurement models designed for such data. In contrast to
traditional raw scoring approaches—which ignore the influence of
individual coders—these models use all available ratings and produce
a best-estimated “fair” score for each session that is adjusted for each
coder’s rating style. Information about the rating style is also used to
adjust scores for sessions rated by single coders.

Another possible limitation was the use of the Rasch measurement
model rather than the IRT graded response model. As detailed earlier,
the main consideration was practical—the number of observations,
particularly after considering the other data features, was not sufficient
for the more complex model. Despite this, the more lenient sample
size requirements of the Rasch model permitted thorough evaluations
of the MI-CRS across three distinct samples. Further, the MFRM was
particularly well-suited to rater data that are inherent to measuring
CHW competence. That said, the main drawbacks are that, with a suf-
ficient sample size, it would be possible to determine whether there
were meaningful differences in item discrimination and the more com-
plex model would most likely provide better model fit. At the same
time, the MI-CRS was initially developed from a Rasch-based frame-
work, and the subsequent revisions have been made with respect to the
fit of the data to the Rasch model. Acknowledging the limitations of
the simpler model, for new measurement development and evaluation
in the context of real-world implementation efforts, the authors see
some distinct benefits—practical and philosophical in nature—to the
more constrained framework. Ultimately, a critical consideration is
the impact on the resulting scores, and in this case, scores based on the
Rasch model, GRM, and traditional raw scoring methods were nearly
perfectly correlated (i.e.,$ .99).

Of note, coded standard patient sessions were more likely to yield
higher ratings than coded real interactions. suggesting that the quality
of MI was better with standard patients. For the purpose of evaluating
competence in diverse, real-world implementation efforts, we believe
that the use of standardized patient interactions—in addition to solv-
ing a pragmatic challenge—demonstrates the extent to which CHWs
are capable of delivering key components of MI. In contrast, compe-
tence measurements from actual patient interactions demonstrate
whether CHWs actually do deliver MI components. These are
related, but different, aspects of fidelity measurement.

Finally, the IRT-based standard setting procedure defined three
empirically-based thresholds to differentiate four levels of compe-
tence, in contrast to two thresholds and three levels used by other
MI fidelity measures (Moyers et al., 2016). The resulting compe-
tency levels were named to be more affirming and supportive
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based on input from stakeholders in another community imple-
mentation study using the measure (Aarons et al., 2017): beginner,
novice, intermediate, and advanced. Applied to competence scores
from these samples, the percentage of scores falling in each cate-
gory was consistent with expectations and anecdotal experience.
In summary, a 12-item measure of MI competency designed to

be rated in one pass of real or simulated encounters targeting health
behaviors showed excellent psychometric properties in diverse set-
tings and samples. Head-to-head comparison of the MI-CRS to
established measures of MI competency will confirm the relative
advantage of the measure beyond efficiency. Future research is nec-
essary to determine the sensitivity of the measure to implementa-
tions interventions designed to improve competence (Fortenberry
et al., 2017), to test the use of the measure for trigger-based coach-
ing (e.g., coaching triggered for scores below intermediate; Naar,
MacDonell, et al., 2019), to compare real provider–patient interac-
tions with standard patient interactions, to determine the properties
of the instrument when coded by research assistants versus MI
supervisors, and to test the measure in additional samples for gener-
alizability of findings to other implementation settings.
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