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nline hate and harassment' have increasingly become a common part of the

online experience. Public attention has usually focused on harassment of

celebrities and public figures. However, our recent work has shown that a
substantial swath of the American public has experienced online harassment, with 37% of
adults having experienced severe online harassment,' defined by the Pew Research Center
as including physical threats, sexual harassment, stalking and sustained harassment.’ For
this study, we wanted to examine the effects of online hate and harassment on private
individuals—the type of people whose experiences represent the bulk of that statistic.
We engaged in an extensive literature review and also conducted 15 in-depth qualitative
interviews to better understand and chronicle the full experience of being a target of online
harassment. We explore the personal stories of targets of online hate in an attempt to paint
a more complete picture of the ways in which harassment can envelop multiple facets of a
person’s life. We hope this report sheds light on the statistics.

Cyber harassment has been defined as “to involve the intentional infliction of substantial
emotional distress accomplished by online speech that is persistent enough to amount to
a ‘course of conduct’ rather than an isolated incident.” Citron, D. K. (2014). Hate Crimes in
Cyberspace. Harvard University Press.

ii. https://www.adl.org/onlineharassment

ii.  Duggan, M. (2018, January 3). Online Harassment 2017. Retrieved from https:/www.
pewinternet.org/2017/07/11/online-harassment-2017/
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Five findings stand out from the literature review and interviews:

S

1

Online hate incidents are frequently connected to the target’s identity
Whether it was simply being a Jewish business owner or authoring a blog post
on feminism, the online hate incidents experienced by our interviewees were
frequently centered around issues of identity.

Harassers use platform design to their advantage

Coordinated attacks often caused harm to a target by leveraging key features
of social media platforms. This included the ability to be anonymous online,
to create multiple accounts by one person, the fact that there is no limit to the
number of messages one user can send to another, and the use of personal
networks as weaponized audiences.

Online hate can cause significant emotional and economic damage

Targets of harassment reported deep and prolonged emotional difficulties.
Additionally, harassers often targeted individuals’ economic wellbeing by trying to
tarnish their reputation or by contacting their employers.

Harassers attack and impact others in the target's community

Interviewees revealed experiences of harassment where perpetrators would also

attack their relatives, friends and employers. Targets were highly disturbed by the
spillover of hate into their offline lives, and felt that the increase in radius of attack
was meant to cause further harm to them.

Social media platforms are not adequately designed to remove or efficiently
review hateful content

Respondents were universally unhappy with the processes and functions of the
reporting systems on major social media platforms. Interviewees expressed
frustration in having to wait weeks for the content moderation teams to respond
to their reports of harassment. They also felt that the ability to only report one
piece of content at a time created a bottleneck in content flagging. The lack of
options when reporting harassment and an attitude described by targets as a
general disinterest towards their plight caused further unease for interviewees.

iv.  Asdefined by the Pew Research Center. ADL has adopted this definition for its
research on online harassment.

Executive Summary

Cyber harassment is
defined as the use of
digital technology to
intentionally inflict
substantial emotional
distress on the intended
target.

Severe cyber harassment
includes physical
threats, sexual
harassment, stalking and
sustained harassment."



“I can't explain it now
because it's over, but
when you're in the
middle of it, receiving
rape threats, death
threats, on a daily basis,
impersonating you. It's
hard to reach out for
help, and when you do,

you get a stock response.

It just makes my heart
sink”

The interviews and the review of the literature also point to ways to prevent or mitigate the
impact of hate and harassment on victims. These include:

1|

Increase users’ control over their online spaces

Interviewees felt like they had no control over their profiles, pages or accounts to
prevent attackers from targeting them relentlessly. Platforms could provide more
sophisticated blocking features like blocking a user’s ability to stalk someone
across a platform. Platforms should also allow users to designate friends’
accounts as co-moderators, with specific permissions to assist with harassment
management and moderation.

Improve the harassment reporting process

Companies should redesign their reporting procedures to improve the user
experience. Platforms should provide step-by-step tracking portals, so users

can see where their abuse report sits in the queue of pending reports. Platforms
should also allow bulk reporting of content, consider harassment occurring to the
target on other platforms, and respond to targets quickly. Platforms could set up
hotlines for people under attack who need immediate assistance and assign case
managers to help targets of hate through the process.

Build anti-hate principles into the hiring and design process

Safety, anti-bias and anti-hate principles should be built into the design, operation,
and management of social media platforms. Platforms should prioritize

diversity in hiring designers, including individuals who have been targets of

online harassment. Platforms should create user personas and use cases that
address the needs of vulnerable populations. Platforms should also weigh tool
functionality against increased opportunities for harassment before implementing
new features. We also recommend that input from a diverse set of community
representatives and outside experts should be solicited before additions to or
changes in platforms features are made.

While interviewees did not directly comment on the Government's role in passing
legislation that holds perpetrators accountable for their actions, it's important that

federal and state governments strengthen laws that protect targets of online hate and
harassment. Many forms of severe online misconduct are not consistently covered by
cybercrime, harassment, stalking and hate crime law. Legislators have an opportunity,
consistent with the First Amendment, to create laws that hold perpetrators of severe online
hate and harassment more accountable for their offenses.
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ccording to ADL's 2019 Online Hate and

Harassment survey,' 53 percent of American

adults have experienced online harassment and
37 percent have experienced severe harassment.2 The
prevalence of online toxicity is even higher in video games,
a series of platforms which have recently emerged as
a leading social space. In a first-of-its-kind survey, ADL
found that 74 percent of adults who play online multiplayer
games in the US experience some form of harassment
while playing games online, while 65 percent of players
experience some form of severe harassment.®

Relying on both a literature review of online harassment
and in-depth interviews with targets of hate, this report
describes experiences of the people behind these stark
numbers. The ethnographic study that informs this report
has been designed using an extensive literature review on
the topic of cyber harassment. Through that exercise, we
explored the definitions of hate and online harassment and
studied the history and evolution of these concepts. We
also provided a comprehensive taxonomy of the different
forms through which online hate manifests itself. We pored
over studies that explored potential causes of online hate,
including behavioral reasons and the features on platforms
that are ripe for abuse. A few of the more prevalent themes
in cyber hate literature included:

Gender and Harassment

Some of the most widely reported incidents of campaign
harassment (the ability of harassers to use online networks
to organize campaigns of hate) and networked harassment
(the weaponization of a target’s online network) have been
waged against women and the LGBTQ+ community. Such
incidents demonstrate a new way to police and attempt

to control these targets’ ability to speak and participate in
public life.

Racism, Islamophobia and Anti-Semitism

Racism, Islamophobia and anti-Semitism are also common
motivating factors in networked harassment episodes. In
fact, these three kinds of hate often appear together.

Targeting Intersectional Identities

Hate campaigns often target individuals with complex
identities or affiliations with special vigor. Scholars and
activists use the term “intersectionality,” the idea that bias,
discrimination and oppression manifest differently when
identifiers like race and gender overlap.*

Harassment of Professionals

People are also targeted because of their professions. For
example, journalists and academics are frequently targeted
due to the public nature of their careers. This places them
in a double bind since it's imperative to their career to
publish and promote their work online.

The Trolls are Organized and Everyone’s a Target | The Effects of Online Hate and Harassment



“It's just infuriating...someone sits behind their screen and tries to destroy
everything I've worked so hard for. They don't have any consequences and I
have to defend everything I do.”

First-generation college grad and non-profit professional

For this report, ADL conducted 15 in-depth interviews with individuals about their experiences
with online hate and harassment. For the safety of the interviewees, this report does not
publish their names or personally identifiable details. ADL selected subjects with diverse

backgrounds, identity characteristics and professional experiences. in-depth interviews

conducted with

. . . ) _ individuals about their
We deliberately selected and interviewed subjects who are not famous or public figures, experiences with online

as are well-known targets Carlos Maza (a video producer for Vox who was subjected to hate and harassment.
homophobic slurs by an alt-right commentator on a popular YouTube channel®) and Zoé

Quinn (a non-binary video game developer who suffered sustained harassment including

threats of rape and death®). Such cases have been extensively covered in news articles and

research papers. Social media platforms are also more reactive to cases of harassment in

which public personalities are targeted,” and these individuals might have more financial and

social capital to respond or recover.

Our interview subjects represent a collection of experiences that have been described as
distressing but are also displays of powerful resilience against a barrage of hate. Embedded
in their stories are tales of setback, courage and resistance. But beyond compelling
narratives, they also serve a more practical function—these interviews help us more fully
understand the dynamics of online harassment at a depth that would be very challenging to
extract from survey results. Moreover, these interviews shine a light on how harassers exploit
the design of social media platforms.
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Targets experience
harassment on a wide
variety of platforms:

Mainstream Social Media

o [ v

YouTube  Facebook Twitter

Web Boards
R G
A®
8chan 4chan Reddit

Gaming and Related Sites

[

Twitch Discord

Publishing Platforms

® M

Wordpress ~ Medium

Online Review Sites

> <
Yelp Google

Extreme Content

B »0 L 4

Breitbart Quillette  Stormfront

ur in-depth interviews show that online harassment and hate come in a variety of

forms, ranging from single but intense episodes of hate to months-long sustained

harassment campaigns. They cross from online-only events to offline incidents.
They can target one person or seek to disrupt entire personal and professional networks.

While the breadth of strategies available to attackers can be an overwhelming topic to
explore, the impetus for harassment appears to be especially myopic. More often than
not, targets felt they were attacked because of an identity-related attribute. Equally
troubling is the fact that targets felt they did not have any legitimate recourse for action.
In their attempts to remove hateful content, they felt stymied by the content reporting
mechanisms across major social media platforms.

Finally, interviewees and other targets experience harassment on a wide variety of
platforms, including mainstream social media (especially Twitter, Facebook and YouTube),
anonymous or pseudonymous web boards (such as 4chan, 8chan and Reddit), gaming
and related sites (Twitch and Discord), online review sites (Yelp and Google), publishing
platforms (Wordpress, Medium and other online publications), and websites that pander
to users spreading extreme content (Breitbart, Quillette and Stormfront). In addition, email
was often used.

“Being trans and successful is all it takes to attract harassment”




Findings | Key Finding 1 | Online hate incidents are primarily connected to the target’s identity

Key Finding 1

Online hate incidents are frequently
connected to the target’s identity

While the breadth of strategies available to attackers can
be an overwhelming topic to explore, the impetus for
harassment appears to be especially myopic. More often
than not, interviewees felt they were attacked because of
an identity-related attribute. The specifics of how identity
resulted in harassment varies, but the common theme in
hateful incidents across interviews was identity. Being a
member of a marginalized community makes an individual
particularly vulnerable to hate and harassment online.
People who spoke out against sexist, racist and anti-
Semitic injustice also attracted vicious attacks, typically in
response to their condemnation of hate and bias. Overall,
we found that it required very little to be targeted online—it
could be one comment or a single publication, but the
overwhelming focus was related to identity, as opposed to
political belief.®

Recent research has found that individuals from
marginalized communities experience online harassment
at much higher rates. ADl's 2019 Online Hate and
Harassment survey report® revealed that identity-based
harassment was most common against LGBTQ+
individuals, with 63 percent of LGBTQ+ respondents
experiencing harassment because of their sexual
orientation or gender identity. In fact, around one-third (32
percent) of Americans who had been harassed reported

that they thought the harassment was a result of their
sexual orientation, religion, race or ethnicity, gender identity
or disability. Similarly, in the ADL games survey report,’

53 percent of online multiplayer gamers who experienced
harassment attributed their targeting to their race/ethnicity,
religion, ability, gender or sexual orientation.

Our interviews found that harassers often weaponized
aspects of their targets’ characteristics by using slurs,
offensive imagery and threats of violence based on their
targets’ real or perceived identities. For example, themes
of misogyny were prevalent when our female interviewees
were attacked on social media. Perpetrators’ comments
to women were often premised on a woman’s appearance
or their “proper place” being in the home, doing housework
and bearing children.

Some people received harassment solely because of
their identity. For example, both trans women reported
harassment just because they were trans and publicly
visible online. In one instance, a trans woman who is a
gaming professional reported harassment on Twitch,
including receiving invasive comments about her body
and gender identity. In some cases, the transgender
interviewees shared that their gender identity was ignored
by harassers who would purposefully misgender them.

13
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An academic who
researches gender in
the United States was
harassed following

the publication of

her scholarly essay
about masculinity and
consumer culture..The
harassment stemming
from this one article

lasted for nine months.

In other cases, people were targeted because of an identity-related article or statement
they published or posted online. For example, an academic who researches gender in
the United States was harassed following the publication of her scholarly essay about
masculinity and consumer culture. On Twitter and Instagram, harassers followed her,
insulted her appearance and attacked her with threats of rape and death. The far-right
news site Breitbart wrote critically about her article. The Breitbart coverage led to her
receiving hundreds of harassing messages on social media. The harassment stemming
from this one article lasted for nine months.

Similarly, one interviewee, a researcher, also faced public threats after arguing with a
prominent white feminist and activist on Twitter about the portrayal of a woman of color in
popular culture. The prominent feminist shared the researcher’s tweets in a mocking way,
triggering other (mostly) white women to begin harassing her for being “too sensitive.” Far-
right harassers picked up on the argument among white feminists and a piece was written
about the poster on Breitbart, sending a second wave of harassment her way. Fortunately,
her employer helped keep her safe in her workplace during this period of sustained
harassment.

Women of color faced similar harassment tactics and vulnerabilities. In certain instances,
when our interviewees commented on social media about topics related to disparate
impact and injustice, they became targets of racist, xenophobic and misogynistic
comments that triggered persistent harassment episodes.

“I have an obligation being a public facing scholar because we have a mission
to educate... the museum social media asks me to be front and center on the

[museum] pages and those moments I end up attracting more attention then I
seek otherwise.”

Museum researcher and educator
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Isha Writerson

Findings

Figure 1. Media Publication Staff Writer / Academic /
Freelance Writer User Persona.

Media Publication Staff Writer / Academic / Freelance Writer

Isha is a researcher and writer who often reports on
politics, civil rights, and social dynamics. She is either
self employed or works for a news outlet or university.
She holds a master's degree or Ph.D. in social
science. She is a mid-career professional who is often
the main byline on articles or primary investigator on
research publications and submits articles to other
publications besides her primary one. She maintains
her own website with a repository of her work. She
relies on social media to gain readership, make
connections and advance her career.

Pain Points

Use of Online Media

@)

Uses Twitter, Facebook and Instagram to
publicize work.

Uses Twitter to engage colleagues and
readers.

Uses Facebook to engage closer personal
network about work and personal topics.

Maintains a WordPress or Medium account
to maintain a public record of her writing.

Design Needs

O  Often inundated with hate, harassment, rape
or death threats when posting her work.

O  Cannot leave online spaces since her career
and brand depend on it.

O  Cannot safely appoint a second person to
maintain accounts.

O  Screenshots and submits individual reports
of harassment but does not hear back from
companies, or they only respond with generic
language.

O  Must report to each platform independently

even if she is reporting the same person.

O  Has no way to block and mute all accounts
associated with one dogpile, brigade, or
attack.

@)

Immediate help from the platform when she
is under attack.

Evidence that the platform cares about her
experience.

To safely designate sub-accounts to trusted
people to act as moderators.

To create one comprehensive report on all
the hate she receives.

To know where her reports are in the
evaluation process.

To block hateful user at the IP level so she
doesn't have to block the same person
repeatedly.

To be able to report, block, and mute in bulk
and be able to block users who found the
link to her work on a hateful platform like
Stormfront, Quillette, or Gab.
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Key Finding 2

Harassers use platform design to
their advantage

Through their design, platforms encourage (or discourage)
certain practices and behaviors.” Many of the platforms’
designs make harassment easy, and harassers are
effective at taking advantage of platforms’ features. For
example, the video game streaming site, Twitch, makes

it easy to ban users from the chat feature of a streamer’s
individual channel, but it is quite difficult to ban users

from viewing a stream on an individual channel and it

is especially difficult to ban users across the platform
from different streams and chats. An interviewee who

live streams explained that this allowed their stalkers to
continue tracking them by viewing their streams even when
users were banned from the chat feature on an individual's
channel. It also allowed users to continue engaging in
harassing activity by attacking the intended target in chat
rooms on different channels.

Multiple accounts controlled by a unique user—often for
the purpose of dominating chat forums, harassing a target
or spreading information—are known informally as “sock
puppet” accounts. Interviewees cited the ability to create
multiple accounts operated by the same person on Twitter
as an example of a social media feature that can be easily
abused by harassers. This feature can be useful when
someone, for example, wants to have a professional and
personal account; however, it can also be used as a means
to continue cyber stalking or harassment even after the
target blocks the initial account.

Results | Positive Social Experiences

Another common feature most platforms have is the ability
to send unlimited messages to another user. In the cyber
harassment context this feature can prove to be incredibly
problematic. If a user does not block or mute a harasser
on a platform, the harasser can send them hundreds of
messages at a time.

Additionally, most interviewees reported being targeted
across multiple online platforms in campaigns that
weaponized the target's networks. For the purposes of this
report, we will refer to this phenomenon as “networked
harassment."2

Networked harassment uses the target's online networks
and the openness and features of social media platforms
against the target. This includes inserting embarrassing
and fallacious news into a target's professional networks,
engineering the disruption of important identity-based
alliances by turning groups against each other, and
resharing posts to incite further harassment. Features such
as interlinked user profiles and user-created shareable
content increased the ease with which a perpetrator could
harass someone across multiple platforms.

The Trolls are Organized and Everyone’s a Target | The Effects of Online Hate and Harassment



One interviewee saved the comments and harassment she saw in what she
called her “strange trolls folder,’ a collection of what she describes as “weird
and low-effort” hate. For her, it wasn't even the individual threats that scared
her, but rather the larger threat of an intensive harassment campaign. She
gave up special opportunities and interesting connections for safety and
peace of mind.

In some instances of networked harassment, perpetrators discussed their motivations.

In one instance, there was explicit conversation about making the target, a woman of
color, angry with the intention of making her unemployable. In another example, there was
explicit conversation about increasing distrust between white women and feminists of
color. In a third example, an article picked up by a far-right website was paired with a call
to action to harass the author. This call-to-action resulted in an individual target receiving
thousands of hateful messages for months.

In another instance, a graduate student living in the United Kingdom tweeted a question
on Twitter inviting followers to describe a time they were “mansplained.” This question
quickly went viral and resulted in a harassment campaign against her on both Twitter
and Facebook. As a dedicated researcher, she set out to find where harassers were

coordinating their efforts and discovered a lengthy thread on 4chan that tracked women of

color and coordinated harassment campaigns against them. There, she found her name,
as well as the names of other female journalists of color.

The term “Networked
harassment” as

used in this report is
adapted from Caroline
Sinders'’s concept of
“campaign harassment,’
a phenomenon in which
harassers organize
using online platforms
to target an individual
for cyber harassment en
masse.
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Key Finding 3

Online hate can cause significant
emotional and economic damage

Subjects noted that

their harassers often
targeted their colleagues
and supervisors in

order to tarnish their
reputation and with

the goal or feared
outcome of making them
unemployable.

Our interviewees detailed the emotional effects and economic burdens of being the target
of Internet abuse. Targets described their experiences as stressful and demoralizing, often
isolating and traumatizing, and sometimes fear-inducing.

Some individuals interviewed actively worked to compartmentalize their feelings when
trying to document and report their harassment, so as not to internalize the hate spewed
at them across the screen. Many interviewees acknowledged that desensitization was
necessary to get through a comprehensive review of the harassing and hateful messages
they received in order to address them. This process forced the subjects into states

of numbness in order to avoid experiencing the full depth and breadth of the attacks.
Relatedly, in at least one case, being subject to this abuse led to extreme social isolation.
Due to intense fear, these subjects kept their experiences private, and felt detached and
alone as a result.

Targets also reported feeling exhausted and frustrated by the process of “cleaning up

the hate” while also trying to maintain their distance from it. Removing an onslaught of
hateful comments involved deep engagement with abusive images and messages, since
the targeted individuals were solely responsible for screen-capturing, saving, deleting,
documenting and reporting cross-platform abuse. Unfortunately, this process did not help
these interviewees feel safer and took several hours to complete. The inadequacy of the
platform reporting mechanism served as a prevalent source of frustration for the subjects
we interviewed. Many of our interviewees responded by limiting their online presence or
visibility, or by posting less frequently.

The Trolls are Organized and Everyone’s a Target | The Effects of Online Hate and Harassment



A family business run by a Jewish couple found its reputation in shambles
when angry reviews claimed that the business was run by a “Jewy Jew” and
the type of person “who gave rise to Hitler”

Uncertainty was cited as a common driver for targets’
emotional and psychological response to the abuse.
Many interviewees explained that not knowing how

long an attack would last, the ultimate effects on their
personal relationships and professional standing, or in
stalking cases, why they were targeted and by whom, were
major components of their distress. Interviewees who
experienced uncertainty due to cyberstalking' were often
the most stressed and upset, and the most likely to take
additional security measures or contact law enforcement.
One interviewee felt exceedingly frustrated that Facebook
wouldn't provide any information about her stalkers,
despite the target having access to their IP addresses.

The impact on targets went beyond emotional suffering,
affecting their economic sustainability and job prospects.
Subjects noted that their harassers often targeted their
colleagues and supervisors in order to tarnish their
reputation and with the goal or feared outcome of making
them unemployable.

One subject discussed how her attacker publicly accused
her of being anti-white. A streaming professional we
interviewed explained that, as a result of a harassment
incident, viewers unsubscribed from her channel, a
portion of whose subscription fee had been income

for the interviewee. A non-profit employee who was a
first-generation college graduate was falsely accused

of being anti-Semitic in a defamatory email and spent
weeks working with a university ombudsperson to craft

a response explaining the incident to colleagues. The
interviewee said that her colleagues did not understand the

nature of the harassment and assumed the defamatory
email was true. Instead of supporting her, they said, “See,
that's why we don't use social media,” even though social
media was crucial to the young woman'’s career. Another
woman said that she lost her job because her company
was unable to support her in handling the grueling and
unrelenting harassment.

One interviewee discussed how her harassment
experience centered around the perpetrator attacking her
family business. Rather than focusing on the individual's
professional online presence, the attacker targeted the
company. It was common knowledge in her community
that her husband, who was also her business partner, was
active on Jewish Facebook groups. One day, the couple
discovered vitriolic reviews of their business on Yelp,
Google Reviews and Glassdoor posted by a fake Facebook
account. These reviews plummeted the business’s online
ratings and slowed growth. The reviews themselves
attacked the business at large but made specific
references to the husband being a “Jewy Jew” and the type
of person “who gave rise to Hitler." This episode resulted in
months of lost potential income.

There are also costs associated with cyber harassment
protection. One interviewee describes installing security
cameras in her home. Another interviewee installed an
expensive security system and hired private security
guards for her home, fearing that her online stalker was a
former client who had the potential to be dangerous.
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Key Finding 4

Harassers also attack and impact others in

the target's community

Networked and campaign harassment often involved

not just the targeted victims but also their friends, family,
colleagues and broader communities. In some interviews,
targets explained the depths to which their networks
experienced harassment. One professor was shocked and
horrified when alt-right harassers targeted his wife and
daughter. His distress continued when, in response to the
defamatory statements spewed by the perpetrators, a local
elected official called for an investigation of the professor
and not the harassers. These actions left the victim’s
family and employer—a public university—tasked with
managing the actual harassment as well as the fallacious
investigation.

A game designer and researcher described the gut-
wrenching feeling of finding out that her attackers
attempted to swat her mother. Swatting is the act of
falsely reporting a serious crime with the aim of drawing a
massive police response to the home of an unsuspecting
target (often a SWAT team with extreme weaponry).'*
Swatting has resulted in at least one fatality in the United
States.®

Beyond family and friends, harassment episodes have
permeated entire companies. When a law firm owner
was the target of online harassment, his entire firm

lost business, spent money on security and sacrificed
productivity. The owner and his employees spent hours
tracking, analyzing and reporting hate. They spent
additional time meeting together to discuss whether the
stalker was someone they knew and if firm employees
were in physical danger. In another instance, a woman who
was defamed to her employer found that her colleagues
began to doubt her decisions and actions—affecting
productivity and team-oriented tasks.

Finally, this harassment often occurs in ways that other
members of the public witness, which can have a negative
impact of silencing or bystander effect on witnesses. For
example, on Twitch, viewers witnessed certain instances
of harassment as it unfolded. As mentioned earlier, the
streamer interviewees reported losing followers and
donations, and hypothesized that this change in behavior
was due to their followers wanting to remove themselves
from hostile environments or avoid inadvertently subjecting
themselves to harassment.

The Trolls are Organized and Everyone’s a Target | The Effects of Online Hate and Harassment
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Key Finding 5

Social media platforms are not
adequately designed to remove or
efficiently review hateful content

Every person we interviewed used their respective
platform’s reporting tools when attempting to mitigate
their online harassment. Most interviewees said that

they did not receive meaningful or helpful responses to a
majority of their abuse reports for weeks or months—some
reports went completely unanswered. The subjects noted
that when platforms did send responses, the messages
lacked empathy for or a real understanding of the broader
difficulties created by networked harassment.

Most platforms have reporting systems and structures
for users to contact them about harassment, spam, hate

speech and other violations of their Terms of Service (TOS).

Notably, a majority of our study interviewees criticized the
current systems, deeming them largely ineffective.’® One of
the deepest sources of frustration our subjects highlighted
was that platforms make it extremely difficult to accurately,
thoroughly and quickly report massive attacks; most

platform reporting systems are designed so users can
only report one hateful post or account at a time. Twitter
does allow users to aggregate five posts in one complaint,
but this was inadequate for our interviewees who faced
hundreds or thousands of harassing messages at a time.

Interviewees expressed the belief that reporting
harassment to the platforms had limited efficacy. They
explained that reporting mechanisms do not provide
easy ways to explain and substantiate the depth and
breadth of a harassment incident. In fact, many of the
harassing comments interviewees reported were deemed
‘admissible” upon platform review, meaning that an
initial evaluation by human moderators—employees

or contractors working for the individual platform—
determined the harassing comments did not violate the
platform'’s terms of service.
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Interviewees noted that some technology platforms had
more effective reporting tools. They felt most secure when
platform responses validated and supported them, when
they had access to appropriate and effective resources
specifically related to the type of harassment that occurred,
and when they had a better idea of who was targeting
them and through what means. For example, some
interviewees said that platforms where an individual could
see a perpetrator’s referring website or track harassers’

IP addresses were far more helpful in the target's quest

to manage harassment than sites that merely allowed a
target to report harassing activity.

Based on our interviews, the platforms that offered the
most effective reporting tools were Discord, Medium

and Wordpress. For example, Wordpress's webmaster
tools give users more autonomy and control in spam
filtering through a mechanism called Akismet. Additionally,
Medium and Wordpress display referring sites of visitors.
This information allows administrators to see, for
example, if harassment being directed at an individual

is by a perpetrator coming from a specific website, like
4chan. Websites like Reddit and Twitch allow for volunteer
moderation in certain instances. One benefit of volunteer
moderation is that some communities can set their own
standards to better protect community members from
harassment.




Luda Streamington

Game Streamer on Twitch

A few years into her career as a professional

game streamer, Luda broadcasts her gameplay

on Twitch five days a week. After a few years
of building a following on Twitch, she is self-

employed with 90% of her income coming from

viewer donations while only 10% comes from
freelance writing for gaming publications and

speaking at gaming conferences. She is seen as a
leader in the gaming space and appears on other
Twitch channels to support other streamers. She
also maintains a safe LGBTQ Discover server with
thousands of members.

Pain Points

Findings

Figure 2. Game Streamer on Twitch User Persona.

Use of Online Media

Streaming gameplay on Twitch every day.

Uses Twitch to engage with viewers and
collect donations daily.

Posts on Twitter and engages in discussions
around games and the politics of games with
other gamers and journalists.

Uses Medium to publish articles about
gaming occasionally.

Employs Instagram for personal use a few
days a week.

Design Needs

@)

When volunteer moderators are not available,
cannot block all the incoming hateful
messages on the stream even with time
delay.

Cannot block brigades of harassers even
when they all came from the same channel
or server or when using platform tools like
time delay.

Must report abusive users after the stream
is over. Makes capturing hate difficult and
does not stop the attack while it's happening.
Often ends the stream early and/or the
streamer does fewer streams than planned
in the near future.

Luda often uses LGBTQ+ language in a
positive way to create a safe space for her
viewers and has to whitelist those words
over and over again.

@)

Needs help moderating her stream when her
volunteers are unavailable.

Needs an easier way to block brigades of
harassers, such ass blocking users at the
IP level and stopping multiple accounts
controlled by the same person.

Immediate help from the platform when she
is under attack.

Needs whitelisting to “stick” and not have to
whitelist the same terms over and over.
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When asked to provide
recommendations, an
interviewee said:

“There’s a responsibility
that doesn'’t get talked
about. Perpetrators

are represented as a
weird force of nature
that screams “fuck”
uncontrollably at
women. There are things
you can do from the
community angle, and
from the tool-making
algorithm level”

Recommendation 1
Increase users’ control over their online space

Targets of online harassment often felt like they had no control over their profiles, pages or
accounts because perpetrators invaded them relentlessly and without consent.

Platforms can support targets by giving them more control over moderating their individual
online spaces. Some of the interviewees reported satisfaction in managing harassment
when they had the ability to block harassers at the IP level rather than blocking a single
account. Interviewees also reported satisfaction in managing harassment when they could
control which users could engage in their space and enforce community norms. Platforms
should provide more sophisticated blocking features.

Another way platforms can support targets is to allow users to designate trusted friends
as moderators to help targets control the traffic on their page. Many of our interviewees
said that they shared usernames and passwords with friends and colleagues to help
them regulate the influx of harassing messages they received. Instead, as a safer and
more streamlined alternative to this method, platforms should allow users to designate
sub-accounts as co-moderators, with specific permissions to assist with harassment
management and moderation.

The Trolls are Organized and Everyone’s a Target | The Effects of Online Hate and Harassment



Q: What is it like to report harassment (on Twitch)?
A: “You throw the report into the void.”
Q: Is it ever satisfactory?

A: “No.

Recommendation 2
Improve the harassment reporting process

Companies should redesign their reporting procedures
to improve the user experience and to make it more
responsive to networked harassment.

Platforms’ reporting features should allow users to
thoroughly explain and demonstrate their abuse to the
moderation team. At present, there is no streamlined way
to aggregate campaign or networked harassment in one
report. Platforms should implement reporting systems that
allow for detailed, nuanced and comprehensive reporting.

Users need clear, transparent means to track and

report harassment—these processes should not require
specialized knowledge or tech expertise. In our interviews,
the only subject who was successful in getting meaningful

responses from moderation teams was an individual
who called in a personal favor and had social networking
professionals advise her on submitting her complaint.
Platforms should provide step-by-step tracking portals,
SO users can see where in queue their abuse report sits,
how it is being processed and who in the company is the
assigned case manager.

Finally, platforms should respond to targets quickly and
with compassion. Platforms could set up hotlines for
people under attack who need immediate assistance;
assign internal caseworkers to assist with aggregating and
investigating the harassing activity, or develop other more
effective response procedures.
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Recommendation 3

Build anti-hate principles into the hiring
and design process

Safety, anti-bias and anti-hate principles should be built into
the design, operation, and management of social media
platforms. To create safer and more hospitable online
spaces, platforms should appropriately train designers

to understand Internet abuse so they can anticipate and
prevent new opportunities for harassment as they build
and architect platform features. We recommend that
companies solicit input from a diverse set of community
representatives and outside experts before they make
additions to or changes in platforms’ features.

Companies can also build anti-hate principles into cross-
industry initiatives. Interviewees spoke at length about how
attackers would use multiple platforms to target someone.
Designing content moderation processes that result in

an automatic sharing of information between companies
safety teams could improve safety standards for the entire
industry. Admittedly this is a complicated solution that
would require different platforms reaching a common
understanding of online harassment definitions. However,
the benefits to users who are vulnerable to online hate and
harassment would be immense.

Platforms should prioritize diversity in hiring designers,
including individuals who have been targets of online
harassment. These individuals have a unique perspective
on how the tools, features and mechanisms being built by
social media companies can be weaponized. In addition

to adding diverse individuals—especially targets—on
design teams, companies should educate designers on the
specific details of extreme harassment cases from both
their own sites and other sites. Designers can also learn
through the production of user personas and journey maps
detailing extreme harassment episodes.

Platforms should also weigh tool functionality against
increased opportunities for harassment before
implementing new features. Features that promise

to increase performance metrics or reduce friction
sometimes exacerbate already abusive dynamics or
inadvertently create opportunities for new harassment. If a
new feature has a high likelihood of facilitating harassment,
it should be modified. Similarly, features that have led to
abuse in the past should be adjusted to reduce abuse.

The Trolls are Organized and Everyone’s a Target | The Effects of Online Hate and Harassment
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Protecting Targets of Hate
Through Better Government

Regulation

BACKSPACE
HATE

AN ADL INITIATIVE

Online hate stokes

fear, silences voices

and causes harm to
people’s personal and
professional lives.
Backspace Hate is
ADL's campaign to
support victims and
targets of online hate
and harassment. We're
raising awareness
about the consequences
of cyberhate and
advocating for measures
to hold perpetrators
accountable for their
actions online, including
by improving state

and federal laws.
Working together we
can backspace hate and
make room for good.

It's important to note that this ethnographic study does not represent the full breadth of views
and experiences embodied by the victims and targets of online hate and harassment. That said,
it is our hope that through this report we can encourage social media platforms, government and
civil society to take ownership of their roles in addressing these issues. The best way to approach
these issues is through a multi-faceted lens.

Federal and state governments should strengthen laws that protect targets of online hate and
harassment. Many forms of severe online misconduct are not consistently covered by cybercrime,
harassment, stalking and hate crime law. States should close the gaps that often prevent
government agencies from holding individual perpetrators accountable because the laws do

not appropriately capture online misconduct. Many states have intent, threat, harm or “directed

at” requirements that prevent prosecution of online behavior that would otherwise easily fit the
definitions of stalking or harassment statutes. Many states do not have swatting or doxing laws
on the books.

Legislators have an opportunity, consistent with the First Amendment, to create laws that

hold perpetrators of severe online hate and harassment more accountable for their offenses.
Additionally, governments can require better data from law enforcement agencies regarding
online harassment investigations and prosecutions. Finally, social media companies should be
required to increase transparency around online hate and harassment on their platforms, so we
better understand the scale and scope of hate and harassment on social media.

An email addressed to an interviewee called her “an unapologetic Latina

Supremacist,’ and attributed anti-Semitic slurs to her. The email claimed she

had a “vicious anti-white agenda,’ based on completely fabricated Facebook
comments. Elaine was “floored, just floored...[she] was shaking,’ and couldn’t
bear to read the defamatory email all the way through.
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thnographic interviews can expose important details about individual experiences

“What bothers me the that are difficult to capture through other methods. In the absence of an experience
most: how callous it’s as visceral as sustained harassment, the underlying assumptions, hypotheses and
made me, pretty jaded. priorities developed by academics that guide quantitative research might not mesh with

Ididn't used to assume
the worst in people. The

trolls have won in that
way” to increase harm and reputational damage against one target. Moreover, the details

surrounding networked harassment exposed through these interviews helped us craft
recommendations, like user journey maps, as a means to plug holes in platform design.

the sentiments of targets of hate. For example, we didn't go into this study with a specific
intention to learn about the ways in which friends, colleagues and relatives are exploited

The semi-structured interviews conducted for this study remind us of the value in listening
to an individual narrate a complete story, which can reveal new, unpredicted insights. And
the findings of this study provide a sobering reminder of the emotional and economic
harms that vulnerable communities shoulder when using online platforms. While much
damage has already been done, and many lives upended because of online hate, it's not
too late for social media companies to learn about their users and redesign their platforms
to mitigate further harassment.

“Don’t want to give troll power...you feel annoyed but does not want to show
those feelings. Revealing them give harassers power.”

What is it like to hide those feelings?

“It's really hard! It produces stress after the show is over. The emotional
stress is exhausting, often end steam earlier, leads to lethargy. As you
become used it just wears you down.”







Research Methods

his study was conducted using semi-structured, ethnographic interview methods. Fifteen interviewees were
recruited and interviewed remotely, following a pre-established interview guide. Two professionals with
extensive experience in ethnographic research established the guide and conducted the interviews.

Recruitment

Fifteen people who were targets of extensive cyber harassment were recruited and interviewed for this study.
Interviewees were asked to indicate characteristics with which they identified or associated. Interviewees included
thirteen women (including two trans women) and two men. Nine of the interviewees were white, one was Black, three
were Latinx and two were Asian. Four were researchers or academics, five were in the gaming industry (players and
designers), three were media professionals (though two were in different careers at the time of the interview), two
owned or founded businesses, and one worked for a social justice non-profit.

Interviewees were recruited via snowball sampling. Initial interviewees were recruited through professional networks
and open calls publicized on ADL and Implosion Labs’ social media channels. Then, the variety and number of
interviewees “snowballed.” Each person was asked to recommend others who might be eligible and interested in
participating.

Process
Two researchers developed and used an interview guide to conduct interviews via the videoconferencing platform Zoom,
using audio only or video plus audio based on the interviewee's preference. Interviews covered the following topics:

An explanatory introduction to the study, including the interviewee's right to withdraw and a description of security
measures in place;

An invitation for the interviewees to describe themselves demographically, professionally and biographically;
A walkthrough of a specific episode of cyber harassment, including events, platforms and responses;
Reasons why the interviewees thought they were targeted;

A description of how cyber harassment affects the individual and their networks or communities; and

An opportunity to reflect on what they wish had gone differently and what could be changed to prevent similar
cyber harassment from happening in the future.

Recruitment and interviewing began in February 2019 and was completed in April 2019.

The Trolls are Organized and Everyone’s a Target | The Effects of Online Hate and Harassment
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ADL by the numbers

EDUCATE

learned to use the power of positive peer
influence to take action against bias and
bullying in 2018

An ADL Education Program

acquired skills to support students in
using ally behaviors to challenge bias
and identity-based bullying in 2018

impacted through our Holocaust
education program, Echoes &
Reflections, since inception in 2005

ADVOCATE
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have enacted Hate Crimes legislation
based on, or similar to, the ADL model
developed in 1981

OUR IMPACT

MONITOR

=

containing anti-Semitic language were
identified in our 2016 report about
online harassment of journalists

who attended the 2017 “Unite the
Right” rally in Charlottesville were
identified by ADL in cooperation with
local law enforcement

PARTNERS

*%a,

received ADL training on hate
crimes/hate incidents, bullying/
cyberbullying and anti-immigrant
extremists under ADL's MOU with the
Government of Mexico. If room add:
After El Paso shooting, ADL, LULAC
and Unidos US will collaborate to
combat hate crimes and extremism.



INVESTIGATE

Jo

in which ADL has provided extremist
related information to law enforcement,
including critical, up-to-the-minute
background on extremist threats

TRAIN

of all new FBI agents have been
trained by ADL since 2001

o

were trained by ADL in the last
ten years, helping them to fight
extremism and build trust with the
communities they serve

ADL's Approach

ADL has a comprehensive approach to
address anti-Semitic incidents and to
counter all forms of hate. ADL's Center
on Extremism is a foremost authority on
extremism, terrorism and all forms of
hate. The COE’s team of investigators
and analysts strategically monitors and
exposes extremist movements and
individuals, using cutting-edge technology
to track real time developments and
provide actionable intelligence and data-
based analysis to law enforcement,
public officials, community leaders and
technology companies.

ADL also does this work through:

 Reaching 1.5 million students
annually with our anti-bias and
anti-bullying programs

+ Building coalitions among diverse
organizations and communities,
and boldly advocating against
government policies, organizations
and people that promote anti-Semitism,
racism and bigotry

» Working in Silicon Valley through ADLs
Center on Technology and Society,
which works in close partnership with
tech industry leaders to establish best
practices for addressing cyber hate and
to develop proactive solutions to fight
the spread of anti-Semitism and other
forms of hate online
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Take Action

Partner with ADL to fight hate
in your community and beyond.

« Sign up at adl.org for our email newsletters to stay informed
about events in our world and ADLs response.

* Report hate crimes and bias-related incidents in your area to
your regional ADL office.

 Engage in respectful dialogue to build understanding among
people with different views.

* Get involved with ADL in your region.

ADL
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Free to Play?

Hate, Harassment and
Positive Social Experiences
in Online Games

Free to Play?

Hate, Harassment, and
Positive Social Experiences
in Online Games

www.adl.org/free-to-play

A report from the Center for
Technology and Society:

Designing Ourselves:
Identity, Bias, Empathy, and Game Design

ADL Belfer Fellow Dr. Karen Schrier

Designing Ourselves:

Identity, Bias, Empathy, and
Game Design

www.adl.org/designing-ourselves
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