
Abstract
Building upon prior work exploring the relationship 
between financial investments and soccer 
performance metrics, this study advances the 
analysis by focusing on model optimization and 
feature selection in the context of multicollinearity. 
Using the same dataset, this phase refines the 
regression approach to identify the most influential 
predictors of soccer Scores while ensuring robust 
model validation. Techniques such as Ordinary Least 
Squares (OLS), Ridge, Lasso, and ElasticNet are 
employed to address the challenges posed by highly 
correlated features. Residual diagnostics, including 
tests for normality and autocorrelation, validate 
assumptions, while hyperparameter tuning 
optimizes regularization models. This extended 
analysis not only reinforces the importance of 
financial investment (Cost) in soccer outcomes but 
also highlights the improved interpretability and 
predictive accuracy achieved through advanced 
regularization methods. These findings deepen the 
understanding of performance drivers in soccer and 
demonstrate the value of iterative, layered analyses 
in sports management and analytics.

Introduction
In professional soccer, the relationship between 
financial investment and performance metrics 
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remains a critical focus in sports analytics. 
Building on previous findings that identified Cost 
as a significant predictor of soccer Scores, this 
study refines the analysis by employing advanced 
regression techniques to address multicollinearity 
and improve model reliability. Key performance 
metrics, including MinutestoGoalRatio and 
ShotsPerGame, are re-evaluated alongside Cost to 
determine their influence under optimized models.

The analysis addresses the following questions:
1. How can model regularization techniques like 

Ridge, Lasso, and ElasticNet enhance 
predictive accuracy and address 
multicollinearity?

2. What are the most significant predictors of 
soccer Scores after feature selection and 
regularization?

3. Do the refined models satisfy the assumptions 
of linear regression more effectively than 
baseline models?

By incorporating advanced residual diagnostics, 
logarithmic transformations, and cross-validated 
hyperparameter tuning, this study provides deeper 
insights into soccer performance drivers while 
improving model interpretability and accuracy. 
These refinements reinforce the role of financial 
investment and performance metrics in shaping 
soccer outcomes and advancing analytics-driven 
decision-making.

Beyond the Scoreline: Advanced 
Modeling of Soccer Performance 

Metrics
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Methodology
This analysis investigates the factors influencing soccer performance scores, focusing on the 
impact of financial investment (Cost) and key performance metrics under optimized regression 
models. The dataset includes player statistics, financial costs, and performance scores from 
professional soccer teams. A systematic approach was employed to ensure a comprehensive 
and reliable analysis:
◦ Data Cleaning and Preparation: Non-numeric columns were transformed or excluded to 

facilitate quantitative analysis. Missing data checks were performed, and transformations 
such as logarithmic scaling were applied to address skewness and improve model 
performance.

◦ Exploratory Data Analysis (EDA): Correlation analysis and heatmaps were utilized to identify 
significant relationships between variables and detect multicollinearity issues. Scatterplots 
were used to visualize trends and outliers.

◦ Modeling: Advanced regression techniques, including Linear, Ridge, Lasso, and ElasticNet, 
were implemented to predict performance scores. Emphasis was placed on feature 
selection, hyperparameter tuning, and addressing multicollinearity.

◦ Validation: Diagnostic techniques such as residual plots, Q-Q plots, and statistical tests 
(Shapiro-Wilk, Durbin-Watson) were employed to validate regression assumptions, ensuring 
robust and interpretable models.

◦ Interpretation: The impact of individual predictors was assessed through feature 
importance analysis, examining coefficients in regularization models.

Core Variables for Analysis
◦ PlayerName: Unique identifier for each player.
◦ Club: Team the player belongs to.
◦ DistanceCovered (In Kms): Distance run by the player during matches.
◦ Goals: Total goals scored by the player.
◦ MinutestoGoalRatio: Average time taken by the player to score a goal.
◦ ShotsPerGame: Average number of shots per game.
◦ AgentCharges: Fees charged by the player’s agent.
◦ BMI: Player’s body mass index.
◦ Cost: Financial investment in the player.
◦ PreviousClubCost: Previous club’s expenditure on the player.
◦ Height: Height of the player (in cm).
◦ Weight: Weight of the player (in kg).
◦ Score: Performance score assigned to the player.

For this study, financial metrics such as Cost, efficiency metrics like MinutestoGoalRatio, and 
performance metrics like ShotsPerGame were prioritized as predictors due to their observed 
correlation with the target variable, Score.
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Analytical Techniques

Exploratory Data Analysis:
• Correlation Analysis: Identified relationships between variables to guide feature selection.
• Visualization: Heatmaps and scatterplots helped highlight trends and detect outliers.

Regression Models:
• Linear Regression: Established baseline relationships between predictors and the target 

variable.
• Ridge Regression: Mitigated multicollinearity by applying penalties to large coefficients.
• Lasso Regression: Facilitated feature selection by shrinking coefficients of less important 

predictors to zero.
• ElasticNet Regression: Combined Ridge and Lasso penalties for a balanced trade-off between 

bias and variance.

Validation of Model Assumptions:
• Normality: Q-Q plots and Shapiro-Wilk tests assessed residual normality.
• Independence: Durbin-Watson statistics checked for residual autocorrelation.
• Homoscedasticity: Residual vs. fitted value plots validated consistent variance in residuals.

This methodology builds upon previous analysis, incorporating advanced techniques and 
diagnostics to refine insights into soccer performance drivers while addressing limitations like 
multicollinearity.

Business Question 1: How can model regularization techniques like Ridge, Lasso, and 
ElasticNet enhance predictive accuracy and address multicollinearity?

Objective: The objective of this analysis was to evaluate whether financial investment in players, 
represented by the variable Cost, significantly impacts soccer performance scores. The goal was to 
quantify the relationship between spending on players and their on-field performance, providing 
actionable insights for resource allocation in professional soccer. This analysis also considered 
potential confounding variables such as PreviousClubCost, MinutestoGoalRatio, and ShotsPerGame to 
ensure a comprehensive evaluation

Methodology: The methodology began with exploratory data analysis, including scatterplots and 
correlation metrics, to measure the strength of the association between Cost and Score. Multiple 
regression techniques were applied to predict scores and address multicollinearity. Linear Regression 
served as a baseline model, while Ridge, Lasso, and ElasticNet models enhanced robustness. 
Logarithmic transformations were applied to Cost to correct for skewness, and model assumptions 
were validated through residual vs. fitted plots, Q-Q plots, and statistical tests such as Shapiro-Wilk and 
Durbin-Watson. Performance metrics, including R² and RMSE, were used to compare model 
effectiveness.
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Findings: The results indicated a clear positive relationship between financial investment and soccer 
performance scores. Linear Regression revealed a statistically significant positive coefficient for Cost (β 
= 0.0383, p < 0.001), suggesting that higher financial investment is associated with better scores. 
However, diagnostic tests identified issues with heteroscedasticity and multicollinearity, prompting the 
use of regularized models. Ridge Regression mitigated multicollinearity and retained Cost as a 
significant predictor, achieving an RMSE of 0.377. Lasso Regression identified Cost and Log_Cost as the 
most influential predictors, while ElasticNet balanced model bias and variance. Correlation analysis 
further supported these findings, showing a moderate positive correlation (r = 0.56) between Cost and 
Score.

Interpretation: These findings highlight that higher financial investment in players correlates positively 
with their performance scores. Regularized regression models provided more reliable and interpretable 
insights compared to the baseline Linear Regression model. The logarithmic transformation of Cost 
revealed diminishing returns at higher investment levels, suggesting that strategic allocation of 
resources is critical for maximizing performance outcomes. Additionally, the effectiveness of Ridge and 
ElasticNet Regression in addressing multicollinearity underscores the importance of advanced modeling 
techniques in sports analytics.

Implications: The study confirms that financial investment is a key driver of soccer performance, offering 
practical implications for club managers and decision-makers. The analysis suggests that clubs should 
prioritize spending on key players while being mindful of diminishing returns at higher investment levels. 
By leveraging data-driven strategies and robust statistical techniques, professional soccer teams can 
optimize their resource allocation to achieve better performance outcomes. This finding aligns with the 
broader goal of integrating financial and performance metrics to enhance decision-making in sports 
management.
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Business Question 2: What are the most significant predictors of soccer Scores after 
feature selection and regularization?

Objective: The second business question focuses on understanding how specific performance metrics, 
such as MinutestoGoalRatio and ShotsPerGame, influence soccer scores. By analyzing these metrics, 
the aim is to identify patterns or relationships that can inform training strategies and tactical decisions. 
This enables data-driven approaches to improving team performance and optimizing resources.

Methodology: To explore this question, multiple regression models, including Linear Regression, Ridge 
Regression, and Lasso Regression, were used to quantify the influence of MinutestoGoalRatio and 
ShotsPerGame on soccer scores. The dataset included player-level statistics such as the average 
number of minutes taken to score a goal (MinutestoGoalRatio) and the average number of shots per 
game (ShotsPerGame). Exploratory data analysis visualized trends and assessed correlations between 
these variables and soccer scores. Regression models were validated to ensure assumptions of 
linearity, normality, and independence were met, and multicollinearity was addressed using Ridge and 
Lasso regularization techniques.

Findings: The regression analyses revealed that MinutestoGoalRatio and ShotsPerGame exhibit distinct 
impacts on soccer scores. MinutestoGoalRatio showed a negative relationship with soccer scores, 
indicating that players who score more efficiently (lower minutes per goal) tend to contribute to higher 
scores. Players with a higher average of shots per game were marginally more likely to achieve higher 
scores, though this relationship diminished when controlling for other predictors.

Interpretation: The findings highlight the nuanced role of efficiency versus volume in soccer 
performance. While frequent shooting (ShotsPerGame) is important, its marginal contribution to scores 
emphasizes the need for quality over quantity. Conversely, the negative relationship of 
MinutestoGoalRatio with scores underscores the value of efficient goal-scoring. Players who optimize 
their shot selection and scoring efficiency are critical to achieving better team outcomes.

Implications: These results suggest that teams should prioritize training programs aimed at improving 
scoring efficiency rather than merely increasing shooting frequency. Coaches can use this data to 
refine player roles, emphasizing quality in shot selection and improving decision-making in 
high-pressure scenarios. Recruiting strategies may benefit from targeting players with consistently low 
MinutestoGoalRatios, as they are likely to contribute more effectively to team success. These insights 
highlight the importance of leveraging data-driven methodologies for tactical and recruitment 
strategies in professional soccer.
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Business Question 3: Do the refined models satisfy the assumptions of linear regression 
more effectively than baseline models?

Objective: The third business question aims to identify the regression model that best predicts soccer 
scores while effectively addressing multicollinearity. By comparing Linear Regression, Ridge 
Regression, Lasso Regression, and ElasticNet Regression, the goal is to establish a reliable and 
interpretable framework for understanding soccer performance.

Methodology: A comparative analysis of regression models was conducted, with predictors 
standardized for consistency. Linear Regression served as a baseline, while Ridge, Lasso, and ElasticNet 
addressed multicollinearity. Hyperparameters, such as alpha for Ridge and Lasso and alpha and l1_ratio 
for ElasticNet, were tuned using cross-validation. Model performance was evaluated on a test set using 
RMSE and R². Variance Inflation Factor (VIF) assessed multicollinearity, and residual diagnostics 
validated model assumptions.

Findings: The analysis revealed differences in model performance. Linear Regression had an RMSE of 
0.698 and an R² of 0.987 but struggled with high multicollinearity, as indicated by elevated VIF values. 
Ridge Regression improved multicollinearity handling, achieving an RMSE of 0.377 and R² of 0.974. 
Lasso Regression provided feature selection benefits with an RMSE of 0.403 but slightly lower predictive 
power. ElasticNet, which combined Ridge and Lasso penalties, had an RMSE of 0.865 and showed 
reduced performance compared to Ridge.

Interpretation: Ridge Regression emerged as the most effective model, balancing predictive accuracy 
and multicollinearity handling. Its ability to stabilize coefficients without excluding important predictors 
made it suitable for this analysis. Lasso and ElasticNet offered feature selection but were less accurate 
overall. Linear Regression, while achieving high R², was unreliable due to multicollinearity's distortion of 
coefficients.

Implications: Ridge Regression is recommended for predicting soccer scores in contexts with 
multicollinear predictors. Its balance of accuracy and reliability supports confident decision-making. 
This framework can be applied to other sports and performance domains where multicollinearity poses 
challenges, enabling data-driven strategies with actionable insights.

Disclaimer: The views and opinions expressed in this document are my own and do not represent those of any affiliated 
organizations or institutions. This document is intended for informational purposes only and should not be considered as 

professional or legal advice.



Lessons Learned
Through the application of various regression techniques, this analysis underscored the importance 
of selecting the appropriate model for addressing multicollinearity and improving predictive 
accuracy. Ridge Regression proved particularly effective in mitigating multicollinearity while 
retaining all predictors, highlighting the balance between model interpretability and robustness. The 
inclusion of key performance metrics, such as Cost, MinutestoGoalRatio, and ShotsPerGame, 
provided valuable insights into their respective contributions to soccer performance. Additionally, 
the challenges of addressing assumptions of linear regression, such as normality and 
homoscedasticity, reinforced the importance of validating these assumptions to ensure model 
reliability. This study also demonstrated the critical role of preprocessing, standardization, and 
feature transformation in improving model performance and interpretability.

Conclusion and Implications
This analysis revealed that financial investment (Cost) remains a significant predictor of soccer 
performance, affirming its influence on outcomes. However, performance metrics, such as 
MinutestoGoalRatio and ShotsPerGame, contribute uniquely to the overall model, offering 
actionable insights for strategic decision-making. Ridge Regression emerged as the preferred 
model, balancing interpretability and predictive accuracy while addressing multicollinearity. The 
findings have direct implications for sports management, emphasizing the importance of strategic 
financial allocation and performance optimization in resource planning. Furthermore, the analysis 
provides a methodological framework that can be extended to other datasets, enabling more 
comprehensive evaluations of investment strategies in professional sports.

Next Steps
• Incorporate Temporal Analysis: Introduce time-series regression to analyze trends in performance 

metrics and financial investments over multiple seasons.
• Explore Additional Predictors: Include variables such as player injuries, match location, and 

opponent strength to assess their impact on performance.
• Develop a Predictive Dashboard: Create a visual tool to allow sports analysts to input new data 

and generate performance predictions and actionable recommendations in real-time.
• Validate with External Datasets: Test the model on data from other leagues or sports to 

generalize the findings and ensure the model's adaptability.
• Integrate Advanced Techniques: Consider using ensemble models, such as Gradient Boosting or 

Random Forests, to further improve predictive accuracy and interpretability.
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