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Abstract

We prove the Kato-Ponce inequality (normed Leibniz rule) for multiple factors in the setting of
multiple weights (AP⃗ weights). This improves existing results to the product of m factors and extends
the class of known weights for which the inequality holds.

1 Introduction

In the study of Euler and Navier-Stokes equations, Kato and Ponce [7] obtained normed Leibniz rules for
fractional derivatives of the form

∥Jspfgq∥Lp ď Cn,s,p1,p2
`

∥Jsf∥Lp1∥g∥Lp2 `∥f∥Lp1 ∥Jsg∥Lp2

˘

(1.1)

where f, g P SpRnq, 1
p1

` 1
p2

“ 1
p with some conditions on s, p1, p2. Soon after their initial work, Kato-

Ponce (denoted KP) inequalities have been used in a variety of applications related to PDE. In view of the
great range of applications, it became apparent such inequalities soon merited their own study. Incremental
improvements in range of the smoothness index s and the integrablity indices p1, p2 were made [1], [6], [3],
[2], [11]. For a detailed history of the development of the KP inequality see [10]. The cumulative contribution
of these works gave (1.1) with 1 ď p1, p2 ď 8 and s ą np1{minp1, rq ´ 1q or s P 2N being the largest range
of s. Remarkably, this includes the endpoint cases L1 ˆL1 Ñ L1{2 and L8 ˆL8 Ñ L8, which is uncommon
for bilinear operators.

A weighted KP inequality is an inequality of the form

∥Jspfgq∥Lppwq ď Cn,s,p1,p2

´

∥Jsf∥Lp1 pw1q∥g∥Lp2 pw2q `∥f∥Lp1 pw1q∥J
sg∥Lp2 pw2q

¯

(1.2)

where f, g P SpRnq, 1
p1

` 1
p2

“ 1
p , w,w1, w2 are weights (non-negative and measurable). In most cases w is

related to w1, w2 via w “ w
p
p1
1 w

p
p2
2 . Naibo and Thomson [13] proved a more general normed Leibniz rule

over Triebel-Lizorkin spaces that implies (1.2) when 1 ă p1, p2 ă 8, w1 P Ap1 , w2 P Ap2 and the range of s
is sharp based on n, p1, p2, w1, w2. Oh and Wu [10] proved (1.2) when 1 ď p1, p2 ď 8, and w1 “ p1 ` | ¨ |qα1 ,
w2 “ p1 ` | ¨ |qα2 , α1, α2 ě 0 and notably s is independent of the choice of weights.

In this paper we prove the KP inequality with respect to multiple weights denoted by AP⃗ . The AP⃗
class of weights was developed by Lerner, Ombrosi, Pérez, Torres, and Trujillo-González [9], as a natural
class of weights for m-linear Calderón-Zygmund operators. While closely related to the tensor product
of Muckenhoupt weight classes, the multiple weight class (AP⃗ ), is strictly larger (see Defintion 1.2). If
pw1, . . . , wmq P AP⃗ then wk may not even be locally integrable. Fortunately, their geometric average is

better behaved, indeed w “
śm
j“1 w

p{pj
j is in Apm [9]. Hence we are able to define τw “ inftp : w P Apu.

In addition, we consider KP inequalities with a product of m functions i.e., we obtain estimates for
Jspf1 ¨ ¨ ¨ fmq. This is necessary to point out since the 2-factor KP inequality does not imply the 3-factor
KP inequality in the full range of indices. For instance, in the 3-factor case let p1 “ p2 “ 3{2, p3 “ 2 and
observe that if a1, a2 are such that 2

3 ` 2
3 ` 1

2 “ 1
a1

` 1
2 “ 2

3 ` 1
a2
, then a1 ă 1 and a2 ă 1. It follows the

2-factor inequality can not be applied in this case as it requires the indices to be greater than or equal to
one. We now state our main result.
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1.1 Notation 1 INTRODUCTION

Theorem 1.1. Let m P Z`, 1
m ă p ă 8, 1 ă p1, . . . , pm ă 8 satisfy 1

p “ 1
p1

` ¨ ¨ ¨ ` 1
pm

. Let w⃗ P AP⃗ .

If s ą np 1
minpp{τw,1q

´ 1q, then there exists a constant C “ Cpw, n,m, s, p1, . . . , pmq ă 8 such that for all

fl P SpRnq with l P t1, . . . ,mu we have

∥Jspf1 ¨ ¨ ¨ fmq∥Lppwq ď

C
`

∥Jsf1∥Lp1 pw1q∥f2∥Lp2 pw2q ¨ ¨ ¨∥fm∥Lpm pwpm q ` ¨ ¨ ¨ `∥f1∥Lp1 pw1q∥f2∥Lp2 pw2q ¨ ¨ ¨∥Jsfm∥Lpm pwmq

˘

.
(1.3)

Furthermore, the same estimate holds with Ds in place of Js. Moreover, the range of s is sharp.

Regarding the sharpness, Oh and Wu [10] give an example using power weights i.e., weights of the form
| ¨ |α, that shows if s is outside of the range given in theorem 1.1 then (1.3) could fail.

1.1 Notation

Cubes in Rn will be denoted by Q and have sides parallel to the axes. A ball of radius r and center x P Rn
is denoted by Bpx, rq. The space Lppwq, where w is a non-negative measurable function and 0 ă p ă 8, is
defined as the set of Lebesgue measurable functions on Rn such that the norm

}f}Lppwq :“

ˆ
ż

Rn

|fpxq|pwpxq dx

˙1{p

is finite. For A,B P R we use A À B to mean A ď CB for some positive constant C. The dependence of
the constant C on other parameters or constants will be clear from the context and will often be suppressed.
We also define A „ B if and only if A À B and B À A. In practice the implicit constant will never depend
on the functions involved.

For f P L1pRnq the Fourier transform and inverse Fourier transform are respectively defined by

pfpξq “

ż

Rn

fpyqe´2πiy¨ξdy qfpξq “

ż

Rn

fpyqe2πiy¨ξdy.

On occasion we will use F to denote the Fourier transform, precisely Fpfq “ pf and F´1pfq “ qf . The space
of Schwartz functions i.e., smooth rapidly decaying functions, is denoted by SpRnq.

Let pΦpξq be a radially decreasing bump function on Rn supported in |ξ| ď 2 and equal to one on |ξ| ď 1.

Let pΨpξq “ pΦpξq ´ pΦp2ξq, which is non-negative and supported in the annulus 1
2 ď |ξ| ď 2. Notice that pΨ

gives rise to a partition of unity i.e., for ξ “ 0 we have

ÿ

jPZ

pΨp2´jξq “ 1, (1.4)

as well as the useful identity
ř

jďj0
pΨp2´jξq “ pΦp2´j0ξq for any j0 P Z. The operators ∆j and Sj are defined

to be convolution with 2jnΨp2j ¨q and 2jnΦp2j ¨q respectively. The operator ∆j,µ is defined to be convolution

with 2jnpΨp2j ¨ `cµq, where c is a constant independent of j and µ P Rn. The explicit value of c will depend
on the context. Occasionally we will will also use the symbol ∆j,µ1,µ1

, which denotes convolution with

2jnpΨp2j ¨ `c1µ1 ` c2µ2q.
We use M to denote the standard uncentered Hardy-Littlewood maximal operator over cubes. A Muck-

enhoupt weight or Ap weight is a nonnegative locally integrable function w on Rn such that for 1 ă p ă 8

there exists a constant C ą 0 where for all cubes Q in Rn, we have

˜

1

|Q|

ż

Q

wpxq dx

¸ ˜

1

|Q|

ż

Q

wpxq
´ 1

p´1 dx

¸p´1

ď C.

We say w P A1 if Mpwq ď Cw a.e. Let A8 “
Ť

pPp1,8q Ap and for w P A8 define τw “ inftp : w P Apu.
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1.2 Inhomogeneous Decomposition 1 INTRODUCTION

1.2 Inhomogeneous Decomposition

In this subsection we break Jspf1 ¨ ¨ ¨ fmq into a sum of paraproducts of 2 types; those given by (1.8) and
(1.9). Observe for fl P SpRnq we have

Jspf1f2 ¨ ¨ ¨ fmqpxq

“ F´1pp1 ` | ¨ |2q
s
2 pf1f2 ¨ ¨ ¨ fmqqpxq

“

ż

Rn

p1 ` |ξ1|2q
s
2 p pf1 ˚ ¨ ¨ ¨ ˚ xfmqpξ1qe2πiξ1¨xdξ1

“ ¨ ¨ ¨

“

ż

Rmn

p1 ` |ξ1|2q
s
2 pf1pξ1 ´ ξ2q pf2pξ2 ´ ξ3q ¨ ¨ ¨ xfmpξmqe2πiξ1¨xdξ1 ¨ ¨ ¨ dξm

“

ż

Rmn

p1 ` |ξ1 ` ¨ ¨ ¨ ` ξm|2q
s
2 pf1pξ1q pf2pξ2q ¨ ¨ ¨ xfmpξmqe2πipξ1`¨¨¨`ξmq¨xdξ1 ¨ ¨ ¨ dξm, (1.5)

where the last line is from applying a lower triangular orthogonal matrix where all non-zero entries are 1.
Using (1.4) and x P Rn we can write (1.5) as

ż

Rmn

´

ÿ

j⃗PZm

pΨp2´j1ξ1qpΨp2´j2ξ2q ¨ ¨ ¨ pΨp2´jmξmq

¯

ˆ p1 ` |ξ1 ` ¨ ¨ ¨ ` ξm|2q
s
2 pf1pξ1q pf2pξ2q ¨ ¨ ¨ xfmpξmqe2πipξ1`¨¨¨`ξmq¨xdξ1 ¨ ¨ ¨ dξm.

(1.6)

We now decompose Zm into 2m pieces so that we can express (1.6) as a sum of paraproducts. For η⃗ “

pη1, . . . , ηmq P t0, 1umzt⃗0u let

Bη⃗ :“ tpj1, . . . , jmq P Zm : if ηt “ 1 for some 1 ď t ď m then, maxtj1, . . . , jmu “ jt and jt ą 0u.

Notice that
Zm “

ğ

η⃗Pt0,1um

Bη⃗, (1.7)

where B0⃗ :“ pZď0qm “ t0,´1,´2, . . .um. For η⃗ “ pη1, . . . , ηmq P t0, 1um let

Ωηkj pξkq :“

#

pΨp2´jξkq ηk “ 1
pΦp2´j`1ξkq ηk “ 0

V ηkj :“

#

∆j ηk “ 1

Sj´1 ηk “ 0

Observe that
ÿ

j⃗PZm

pΨp2´j1ξ1qpΨp2´j2ξ2q ¨ ¨ ¨ pΨp2´jmξmq “
ÿ

η⃗Pt0,1um

ÿ

jPN
pΩη1j pξ1qq ¨ ¨ ¨ pΩηmj pξmqq.

Substituting this into (1.6) gives
ż

Rmn

´

ÿ

η⃗Pt0,1um

ÿ

jPN
pΩη1j pξ1qq ¨ ¨ ¨ pΩηmj pξmqq

¯

ˆ p1 ` |ξ1 ` ¨ ¨ ¨ ` ξm|2q
s
2 pf1pξ1q pf2pξ2q ¨ ¨ ¨ xfmpξmqe2πipξ1`¨¨¨`ξmq¨xdξ1 ¨ ¨ ¨ dξm

“
ÿ

η⃗Pt0,1um

Js
´

ÿ

jPN
pV η1j f1q ¨ ¨ ¨ pV ηmj fmq

¯

“ Js
´

pS0f1q ¨ ¨ ¨ pS0fmq

¯

`
ÿ

η⃗Pt0,1umzt⃗0u

Js
´

ÿ

jPN
pV η1j f1q ¨ ¨ ¨ pV ηmj fmq

¯

.

Note that the coordinates with a 1 in η correspond to a ∆j operator, while the coordinates with a 0 correspond
to a Sj´1 operator. Let

uη⃗j pf⃗ q :“ pV η1j f1q ¨ ¨ ¨ pV ηmj fmq.
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1.3 Homogeneous Decomposition 1 INTRODUCTION

Define the inhomogeneous paraproduct, PJ
η⃗ , for η⃗ “ pη1, . . . , ηmq P t0, 1um as

PJ
0⃗

pf1, . . . , fmq :“ pS0f1q ¨ ¨ ¨ pS0fmq

PJ
η⃗ pf1, . . . , fmq “

ÿ

jPN
uη⃗j pf⃗ q “

ÿ

jPN
pV η1j f1q ¨ ¨ ¨ pV ηmj fmq.

Notice that Js
´

PJ
η⃗ pf⃗ q

¯

is a well defined function; this can be seen by the Lebesgue dominated convergence

theorem in conjunction with the fact that fk are Schwartz functions and the support of pΨ. Furthermore, we
have suppFpuηj pf⃗ qq Ă Bp0,m2j`1q.

Let l0 P t1, 2, . . . ,mu. Since there are finitely many η⃗, and η⃗ with exactly l0 ones can be treated similarly
up to permutation, it is enough to show the result for an η⃗ where the first l0 entries are one, specifically let

η⃗0 “ p1, 1, . . . , 1
loooomoooon

l0

, 0, 0, . . . , 0q.

Thus in the sequel we will focus our attention on the terms

Js
´

PJ
0⃗

pf1, . . . , fmq

¯

“ Js
´

pS0f1q ¨ ¨ ¨ pS0fmq

¯

(1.8)

Js
´

PJ
η⃗0

pf1, . . . , fmq

¯

“ Js
´

ÿ

jPN
uη⃗0j pf⃗ q

¯

“ Js
´

ÿ

jPN
p∆jf1qp∆jf2q ¨ ¨ ¨ p∆jfl0qpSj´1fl0`1q ¨ ¨ ¨ pSj´1fmq

¯

.
(1.9)

1.3 Homogeneous Decomposition

The decomposition for the homogeneous case Dspf1 ¨ ¨ ¨ fmq is similar. We decompose Zm In the following
way. For η⃗ “ pη1, . . . , ηmq P t0, 1um let

Aη⃗ :“ tpj1, . . . , jmq P Zm : if ηt “ 1 for some 1 ď t ď m then, maxtj1, . . . , jmu “ jtu.

Notice that
Zm “

ğ

η⃗Pt0,1um

Aη⃗. (1.10)

For η⃗ “ pη1, . . . , ηmq P t0, 1um let

Ωηkj pξkq :“

#

pΨp2´jξkq ηk “ 1
pΦp2´j`1ξkq ηk “ 0

V ηkj :“

#

∆j ηk “ 1

Sj´1 ηk “ 0

Observe that
ÿ

j⃗PZm

pΨp2´j1ξ1qpΨp2´j2ξ2q ¨ ¨ ¨ pΨp2´jmξmq “
ÿ

η⃗Pt0,1um

ÿ

jPZ
Ωη1j pξ1q ¨ ¨ ¨Ωηmj pξmq.

Changing p1` |ξ1 ` ¨ ¨ ¨ ` ξm|2q
s
2 to |ξ1 ` ¨ ¨ ¨ ` ξm|s and substituting the above equation into (1.6) we obtain

Dspf1f2 ¨ ¨ ¨ fmqpxq

“

ż

Rmn

´

ÿ

η⃗Pt0,1um

ÿ

jPZ
Ωη1j pξ1q ¨ ¨ ¨Ωηmj pξmq

¯

ˆ |ξ1 ` ¨ ¨ ¨ ` ξm|s pf1pξ1q pf2pξ2q ¨ ¨ ¨ xfmpξmqe2πipξ1`¨¨¨`ξmq¨xdξ1dξ2 ¨ ¨ ¨ dξm

“
ÿ

η⃗Pt0,1um

Ds
´

ÿ

jPZ
pV η1j f1q ¨ ¨ ¨ pV ηmj fmq

¯

.
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Define the homogeneous paraproduct, PD
η⃗ , for η⃗ “ pη1, . . . , ηmq P t0, 1um as

PD
η⃗ pf1, . . . , fmq “

ÿ

jPZ
νηj pf⃗ q :“

ÿ

jPZ
pV η1j f1q ¨ ¨ ¨ pV ηmj fmq.

Let l0 P t1, 2, . . . ,mu. Since there are finitely many η⃗, and η⃗ with exactly l0 ones can be treated similarly
up to permutation, it is enough to show the result for an η⃗ where the first l0 entries are ones, specifically let

η⃗0 “ p1, 1, . . . , 1
loooomoooon

l0

, 0, 0, . . . , 0q.

In the sequel we will focus our attention on the term

Ds
´

PD
η⃗0

pf1, . . . , fmq

¯

“ Ds
´

ÿ

jPZ
ν η⃗0j pf⃗ q

¯

“ Ds
´

ÿ

jPZ
p∆jf1qp∆jf2q ¨ ¨ ¨ p∆jfl0qpSj´1fl0`1q ¨ ¨ ¨ pSj´1fmq

¯

.
(1.11)

1.4 The AP⃗ Condition

Definition 1.2. Let P⃗ “ pp1, . . . , pmq with 1 ă p1, . . . , pm ă 8 satisfy 1
p “ 1

p1
` ¨ ¨ ¨ ` 1

pm
. Given w⃗ “

pw1, . . . , wmq set

w “

m
ź

j“1

w
p{pj
j .

We say that w⃗ satisfies the AP⃗ condition (or w⃗ P AP⃗ ) if

sup
Q

´ 1

|Q|

ż

Q

w
¯1{p m

ź

j“1

´ 1

|Q|

ż

Q

w
1´p1

i
i

¯1{p1
i

ă 8,

where the supremum is taken over all cubes Q with sides parallel to the axes.

It turns out that w P Amp, which will be crucial for our results. The accompanying maximal operator
called the multilinear maximal function given below is trivially smaller than the m-fold product of Hardy-
Littlewood maximal operators.

Definition 1.3. Given f⃗ “ pf1, . . . , fmq where each entry is measurable, we define the maximal operator M
by

Mpf⃗ qpxq “ sup
QQx

m
ź

j“1

1

|Q|

ż

Q

|fjpyjq| dyj ,

where the supremum is taken over all cubes Q containing x.

In analogy with the relationship between Ap and the standard Hardy-Littlewood maximal operator we
have following relationship between AP⃗ and the multilinear maximal operator.

Theorem 1.4 ([9]). Let 1 ă pj ă 8, j “ 1, . . . ,m, and 1
p “ 1

p1
` . . .` 1

pm
. Then the inequality

}Mpf⃗ q}Lppwq ď C
m

ź

j“1

}fj}Lpj pwjq

holds for every measurable f⃗ if and only if w⃗ P AP⃗ .

We will need the following result.
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Proposition 1.5. Let f⃗ “ pf1, . . . , fmq P pS pRnqqm and φj P S pRnq for j P t1, . . . ,mu. For t P Rą0 define
the operator Υjt to be convolution with t´nφjpt´1¨q, then there is a finite constant independent of t such that∣∣∣pΥ1

tf1q ¨ ¨ ¨ pΥmt fmq

∣∣∣ ď Cn,m,φ1,...,φmMpf⃗ q.

Proof. In this proof we will use the same decomposition of Zm as that for Dspf1 . . . fmq into paraproducts,
namely

Zm “
ğ

η⃗Pt0,1um

Aη⃗.

First we define some notation. Let At,k :“ ty : 2kt ď |y| ď 2k`1tu. For j P t1, . . . ,mu define

ajkpxq “

ż

At,k

∣∣∣t´nφjpt´1yjqfjpx´ yjq
∣∣∣ dyj

and

bjkpxq “
ÿ

lďk

ż

At,l

∣∣∣t´nφjpt´1yjqfjpx´ yjq
∣∣∣ dyj “

ż

|yj |ď2k`1t

∣∣∣t´nφjpt´1yjqfjpx´ yjq
∣∣∣ dyj .

Observe,

|pΥtf1qpxq ¨ ¨ ¨ pΥtfmqpxq| ď

´

ż ∣∣∣t´nφ1pt´1y1qf1px´ y1q

∣∣∣ dy1¯

¨ ¨ ¨

´

ż ∣∣∣t´nφmpt´1ymqfmpx´ ymq

∣∣∣ dym¯

“
ÿ

k⃗PZm

a1k1pxq ¨ ¨ ¨ amkmpxq

“
ÿ

η⃗Pt0,1um

ÿ

k⃗PAη⃗

a1k1pxq ¨ ¨ ¨ amkmpxq.

Since there are finitely many η⃗, and η⃗ with exactly l0 ones are the same up to permutation it is enough to
show the result for an η⃗ where the first l0 entries are one, specifically let

η⃗0 “ p1, 1, . . . , 1
loooomoooon

l0

, 0, 0, . . . , 0q.

It follows
ÿ

k⃗PAη⃗0

a1k1 ¨ ¨ ¨ amkm “
ÿ

kPZ
a1kpxq ¨ ¨ ¨ al0k pxqbl0`1

k pxq ¨ ¨ ¨ bmk pxq

ď
ÿ

kPZ
a1kpxqb2kb

3
kpxq ¨ ¨ ¨ bmk pxq. (1.12)

We now estimate a1k and bjk for j P t2, . . . ,mu. Let γ ą npm´ 1q, then

a1kpxq “

ż

At,k

∣∣∣t´nφ1pt´1y1qf1px´ y1q

∣∣∣ dy1
À t´n

ż

2ktď|y|ď2k`1t

min
´´

|y1|

t

¯
1
2

,
´

|y1|

t

¯´γ¯´

|y1|

t

¯´n

|f1px´ y1q|dy1 (1.13)

À t´n
ż

2ktď|y|ď2k`1t

min
´

2
k
2 , 2´kγ

¯

2´kn|f1px´ y1q|dy1

À min
´

2
k
2 , 2´kγ

¯ 1

|Bp0, 2k`1tq|

ż

Bp0,2k`1tq

|f1px´ y1q|dy1. (1.14)

To estimate bjk for j P t2, . . . ,mu we have

bjkpxq “

ż

|yj |ď2k`1t

∣∣∣t´nφjpt´1yjqfjpx´ yjq
∣∣∣ dyj
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1.4 The AP⃗ Condition 1 INTRODUCTION

ď

∥∥∥φj∥∥∥
L8

t´n
2pk`1qn

2pk`1qn

ż

|yj |ď2k`1t

∣∣fjpx´ yjq
∣∣ dyj

À 2pk`1qn 1

|Bp0, 2k`1tq|

ż

Bp0,2k`1tq

|fjpx´ yjq|dyj . (1.15)

Applying estimates (1.14) and (1.15) to (1.12) we obtain

ÿ

kPZ
min

´

2
k
2 , 2´kγ

¯

2pk`1qnpm´1q

 
Bp0,2k`1tq

|f1px´ y1q|dy1 ¨ ¨ ¨

 
Bp0,2k`1tq

|fmpx´ ymq|dym À Mpf⃗ qpxq

where the implicit constant is independent of t.

Remark 1.5.1. Suppose that in Proposition 1.5 the Υjt were replaced by the shifted operators Υjt,µ defined

by convolution with t´nφjpt´1 ¨ `µq for µ P Rn. Then the final constant grows polynomially in |µ|, i.e. see
(1.16). To see this notice that the only part of the proof that this effects is the estimate of a1k, specifically at
(1.13), where we bound it by a radially decreasing function. We will make use of the simple inequality for
v1, v2 P Rn

1

1 ` |v2 ´ v1|
ď

1 ` |v1|

1 ` |v2|

in finding the new estimate. Observe,

|φ1pt´1y ` µq| À p1 ` |t´1y ` µ|q´n` 1
2 ď

p1 ` |µ|qn´ 1
2

p1 ` |t´1y|qn´ 1
2

and

|φ1pt´1 ¨ `µq| À p1 ` |t´1y ` µ|q´pn`γq ď
p1 ` |µ|qn`γ

p1 ` |t´1y|qn`γ
.

It follows that we may estimate |φpt´1 ¨ `µq| by a constant multiple of

p1 ` |µ|qn`γ min
´´

| ¨ |

t

¯
1
2

,
´

| ¨ |

t

¯´γ¯´

| ¨ |

t

¯´n

.

Then continuing the proof we obtain the bound∣∣∣pΥ1
t,µf1q ¨ ¨ ¨ pΥmt,µfmq

∣∣∣ ď p1 ` |µ|qn`γCn,m,φ1,...,φmMpf⃗ q. (1.16)

In practice there will be Fourier coefficients of arbitrary good decay to cancel out the polynomial growth of
p1 ` |µ|qn`γ .

Let σ P L8pRmnq. The m-linear Fourier multiplier is defined as

Tσpf1, . . . , fmqpxq “

ż

Rmn

e2πix¨pξ1`¨¨¨`ξmqσpξ1, . . . , ξmq pf1pξ1q ¨ ¨ ¨ xfmpξmq dξ1 . . . dξm.

The first use of a bilinear multiplier theorem that employed a Hörmander-type smoothness condition like
that in (1.17) was introduced by Tomita [12]. Then Grafakos and Si [4] extend this multiplier theorem to
the m-linear case. Soon after the development of AP⃗ -weighted Calderón-Zygmund inequalities in [9], Li and
Sun [8] proved the AP⃗ -weighted m-linear multiplier result Theorem 1.6.

Let Λ be a Schwartz function on Rmn satisfying

suppΛ Ď

"

pξ1, . . . , ξmq :
1

2
ď |ξ1| ` ¨ ¨ ¨ ` |ξm| ď 2

*

and
ÿ

kPZ
Λp2´kξ1, . . . , 2

´kξmq “ 1,@pξ1, . . . , ξmq ‰ 0⃗.

Theorem 1.6 ([8]). Let P⃗ “ pp1, . . . , pmq with 1 ă p1, . . . , pm ă 8 and 1
p1

` ¨ ¨ ¨ ` 1
pm

“ 1
p . Suppose that

mn{2 ă t ď mn, and σ P L8pRmnq with

sup
kPZ

›

›J tσk
›

›

L2pRmnq
ă 8, (1.17)
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1.5 Decay and Summablity 1 INTRODUCTION

where
σkpξ1, . . . , ξmq “ Λpξ1, . . . , ξmqσp2´kξ1, . . . , 2

´kξmq.

Let r0 :“ mn{t ă p1, . . . , pm ă 8 and w⃗ P AP⃗ {r0
. Then

›

›

›
Tσpf⃗q

›

›

›

Lppwq
À

N
ź

i“1

}fi}Lpi pwiq . (1.18)

1.5 Decay and Summablity

In the proof of Theorem 1.1 the paraproducts of Jspf1 ¨ ¨ ¨ fmq can be classified into two types; high-high
frequency (diagonal) terms and high-low frequency (off-diagonal) terms. The multiplier theorem of the pre-
vious section, Theorem 1.6, will deal with the high-low frequency terms. This leaves the high-high frequency
terms. In the unweighted bilinear case a technique using Fourier series is used to write Jsp

ř

jPN ∆jf1∆jf2q

essentially as a sum of p∆jJ
sf1qp∆jf2q, then the desired estimate follows from the Cauchy-Schwartz in-

equality, a square function estimate, and Hölder’s inequality [6]. In the AP⃗ -weighted case this method will
not work for two reasons. First, the Fourier coefficients used in the Fourier series technique may not decay
fast enough. Secondly, square function estimates may not work in this weighted setting, indeed recall if
pw1, w2q P AP⃗ then w1, w2 may not even be locally integrable functions.

To handle the issue of summablity we will adapt an averaging technique of Oh and Wu [10], but apply
Hölder’s inequality later in the proof. We will apply a useful theorem of Naibo and Thomson (Theorem 3.2,
[13]) that allows us to side step the issue of decay.

Theorem 1.7 ([13]). Let f⃗ P pS pRnqqm, w P A8, η⃗ P t0, 1um, 0 ă p ă 8 and s ą npminp1, r{τwq´1 ´ 1q.

Then for the homogeneous paraproduct PD
η⃗ pf⃗ q “

ř

jPZ ν
η⃗
j pf⃗ q we have∥∥∥∥∥∥Ds

´

ÿ

jPZ
ν η⃗j pf⃗ q

¯

∥∥∥∥∥∥
Lppwq

À

∥∥∥∥∥∥
´

ÿ

jPZ
|2jsν η⃗j pf⃗ q|2

¯
1
2

∥∥∥∥∥∥
Lppwq

where the implicit constant depends only on w, n, s, p. Furthermore, for a inhomogeneous paraproduct with
the same parameters we have∥∥∥∥∥∥Js

´

ÿ

jPN
uη⃗j pf⃗ q

¯

∥∥∥∥∥∥
Lppwq

À

∥∥∥∥∥∥
´

ÿ

jPN
|2jsuη⃗j pf⃗ q|2

¯
1
2

∥∥∥∥∥∥
Lppwq

.

Bernstein’s inequality says for 1 ď q ď 8, f P SpRnq and j P Z that
∥∥∆jpD

sfq
∥∥
Lq „ 2js

∥∥∆jpfq
∥∥
Lq . We

need a way to directly express ∆jpD
sfq in terms of ∆jf and vice versa without the appearance of a norm.

In fact we need such expressions for the shifted Littlewood-Paley operator ∆j,µ. Recall the operator ∆j,µ

means convolution with 2jnpΨp2j ¨ `cµq, where c is a constant independent of j and µ P Rn.

Proposition 1.8. (Bernstein-type expressions) Let s P R, and let pψ be a C8pRnq function supported in the

annulus 1
2 ď |ξ| ď 2. Define ∆ψ

j f to be convolution with 2jnψp2j ¨q for f P SpRnq and let j P Z. Then one
has

Js∆ψ
j fpxq “ 2js

ÿ

µPZn

cj,µ∆
ψ
j,µfpxq and 2js∆ψ

j fpxq “
ÿ

µPZn

cj,µ∆
ψ
j,µJ

sfpxq (1.19)

where |cj,µ| À p1`|µ|q´N for any N P N, when j ě 0, the implicit constant is independent of j. Analogously,
for the operator Ds and j P Z we have

Ds∆ψ
j fpxq “ 2js

ÿ

µPZn

cµ∆
ψ
j,µfpxq and 2js∆ψ

j fpxq “
ÿ

µPZn

cµ∆
ψ
j,µD

sfpxq, (1.20)

where cµ is a rapidly decaying constant in |µ|, which does not depend on j P Z.
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1.5 Decay and Summablity 1 INTRODUCTION

Proof. Let xψ‹ be a bump function that is 1 for 1
2 ď |ξ| ď 2 and supported in 1

4 ď |ξ| ď 4. Let σjpξq ”

p2´2j ` |ξ|2q
s
2 xψ‹pξq which is a smooth compactly supported function. Furthermore, σj and all of its partial

derivatives are uniformly bounded in j due to the support of xψ‹ and the fact that j ě 0. Expanding in
Fourier series we have

σjpξq “ χr´4,4snpξq
ÿ

µPZn

cj,µe
2πiξ¨

µ
8 (1.21)

where due to σj ’s smoothness the coefficients satisfy

|cj,µ| À

∥∥p1 ´ ∆qNσj
∥∥
L1

p1 ` |µ|2qN
À

1

p1 ` |µ|2qN

for any N P Z`, where the implicit constant is independent of j and µ. Observe for j ě 0,

Js∆ψ
j fpxq “

ż

p1 ` |ξ|2q
s
2 xψ‹p2´jξq

z

∆ψ
j fpξqe2πiξ¨xdξ

“

ż

2jsp2´2j ` |2´jξ|2q
s
2 xψ‹p2´jξq

z

∆ψ
j fpξqe2πiξ¨xdξ

“ 2js
ż

ÿ

µPZn

cj,µe
2πiξ¨2´j´3µz

∆ψ
j fpξqe2πiξ¨xdξ

“ 2js
ÿ

µPZn

cj,µ∆
ψ
j,µfpxq.

To get the other direction observe,

2js∆ψ
j fpxq “

ż

2jsp1 ` |ξ|2q´ s
2 xψ‹p2´jξq

{

∆ψ
j J

sfpξqe2πiξ¨xdξ

“

ż

p2´2j ` |2´jξ|2q´ s
2 xψ‹p2´jξq

{

∆ψ
j J

sfpξqe2πiξ¨xdξ

“

ż

ÿ

µPZn

cj,µe
2πiξ¨2´j´3µ {

∆ψ
j J

sfpξqe2πiξ¨xdξ

“
ÿ

µPZn

cj,µ∆
ψ
j,µJ

sfpxq.

The equality in (1.20) follows by the same technique.

Proposition 1.8 combined with the following averaging lemma will allow us to achieve summablity of the
diagonal paraproduct.

Lemma 1.9 ([10]). If ak À minp2kaA, 2´kbBq for some a, b, A,B ą 0 and every k P Z, then for any u ą 0,
we have takukPZ P ℓupZq and

∥takukPZ∥ℓu À A
b

a`bB
a

a`b .

In particular, if ∥fk∥Lrpwq À |ak| for 0 ă r ď 8, every k P Z, and a weight w then∥∥∥∥∥∥
ÿ

kPZ
fk

∥∥∥∥∥∥
Lrpwq

À A
b

a`bB
a

a`b .
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2 PROOF OF THEOREM 1.1

2 Proof of Theorem 1.1

2.1 Case 1. l0 ě 2

Proof. We need to bound∥∥∥∥∥∥Js
´

ÿ

jPN
p∆jf1qp∆jf2q ¨ ¨ ¨ p∆jfkqpSj´1fk`1q ¨ ¨ ¨ pSj´1fmq

¯

∥∥∥∥∥∥
Lppwq

where at least the first two operators are ∆j . For j P Z define operators

T j1 pf1, . . . , fmq “ p∆jf1qp∆jf2q ¨ ¨ ¨ p∆jfl0qpSj´1fl0`1q ¨ ¨ ¨ pSj´1fmq

and

T j2 pf1, . . . , fmq “
ÿ

µ1PZ

ÿ

µ2PZ
cj,µ1

cj,µ2
p∆j,µ1

f1qp∆j,µ2
f2qp∆jf3q ¨ ¨ ¨ p∆jfl0Sj´1fl0`1q ¨ ¨ ¨ pSj´1fmq

where cj,µl
À p1 ` | ¨ |q´N for l “ 1, 2 any N P N, and the implicit constant is independent of j P Z. Since

by hypothesis s ą npminp1, r{τwq´1 ´ 1q we apply Theorem 1.7 and the fact that
b

ř

jPZ |tj |2 ď
ř

jPZ |tj | to

obtain ∥∥∥∥∥∥Js
´

ÿ

jPN
p∆jf1qp∆jf2q ¨ ¨ ¨ p∆jfl0qpSj´1fl0`1q ¨ ¨ ¨ pSj´1fmq

¯

∥∥∥∥∥∥
Lppwq

À

∥∥∥∥∥∥
ÿ

jPN
2js

∣∣p∆jf1qp∆jf2q ¨ ¨ ¨ p∆jfl0qpSj´1fl0`1q ¨ ¨ ¨ pSj´1fmq
∣∣∥∥∥∥∥∥
Lppwq

.

We now obtain two upper bounds on∥∥∥2jsp∆jf1qp∆jf2q ¨ ¨ ¨ p∆jfl0qpSj´1fl0`1q ¨ ¨ ¨ pSj´1fmq

∥∥∥
Lppwq

. (2.1)

Trivially, (2.1) is bounded above by

2js
∥∥∥T j1 pf1, . . . , fmq

∥∥∥
Lppwq

. (2.2)

Applying Proposition 1.8 twice on the first two ∆j operators we obtain that (2.1) is bounded above by a
constant multiple of

2´js
∥∥∥T j2 pJsf1, J

sf2, f3 . . . , fmq

∥∥∥
Lppwq

. (2.3)

In view of (2.2), (2.3) Lemma 1.9 with a “ s, b “ ´s, A “ supj

∥∥∥T j1 pf1, . . . , fmq

∥∥∥
Lppwq

,

B “ supj

∥∥∥T j2 pJsf1, J
sf2, f3 . . . , fmq

∥∥∥
Lppwq

we obtain

∥∥∥∥∥∥Js
´

ÿ

jPN
p∆jf1qp∆jf2q ¨ ¨ ¨ p∆jfl0qpSj´1fl0`1q ¨ ¨ ¨ pSj´1fmq

¯

∥∥∥∥∥∥
Lppwq

À

´

sup
jPN

∥∥∥T j1 pf1, . . . , fmq

∥∥∥
Lppwq

sup
jPN

∥∥∥T j2 pJsf1, J
sf2, f3 . . . , fmq

∥∥∥
Lppwq

¯
1
2

. (2.4)
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2.2 Case 2. Low Frequency Term 2 PROOF OF THEOREM 1.1

Next using Proposition 1.5 and then Theorem 1.4 we obtain

sup
jPN

∥∥∥T j1 pf1, . . . , fmq

∥∥∥
Lppwq

À

∥∥∥Mpf⃗ q

∥∥∥
Lppwq

À∥f1∥Lp1 pw1q∥f2∥Lp2 pw2q ¨ ¨ ¨∥fm∥Lpm pwmq . (2.5)

Similarly, we have the estimate

sup
jPN

∥∥∥T j2 pJsf1, J
sf2, f3 . . . , fmq

∥∥∥
Lppwq

À∥MpJsf1, J
sf2, f3, . . . , fmq∥Lppwq (2.6)

À∥Jsf1∥Lp1 pw1q∥J
sf2∥Lp2 pw2q∥f3∥Lp3 pw3q ¨ ¨ ¨∥fm∥Lpm pwmq , (2.7)

where (2.6) follows from Proposition 1.5 and Remark 1.5.1. Applying estimates (2.5) and (2.7) to (2.4) and
using the AMGM inequality we obtain

´

∥f1∥Lp1 pw1q∥f2∥Lp2 pw2q ¨ ¨ ¨∥fm∥Lpm pwmq∥J
sf1∥Lp1 pw1q∥J

sf2∥Lp2 pw2q∥f3∥Lp3 pw3q ¨ ¨ ¨∥fm∥Lpm pwmq

¯
1
2

(2.8)

À∥Jsf1∥Lp1 pw1q∥f2∥Lp2 pw2q ¨ ¨ ¨∥fm∥Lpm pwmq `∥f1∥Lp1 pw1q∥J
sf2∥Lp2 pw2q∥f3∥Lp3 pw3q ¨ ¨ ¨∥fm∥Lpm pwmq

as desired. This finishes the proof for the diagonal term in the inhomogeneous case. As both Lemma 1.9
and Proposition 1.5 work over j P Z we many replace N with Z and Js with Ds to get the homogeneous case
by the same proof.

2.2 Case 2. Low Frequency Term

In the inhomogeneous case we also have the term JsppS0f1q ¨ ¨ ¨ pS0fmqq which is dealt with in a similar way.
Observe,

JsppS0f1q ¨ ¨ ¨ pS0fmqqpxq “

ż

R2n

p1 ` |ξ1 ` ¨ ¨ ¨ ` ξm|2q
s
2 pΦ

´ 1

2m
pξ1 ` ¨ ¨ ¨ ` ξmq

¯

p1 ` |ξ1|2q´ s
2 pΦ

´1

2
ξ1

¯

ˆ {S0Jsf1pξ1q ¨ ¨ ¨ zS0fmpξmqe2πix¨pξ1`¨¨¨`ξmqdξ⃗.

(2.9)

Since the following expressions are smooth with compact support we can expand them in Fourier series
whose Fouier coefficients, cµ1

, cµ2
have rapid decay in µ1, µ2;

p1 ` |ξ|2q
s
2 pΦ

´ 1

2m
ξ
¯

“ χr´4m,4msnpξq
ÿ

µ1PZn

cµ1
e2πiξ¨µ1{8m

p1 ` |ξ|2q´ s
2 pΦ

´1

2
ξ
¯

“ χr´4,4snpξq
ÿ

µ2PZn

cµ2
e2πiξ¨µ2{8.

Substituting the Fourier series into (2.9) we obtain

JspS0f1 ¨ ¨ ¨S0fmqpxq

“

ż

Rmn

ÿ

µ1PZn

cµ1
e2πipξ1`¨¨¨`ξmq¨µ1{8m

ÿ

µ2PZn

cµ2
e2πiξ1¨µ2{8

{S0Jsf1pξ1q ¨ ¨ ¨ zS0fmpξmqe2πix¨pξ1`¨¨¨`ξmqdξ⃗ (2.10)

“
ÿ

µ1PZn

ÿ

µ2PZn

cµ1
cµ2

S0,µ1,µ2
pJsf1qpxqS0,µ1

pf2qpxq ¨ ¨ ¨S0,µ1
pfmqpxq (2.11)

where the operator S0,µ1,µ2 corresponds to convolution with Φp¨ ` µ1{8m ` µ2{8q. By Proposition 1.5,
Remark 1.5.1, and Theorem 1.4 applied to (2.11) we deduce

∥JspS0f1 ¨ ¨ ¨S0fmq∥Lppwq À∥Jsf1∥Lp1 pw1q

m
ź

j“2

∥∥fj∥∥Lpj pwjq
. (2.12)
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2.3 Case 3. l0 “ 1 2 PROOF OF THEOREM 1.1

2.3 Case 3. l0 “ 1

When l0 “ 1 we have a“high-low-¨ ¨ ¨ -low” frequency multiplier of the form
ÿ

jPN

pΨp2´jξ1qpΦp2´j`1ξ2q ¨ ¨ ¨ pΦp2´j`1ξmq

which corresponds to the term

Js
´

ÿ

jPN
p∆jf1qpSj´1f2q ¨ ¨ ¨ pSj´1fmq

¯

. (2.13)

Fix a P N to be determined later. We want to replace Sj´1 by Sj´a. We do this by expressing Sj´1 as
Sj´a `

ř

j´aăkďj ∆k in (2.13) i.e.

ÿ

jPN
p∆jf1qpSj´1f2q ¨ ¨ ¨ pSj´1fmq “

ÿ

jPN
p∆jf1q

´

ÿ

j´aăkďj´1

∆kf2 ` Sj´af2

¯

pSj´1f3q ¨ ¨ ¨ pSj´1fmq

“
ÿ

jPN
p∆jf1q

´

ÿ

j´aăkďj´1

∆kf2

¯

pSj´1f3q ¨ ¨ ¨ pSj´1fmq `
ÿ

jPN
p∆jf1qpSj´af2qpSj´1f3q ¨ ¨ ¨ pSj´1fmq. (2.14)

The first term in (2.14) is a finite sum (over k) of operators from Case 1 since k „ j. Therefore, we focus on
the second term in (2.14). Expressing Sj´1f3 as Sj´af3 `

ř

j´aăkďj ∆kf3 we obtain

ÿ

jPN
p∆jf1qpSj´af2qpSj´1f3q ¨ ¨ ¨ pSj´1fmq

“
ÿ

jPN
p∆jf1qpSj´af2q

´

ÿ

j´aăkďj´1

∆kf3

¯

pSj´1f4q ¨ ¨ ¨ pSj´1fmq (2.15)

`
ÿ

jPN
p∆jf1qpSj´af2qpSj´af3qpSj´1f4q ¨ ¨ ¨ pSj´1fmq.

Again the term in (2.15) is a finite sum (over k) of operators from Case 1 since k „ j. Continuing in this
way we eventually express (2.13) as

ÿ

jPN
p∆jf1qpSj´af2qpSj´af3q ¨ ¨ ¨ pSj´afmq

plus finitely many other terms that have already been handled by Case 1. We have reduced matters to
showing the desired bound for the off-diagonal term

Js
´

ÿ

jPN
p∆jf1qpSj´af2qpSj´af3q ¨ ¨ ¨ pSj´afmq

¯

. (2.16)

The support of the Fourier transform of pSj´af2qpSj´af3q ¨ ¨ ¨ pSj´afmq is contained in the ball centered at
zero with the radius pm´1q2j´a`1.The support of the Fourier transform of ∆jf1 in contained in the annulus
2j´1 ď |ξ1| ď 2j`1. Choose a so that

p2mq2j´a`1 ď 2j´1

for all integers j. Solving the above inequality gives a can be picked to be some integer larger than log2p8mq.
On the Fourier transform side this choice of a gives |ξl| ď 1

2m |ξ1| for l P t2, . . . ,mu. Hence,

2|ξ1| ě |ξ1 ` ¨ ¨ ¨ ` ξm| ě |ξ1| ´ |ξ2| ´ ¨ ¨ ¨ ´ |ξm| ě |ξ1| ´
pm´ 1q|ξ1|

2m
ě

|ξ1|

2
,

thus |ξ1| „ |ξ1 ` ¨ ¨ ¨ ` ξm|.
In order to apply Theorem 1.6 with t “ mn to the off-diagonal term in (2.16) we need to show the

following Hörmander smoothness condition

sup
kPZ

ÿ

|α|ďnm

∥Bασk∥L2pRnmq ă 8 (2.17)
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2.3 Case 3. l0 “ 1 2 PROOF OF THEOREM 1.1

where

σk “ Λpξ1, . . . , ξmqx2´kξ1 ` ¨ ¨ ¨ ` 2´kξmysx2´kξ1y´s
ÿ

ją´k

pΨp2´jξ1qpΦp2´j`aξ2q ¨ ¨ ¨ pΦp2´j`aξmq.

If (2.17) holds then theorem 1.6 implies∥∥∥∥∥∥Js
´

ÿ

jPN
∆jf1Sj´af2Sj´af3 ¨ ¨ ¨Sj´afm

¯

∥∥∥∥∥∥
Lppwq

À∥Jsf1∥Lp1 pw1q

m
ź

j“2

∥∥fj∥∥Lpj pwjq
. (2.18)

To start fix a multi-index, α “ pα1, . . . , αmq P pNn0 qm, such that 0 ď |α| ď nm and let βl “ pβ1
l , . . . , β

m
l q P

pNn0 qm for l P t1, 2, . . . ,m` 3u. Since σk is a product of m` 3 functions by Leibniz rule on Bασk it is enough
to consider a summand of the form

Bβ1rΛpξ⃗ qsBβ2rx2´kξ1 ` ¨ ¨ ¨ ` 2´kξmyssBβ3rx2´kξ1y´ss

ˆ
ÿ

ją´k

Bβ4rpΨp2´jξ1qsBβ5rpΦp2´j`aξ2qs ¨ ¨ ¨ Bβm`3rpΦp2´j`aξmqs
(2.19)

where β1 ` β2 ` ¨ ¨ ¨ ` βm`3 “ α. Also, we can bring the derivative into the sum because locally it is a
finite sum. Lets derive an estimate for Bβ2rx2´kξ1 ` ¨ ¨ ¨ ` 2´kξmyss and Bβ3rx2´kξ1y´ss. Notice that partial
derivatives of x2´kξ1 ` ¨ ¨ ¨ ` 2´kξmys “ 2´ksp22k ` |ξ1 ` ¨ ¨ ¨ ` ξm|2q

s
2 are linear combinations of terms of the

form
2´ksp22k ` |ξ1 ` ¨ ¨ ¨ ` ξm|q

s
2 ´lP pξ⃗ q

where 0 ď l ď |β2| is a nonnegative integer and P is a polynomial over Rnm. Furthermore, on the support
of Λ any polynomial over Rnm is bounded by a constant. It follows on the support of Λ that

Bβ2rx2´kξ1 ` ¨ ¨ ¨ ` 2´kξmyss À 2´ks
|β2|
ÿ

l“0

p22k ` |ξ1 ` ¨ ¨ ¨ ` ξm|2q
s
2 ´l. (2.20)

By the same argument we have

Bβ3rx2´kξ1y´ss À 2ks
|β1

3 |
ÿ

t“0

p22k ` |ξ1|2q´ s
2 ´t (2.21)

on the support of Λ.
Applying partial derivatives to each term in (2.19), and taking absolute value, and using estimates (2.20)

and (2.21) we obtain that (2.19) is bounded above by a constant multiple of

∣∣∣pBβ1Λqpξ⃗ q

∣∣∣ 2´ks
|β2|
ÿ

l“0

p22k ` |ξ1 ` ¨ ¨ ¨ ` ξm|2q
s
2 ´l2ks

|β1
3 |

ÿ

t“0

p22k ` |ξ1|2q´ s
2 ´tχ

t|ξ1|"|ξl|:lPt1,...,muu
pξ⃗ q

ˆ
ÿ

jPZ
|pBβ4

pΨqp2´jξ1q|2´jp|β4|`¨¨¨`|βm`3|q.

(2.22)

Using the support of the above expression, namely |ξ1| „ |ξ1 ` ¨ ¨ ¨ ` ξm| we can further bound (2.22) by

∣∣∣pBβ1Λqpξ⃗ q

∣∣∣ |β2|
ÿ

l“0

|β1
3 |

ÿ

t“0

p22k ` |ξ1|2q´pl`tqχ
t|ξ1|"|ξl|:lPt1,...,muu

pξ⃗ q
ÿ

jPZ
|pBβ4

pΨqp2´jξ1q|2´jp|β4|`¨¨¨`|βm`3|q. (2.23)

Now dropping the 22k in (2.23) leaves |ξ1|´2pl`tq which is bounded above by a constant due to the support
of Bβ1Λ by the observation that 1{2 ď |ξ1| ` ¨ ¨ ¨ ` |ξm| ď m|ξ1|. Also notice that by the support of Bβ1Λ and
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χ
t|ξ1|"|ξl|:lPt1,...,muu

we have 1{2m ď |ξ1| ď 2; this forces ´ log2pmq ď j ď log2pmq. It follows (2.23) can be
estimated above by constant multiple of∣∣∣pBβ1Λqpξ⃗ q

∣∣∣χt|ξ1|"|ξl|:lPt1,...,muu
pξ⃗ q

ÿ

|j|ďcm

|pBβ4
pΨqp2´jξ1q|2´jp|β4|`¨¨¨`|βm`3|q

ď Cm,n

∣∣∣pBβ1Λqpξ⃗ q

∣∣∣
which has a finite L2 norm independent of k. This finishes the proof for the off-diagonal term in the
inhomogeneous case. The proof for the nondiagonal term in the homogeneous case is the same except
estimates (2.20) and (2.21) are replaced by

Bβ2r|2´kξ1 ` ¨ ¨ ¨ ` 2´kξm|ss À 2´ks
|β2|
ÿ

l“1

|ξ1 ` ¨ ¨ ¨ ` ξm|s´2l

and

Bβ3r|2´kξ1|´ss À 2ks
|β1

3 |
ÿ

t“1

|ξ1|´s´2t

on the support of Λ.
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