


“Drawing on substantial and exclusive access to the Australian Intelligence 
Community, this book provides a timely, detailed, and thorough analysis of 
the many ways in which big data is transforming intelligence and broader 
society. Dr Miah Hammond-Errey brings intelligence studies into the digital 
era with this original contribution to the scholarly field on intelligence and 
national security.” 

Kira Vrist Rønn, Associate Professor, University of Southern Denmark 

“With this book, Dr Hammond-Errey has produced a path-breaking 
empirical analysis of how Big Data is transforming intelligence and the 
challenges to which this transformation gives rise. Based on interviews with 
around 50 people working in and around the Australian National Intelli-
gence Community, this book offers an invaluable guide to understanding the 
impact of the Big Data landscape on intelligence practice in liberal democ-
racies and how this affects the intelligence-state-citizen relationship. It is 
essential reading for students of intelligence and for all those working in the 
field of intelligence, including its oversight.” 

Mark Phythian, University of Leicester, UK 

“This book is a timely account of the way big data and emerging technology 
have been disrupting intelligence and society. Dr Hammond-Errey develops 
an innovative framework of the landscape of big data that raises important 
questions about legitimacy and public trust in democratic institutions, the 
changing role of intelligence analysts, and the tendency to subject surveil-
lance capabilities to greater democratic accountability.” 

Christian Leuprecht, Royal Military College of Canada and 
Queen’s University, Canada 





Big Data, Emerging Technologies and 
Intelligence 

This book sets out the big data landscape, comprising data abundance, digi-
tal connectivity and ubiquitous technology, and shows how the big data 
landscape and the emerging technologies it fuels are impacting national 
security. 

This book illustrates that big data is transforming intelligence production 
as well as changing the national security environment broadly, including 
what is considered a part of national security as well as the relationships 
agencies have with the public. The book highlights the impact of big data on 
intelligence production and national security from the perspective of Aus-
tralian national security leaders and practitioners, and the research is based 
on empirical data collection, with insights from nearly 50 participants from 
within Australia’s National Intelligence Community. It argues that big data is 
transforming intelligence and national security and shows that the impacts of 
big data on the knowledge, activities and organisation of intelligence agencies 
is challenging some foundational intelligence principles, including the dis-
tinction between foreign and domestic intelligence collection. Furthermore, 
the book argues that big data has created emerging threats to national 
security; for example, it enables invasive targeting and surveillance, drives 
information warfare as well as social and political interference, and chal-
lenges the existing models of harm assessment used in national security. The 
book maps broad areas of change for intelligence agencies in the national 
security context and what they mean for intelligence communities, and 
explores how intelligence agencies look out to the rest of society, considering 
specific impacts relating to privacy, ethics and trust. 

This book will be of much interest to students of intelligence studies, 
technology studies, national security and International Relations. 

Miah Hammond-Errey is the Director of the Emerging Technology Program 
at the United States Studies Centre at the University of Sydney. She has a 
PhD from Deakin University, Australia. 
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Introduction  

This book examines the impact of the technological phenomenon ‘big data’ 
on national security intelligence and decision-making. Data is all around us. 
Big data has become a prevalent feature in commercial enterprise (Cukier 
2010; Manyika et al. 2011; Reinsel, Gantz & Rydning 2017; Yiu 2012) from 
shopping to socials, travel to transport and communications to finance. It is 
also increasingly used in national security (Landon-Murray 2016; Van Puy-
velde, Coulthart & Hossain 2017). Big data and associated analytics are 
presented as offering significant potential for a safer and more secure nation 
(Akhgar et al. 2015; Manyika et al. 2011; Mayer-Schönberger & Cukier 
2014) and are being adopted before their impacts are well understood. 
Despite the significant impacts of big data on intelligence activities, empirical 
research into its impacts is still in its infancy. 

The ‘information age’ continues to provide an ever-expanding quantity and 
variety of information (Degaut 2015, p. 511) that underpins many of the data-
driven technologies impacting national security. In 2014, it was forecast that by 
2020 there will be as many bits in the digital universe as stars in the physical 
universe (International Data Corporation 2014), and in 2019 this was revised to 
forty times the number of bytes than stars in the observable universe (DOMO 
2019). According to the International Data Corporation (International Data 
Corporation 2022), by 2026 there will be more than 220 Zettabytes (220 billion 
Terabytes) of data added annually to the global datasphere – the summation of 
data we create, capture or replicate. This will be almost three times the 83 Zet-
tabytes produced in 2021 – growing at a rate of 21 per cent per year (Interna-
tional Data Corporation 2022). We are also more digitally connected than ever 
before. The increasing interconnectedness of our systems and our infra-
structure – including our reliance on them – is transformative and unprece-
dented. In January 2023, more than 5.4 billion people out of the eight billion 
global population (68 per cent) were using a mobile device, with the majority 
being smartphones (Kemp 2023). Estimates of the number of devices connected 
to the internet vary widely; however, there is consensus (Evans 2011; Gartner 
2017) that this number has overtaken the global population – Ericsson (2022) 
estimated the number of connected devices in 2022 to be 23.6 billion and predict 
that by 2028 that number will reach 45.8 billion. 

DOI: 10.4324/9781003389651-1 



2 Introduction 

Increasingly vast amounts of data are captured from and about humans, 
machines and the natural environment, challenging political and economic 
models (Mayer-Schönberger & Ramge 2018; Sadowski 2020; Schwab 2017; 
Zuboff 2019). The abundance of data made possible by improvements in data 
storage and computational capabilities, combined with digital connectedness 
and ubiquity of technology, drive the big data phenomenon. The speed of 
technological change has impacted how we store, interpret, analyse and 
communicate information in society (boyd & Crawford 2012; Kitchin 2014a). 

Intelligence activities are funded by the nation-state, with the express pur-
pose of protecting national interests and keeping citizens safe; however, 
information about intelligence agencies and their activities is notoriously 
sparse (Andrew 2018; Van Puyvelde 2018, pp. 380–381). Lundy et al. (2019, 
p. 587) argue that ‘intelligence is essential to modern statecraft in times of 
war and peace… [and] its vital role deserves – and requires – better general 
comprehension’. Empirical research to date on intelligence activities, espe-
cially outside the United States, has been extremely limited (Hughes, Jackson 
& Scott 2008; Van Puyvelde 2018; Zegart 2022). There have been ‘very few, if 
any, reflections on how the Australian intelligence community works, its 
contributions, or of its importance to policy and decision-makers across 
government’ (Symon 2018). Whilst the scarcity of information is under-
standable, the growing role of intelligence in society presents a significant 
need for understanding of the public value of intelligence agencies and 
ensuring their accountability in liberal democracies. Gill and Phythian (2006) 
argue that citizens have been excluded from knowledge of intelligence policies 
and practices for too long. 

The book shows that big data is transforming what intelligence is, how it is 
practised, and the relationships intelligence organisations have with society. 
This includes both the collection of information and secret intelligence as 
well as the analytical processes used to create intelligence products and 
advice to inform decision-making. The book details how big data is trans-
forming aspects of intelligence production specifically and the national 
security environment more broadly. The book leverages semi-structured 
interviews with almost fifty senior and operational intelligence officers and 
decision-makers within the Australian National Intelligence Community 
(NIC).1 The NIC represents a unique group of interview participants, and 
this research is the first to access them as a community. The focus of the 
research is from the perspective of Australian national security professionals; 
however, these perspectives are applicable and relevant internationally to all 
states that invest significantly in intelligence collection technologies. 

The introductory chapter examines and defines the key concepts of the 
book, providing some background and context as well as offering insight into 
how this research contributes to our understanding. First, it looks at big 
data, followed by national security and intelligence. It is important to explain 
these terms here as they are often used in different ways. The inconsistent use 
of such concepts can lead to confusion and all three are essential to 
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understanding the impact of big data on intelligence and national security. 
Furthermore, the book argues that the advent of big data is shaping these 
concepts, including what we see as intelligence and expanding the notion of 
national security to include new social harms. The book shows how big data 
is shaping the activities, knowledge and organisation of intelligence functions 
that are intended to support policy makers in developing responses to these 
new harms and vulnerabilities. 

Big Data, National Security, and Intelligence 

Big Data 

Big data is an amorphous concept that is used to refer to large, diverse, growing 
and changing datasets (Bennett Moses & Chan 2014; Chan & Bennett Moses 
2016, 2017; Malomo & Sena 2016). Big data arose from technical advances in 
storage capacity, speed and price points of data collection and analysis as well as 
by the move towards understanding data as ‘continuously collected, almost-
infinitely networkable and highly flexible’ (Metcalf, Keller & boyd 2016, p. 2). 
Prior to big data, databases were constrained and unable to simultaneously deal 
with the original 3Vs of big data – volume, velocity and variety (Kitchin 2014b, 
p. 68; Laney 2001). However, increased computational power, new database 
design and distributed storage enabled the collection and analysis of big data 
(Kitchin 2014b, p. 68). The unprecedented volume and size of data sets that 
cannot be manually processed precipitated analytical solutions to analyse data 
and derive insights, expanding the term big data from referring solely to the 
storage of data (Mayer-Schönberger & Cukier 2014). 

The term has evolved from the original 3Vs to include value derived from 
understanding data sets as a whole and by drawing insights using new ana-
lytical techniques (boyd & Crawford 2012; Kitchin 2014a; Kitchin & Laur-
iault 2014). Kitchin (2014b) considers big data as fine-grained in resolution 
and uniquely indexical in identification; relational in nature, containing 
common fields that enable the conjoining of different data sets; and flexible, 
holding the traits of extensionality (new fields can be added easily) and sca-
leability (can be expanded in size rapidly). Importantly, big data ‘is less about 
data that is big than it is about a capacity to search, aggregate and cross-
reference large data sets’ (boyd & Crawford 2012, p. 663). It is this ability to 
use the data for some type of decision or action that defines big data. As 
others have aptly put, ‘big data are worthless in a vacuum. Its potential value 
is unlocked only when leveraged to drive decision-making’ (Gandomi & 
Haider 2015, p. 140). The requirement to consider the veracity of data and 
value led to the expansion of the 3Vs definition of big data – volume, velo-
city and variety (Kitchin 2014b, p. 68; Laney 2001) – to a 5V definition that 
includes veracity (certainty and consistency in data) and value (insights into 
and from data) (Akhgar et al. 2015; van der Sloot, Broeders & Schrijvers 
2016). 
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A range of terms are used, sometimes interchangeably, to describe analysis 
of big data. These include: big data analytics (Cloud Security Alliance 2013; 
Beer 2018; Minelli, Chambers & Dhiraj 2013; Power 2014; Pramanik et al. 
2017; Shu 2016), advanced analytics (Babuta 2017; Chawda & Thakur 2016; 
Shahbazian 2016), big data computing (Chen, Mao & Liu 2014) and data 
mining (Pramanik et al. 2017). Additionally, the terms artificial intelligence, 
machine learning and algorithms are included in big data analytics for the 
purpose of this study. In the book, big data is viewed broadly and refers to 
all these components, including the technologies and analytics. Participants 
in this research highlighted three key features of big data for national secur-
ity which, the book argues in Chapter 1, come together to form a big data 
landscape. 

National Security 

National security – and our conceptualisations of it – evolves over time as it 
is situationally, culturally and temporally contextual (Katzenstein 1996). 
National security is a commonly used concept in international relations and 
the analysis of policy decisions; however, its essential meaning is more widely 
disputed than agreed upon (Baldwin 1997; Dupont 1990; Liotta 2002). 
Maintaining national security is usually posited as the reason for the appli-
cation of intelligence resources. In a foundational text, Arnold Wolfers 
characterised security as ‘the absence of threats to acquired values and sub-
jectively, the absence of fear that such values will be attacked’ (Wolfers 1962, 
p. 485). Baldwin (1997, p. 13) subsequently refined ‘the absence of threats’ as 
‘a low probability of damage to acquired values’. Wolfers (1962, p. 150) notes 
that the demand for a policy of national security is primarily normative in 
character and security points to some degree of protection of values pre-
viously obtained: ‘Security is a value, then, of which a nation can have more 
or less and which it can aspire to have in greater or lesser measure’. Wolfers’ 
position has not gone unchallenged, as the field struggles to agree on ‘how 
much security’ is desirable. 

Zedner (2003, p. 155) posits that ‘security is both a state of being and a 
means to that end’. Whelan (2014, p. 310) explains that we can understand 
Zedner’s (2009) conceptualisation of security as an ‘objective state of being 
more or less “secure” and as a subjective condition based on how secure we 
“feel”’. Gyngell and Wesley (2007, p. 233) see security as a prudential value, 
conceived as a condition which must be maintained against others’ potential 
to degrade it. Buzan, Waever and de Wilde (1998) highlight that nation-state 
security requires a referent object to make sense. The objective state of 
security continues to imply a ‘referent object’ and an existential threat to that 
object and the special nature of security threats justifies the use of extra-
ordinary measures to handle them (Buzan, Waever & de Wilde 1998). 
Whelan (2014, p. 310) furthers this, noting the ‘referent objects and range of 
potential threats have considerably broadened’, including the special nature 
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of national security threats, among others. Thus, the political context of 
national security is an important dimension (Dupont 1990). Wolfers (1952, 
p. 500) highlights the challenges for those who bear the responsibility for 
choices and decisions, that is, national security decision-makers: 

Decision-makers are faced then, with the moral problem of choosing 
first the values that deserve protection … the guarantee it may offer 
to values like liberty, justice and peace … They must decide which 
level of security to make their target … finally they must choose the 
means and thus by scrupulous computation of values compare the 
sacrifices. 

The book argues that big data has created new social harms which are – or 
need to be – considered by decision-makers as national security threats or 
vulnerabilities. In the book, national security is considered a state of trust on 
the part of the citizen that risks to everyday life, whether from threats with a 
human origin or impersonal hazards, are being adequately managed to the 
extent that there is confidence that normal life can continue (Omand 2010, 
p. 9). Omand (2010) sets out three propositions underpinning the modern 
approach to national security: psychological safety, citizen-centric view of 
threats and hazards, and informed decision-making. This last point is crucial 
in the use of big data: ‘the key to good risk management, maintaining that 
delicate balance, is to have better informed decision-making by government 
and thus place greater weight on the work of the intelligence community’ 
(Omand 2013, p. 21).2 Symon & Tarapore (2015, p. 9) add that ‘making sense 
of complex systems and phenomena – creating knowledge – is central to 
sound national security decision making.’ 

Understanding national security, what it broadly encompasses and how 
decisions are made to secure nations is critical to the way that big data 
impacts on it and in understanding how intelligence resources are focused. 
This research shows that participants see new technologies, like big data, as 
expanding notions of national security to include, for example, information 
warfare and aspects of how society functions online as infrastructure critical 
to national security. Participants perceive that big data impacts on how 
intelligence agencies can identify and respond to these increasing, diverse and 
diffuse national security threats. 

Intelligence 

Intelligence here is understood through a combination of definitions. Intelli-
gence is ‘information [that] is gathered and analysed, sometimes secretly, and 
then used to understand a particular situation and act with advantage in it’ 
(Rolington 2013, p. 17). Intelligence is ‘knowledge vital for national survival’ 
(Kent 1966, p. vii). It is information that has been collected, processed and 
narrowed to meet the needs of policy and decision-makers in relation to 
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defence, foreign policy, national state affairs (such as diplomacy, trade and 
economics) and security (Lowenthal 2012). 

Intelligence in practice can be thought of in three ways, sometimes simul-
taneously (Lowenthal 2012, p. 9), as knowledge, as an organisation and as 
either an activity (Kent 1966) or product (Lowenthal 2012). Kent’s classic 
characterisation covers the ‘the three separate and distinct things that intel-
ligence devotees usually mean when they use the word’: knowledge, the type 
of organisation that produces that knowledge and the activities pursued by 
that organisation (Scott & Jackson 2004, p. 141). 

Omand (2020, p. 472) defines the purpose of intelligence to help ‘improve 
the quality of decision-making by reducing ignorance, including reducing the 
vulnerability of the decision-maker to uncertainty’. Intelligence production is 
one of the primary mechanisms for framing information and analysis to 
inform national security decision-making (George & Bruce 2014; Kent 1966; 
Lowenthal 2012; Omand 2010). The purpose of the intelligence community is 
to assist policy makers with national security issues (Gookins 2008). 

The relationship between intelligence, policy production and senior 
decision-makers is vital in the national security environment (Coyne 2014; 
Lowenthal 2012) as intelligence is intended to reduce uncertainty for 
decision-makers (Agrell 2012; Betts 2009; Davies, Gustafson & Rigden 2013; 
Dupont 2003; Fingar 2011; Kent 1966; Lowenthal 2012; Marrin 2009; Heuer 
& Pherson 2015; Spracher 2009). Without use by decision-makers – in order 
to achieve national security – intelligence would be redundant. 

The combination of these definitions acknowledges the changing informa-
tion environment, accounts for the impact of big data and open-source 
information on intelligence activity, while acknowledging the extant role of 
secret intelligence collection as well as decision-makers acting on the 
intelligence. Furthermore, as Omand (2020) highlights, it is significant that 
intelligence aims to reduce uncertainty and improve decision-making in 
matters of nation-state security. 

The relationship between national security and intelligence is noted by Agrell 
and Treverton (2015, pp. 32–5): ‘the essence of intelligence is hardly any longer 
the collection, analysis, and dissemination of secret information, but rather the 
management of uncertainty in areas critical for security goals for societies.’ 
Additionally, the ‘use of the term in circles outside of government – “commer-
cial intelligence”, for example – can dilute its meaning, rendering intelligence a 
synonym for information’ (Richardson 2020a, p. 154). The term intelligence is 
also used extensively in different government domains, such as law enforcement, 
criminal, security, domestic, foreign and counterintelligence. 

The book looks broadly across national security and intelligence activities 
undertaken within the context of the National Intelligence Community, 
rather than at a single academic discipline. It includes the intelligence appa-
ratus, but also the policy and political decision-making component essential 
to national security. Big data, national security and intelligence are complex 
concepts with a variety of meanings. Nevertheless, they can be loosely 
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defined. The book argues that the relationship between intelligence producers 
and users of intelligence – those that make political calculations about 
national security – is critical and interconnected, especially in a big data era. 
Furthermore, the book demonstrates the need to take a holistic view of 
intelligence, defined by its purpose rather than field of application, and to 
include policy and decision-makers. 

Australian National Intelligence Community 

This section provides an overview of the Australian national security archi-
tecture and background to the Australian National Intelligence Commu-
nity – including its composite agencies, oversight framework and legislative 
foundations for an international readership. It also outlines the methodology 
and analytical process of the research. It provides some context, especially 
for international readers, to engage with the perspectives that participants 
offered. Whilst this research is Australia specific, the themes surfaced here 
are expected to apply in many democratic countries. 

Ten agencies make up the Government’s intelligence enterprise – collec-
tively known as the National Intelligence Community (NIC) – working to 
collect, analyse and disseminate intelligence information and advice in 
accordance with Australia’s interests and national security priorities (ONI 
2017). The NIC is a relatively new grouping of agencies, having expanded 
from the six agencies known as the Australian Intelligence Community 
(AIC): the Office of National Intelligence (ONI) – formerly the Office of 
National Assessments (ONA), the Australian Signals Directorate (ASD), the 
Australian Geospatial-Intelligence Organisation (AGO), the Australian 
Secret Intelligence Service (ASIS), the Australian Security Intelligence 
Organisation (ASIO) and the Defence Intelligence Organisation (DIO). To 
these six have been added the Australian Criminal Intelligence Commission 
(ACIC) and the intelligence functions of the Australian Federal Police (AFP), 
the Australian Transaction Reports and Analysis Centre (AUSTRAC) and the 
Department of Home Affairs (Home Affairs). 

This expansion followed the 2017 Independent Intelligence Review (IIR), 
which argued that the AIC’s collective tasks were growing more difficult, 
given the increasing complexity of Australia’s geostrategic environment, the 
rapid pace of technological change, and the broadening scope of security and 
intelligence challenges (Department of the Prime Minister and Cabinet 
2017). The IIR found that, while individual agencies were performing very 
well, a higher level of collective performance could be achieved by strength-
ening integration across Australia’s national intelligence enterprise (Depart-
ment of the Prime Minister and Cabinet 2017). The IIR recommended 
expansion from the six agencies of the AIC to the current ten agencies, 
and the establishment of an Office of National Intelligence (ONI), incorpor-
ating the Office of National Assessments, to lead the community (Department 
of the Prime Minister and Cabinet 2017). 
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The creation of the NIC has been matched by a substantial growth in 
budgets for Australian intelligence agencies. AIC budgets quadrupled from 
2000 and 2010 to reach AUD$1.07 billion (Richardson 2020a, p. 100). In the 
three years between 2018–19 and 2021–22 the combined publicly available 
budget of NIC agencies has grown by AUD$1.5 billion to AUD$7.1 billion, 
and staffing grew by 1,000 positions to 25,000 – noting this budget is for the 
agencies as a whole not just their intelligence functions.3 The budget for the 
six AIC agencies alone (excluding the NIC additions) grew by AUD$400 
million from 2018–19 to 2021–22, and 1,000 staff positions were added.4 NIC 
agencies also share a joint capability fund, which NIC member agencies pay 
into and can apply for larger funding to improve overall NIC capability, 
supporting gaps in technological innovation, training and other workforce 
developments (Walsh 2021). Figure 0.1 shows the agencies and their primary 
functions within the NIC. 

Figure 0.1 NIC Agencies (ONI 2017) 
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Intelligence Principles and Disciplines 

In Australia, each NIC agency has a critical, distinct and enduring function 
(Department of the Prime Minister and Cabinet 2017). More detail about 
each of the agencies and their intelligence disciplines – as well as similar 
agencies in the United Kingdom and United States of America – are listed in 
Appendix A. How emerging technologies impact their activities is specific to  
the legal framework, mission, purpose, and technological maturity of each 
agency, as well as the kinds of intelligence work they do. Despite these dif-
ferent perspectives, they have a shared interest in improving their capability 
to collect, analyse and disseminate information. 

Australia has made several deliberate, principled choices to manage the 
powers and activities of the NIC agencies (Richardson 2020a, p. 165). These 
principles have been considered over time and include, among others, the 
separations between security intelligence and law enforcement, and intelli-
gence collection and assessment; and the distinctions between foreign and 
security intelligence, onshore and offshore operations, and Australians and 
non-Australians (Richardson 2020a, p. 165). These distinctions have been 
long discussed and, arguably, blurred – with some exceptions and assistance 
between functions – but ultimately upheld. 

The three most significant distinctions in the context of emerging technologies 
are set out here. One of the most important distinctions concerns the jurisdiction 
in which intelligence collection or action takes place. Outside of exception by 
ministerial authorisation, the distinction between domestic and foreign intelligence 
collection is clear in the AIC agencies. This distinction is not as straightforward 
with the agencies added for the NIC, because a number have domestic and foreign 
missions, they are not intelligence collectors and their activities not jurisdictionally 
bound. The second distinction is how agencies are legislatively required to manage 
privacy. Three NIC agencies – Home Affairs, AFP and AUSTRAC – are bound 
to the Australian Privacy Principles of The Privacy Act 1988, which governs the 
way each agency collects, stores, uses and discloses personal information 
(Richardson 2020b, p. 22). The other seven agencies in the NIC are exempt from 
The Privacy Act 1988 completely (Richardson 2020b, p. 22). 

A third distinction is the ways information can be obtained and what it 
contains. Appendix B outlines the various disciplines, ‘types’ or means of 
intelligence collection (Lowenthal 2012). Collection can refer to collection 
agencies, or the activity of intelligence collection (Lowenthal 2012).5 Outside 
of one agency – ASIO – intelligence gathering (collection) and intelligence 
assessment functions take place in separate AIC agencies to compartmenta-
lise intelligence. For example, DIO relies on intelligence gathered by ASD 
and others to inform its assessments (Hope Royal Commission on Intelli-
gence and Security 1974–77). However, the four NIC agencies do not fit into 
this collection and assessment framework. As agencies are not directly 
named in interview data, types of intelligence, in Appendix B, are an 
important way to understand the activities of the NIC agencies. 
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The Study 

This research advances our understanding of the impacts of big data on 
intelligence agencies and national security in Australia. The principal aim of 
the book is to explore the impacts of big data for intelligence production and 
decision-making in national security. In doing so it sets out the impacts of 
big data for knowledge (the information and data needed for intelligence), 
intelligence activities and the organisation of intelligence communities. It 
demonstrates that big data has pronounced impacts on many aspects of 
national security, and our conception of what it includes, but is especially 
significant for the knowledge, activities and organisation of intelligence 
agencies. 

The overall aim of the book is to map broad themes relating to transfor-
mations in intelligence agencies and the national security environment. First, 
it considers very broad impacts on the national security environment and the 
national security threats posed by big data. Second, it moves to examine 
more specific impacts for intelligence agencies and the production of intelli-
gence. Third, it explores large themes present in society but with specific 
impacts for intelligence, including privacy, ethics and trust. A thread running 
through the book is the change that big data brings and its potential to 
transform the intelligence community and national security environment. 

Interviews: Approach, Participant Selection and Considerations 

For an emerging technology trend like big data, where research is limited, 
semi-structured interviews provide the most appropriate data collection 
method to access primary source data from national security agencies and 
personnel. They are ideal when little is known about a phenomenon (Gray 
2009; Saunders, Lewis & Thornhill 2007; Whelan & Molnar 2018; Yin 2013) 
and act as a means of developing an understanding of social phenomena in 
their natural setting. They have been successfully applied to the national 
security, intelligence and policing fields where it can be difficult to access 
primary source data.6 

Forty-seven participants from across all NIC agencies – as well as five 
independent subject matter experts – participated in semi-structured inter-
views. Interview questions followed semi-structured interview protocols, such 
as including a list of questions that were posed to all interviewees. All parti-
cipants were asked to briefly outline their background and then answer a 
mixture of common questions, and additional questions that came up 
organically.7 

Semi-structured interviews allow for a grounded theory approach which 
‘aims to make patterns visible and understandable’ (Charmaz 2014, p. 89). 
Grounded theory begins with inductive data; it involves ‘going back and 
forth between data and analysis, uses comparative methods and keeps you 
interacting and involved with your data and emerging analysis’ (Charmaz 
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2014, p. 1). Through coding, the researcher defines what is happening in the 
data and begins to grapple with what it means — developing an emergent 
theory to explain the data (Charmaz 2014, p. 113).8 

Interviewee selection used a purposive sampling design, meaning the pri-
mary focus was to obtain a rich set of data rather than a representative 
sample (De Vaus 2014). Participants were identified using snowball sampling, 
where the researcher accesses interviewees suggested by other interviewees 
and informal networks (Noy 2008). This process varied by agency. In some 
cases, agency heads were interviewed first, and after approval, additional 
participants were approached separately. In other cases, agency heads dele-
gated the process to a suitable point of contact and suggested suitable inter-
view participants. In other agencies, informal networks of the researcher, or 
the D2DCRC9 were used. In practice, it essentially became an availability 
sample (De Vaus 2014) as subjects ‘self-selected’ or ‘opted-in’ to the research. 

Interviews were conducted within all ten National Intelligence Community 
agencies as well as the oversight body, IGIS. The research involved 47 inter-
viewees, comprising 40 individual interviews and two small groups (one of 
four and one of three), identifying as either independent subject matter 
experts (ISMEs) or within government agencies as senior decision-makers 
(SDMs), operational decision-makers (ODM) or technologists (TECH). The 
breakdown can be seen in Table 0.1. 

Prior to all interviews, organisational consent was received, and the inter-
viewees were provided with a plain language statement (PLS) and individual 
consent form to ensure involvement was voluntary. After the interviews, the 
audio was transcribed and provided to participants or agencies for their 
approval to ensure against the small possibility that classified or sensitive 
material may have been inadvertently disclosed. Minor amendments were 

Table 0.1 Categories of Interviewees 

Category Number of interviewees 

Senior decision-maker (SDM) 20 
Heads, deputy heads of agency and agency head 
delegates.10 

Operational decision-maker (ODM) 10 
Typically, mid-management level employees responsible for 
leading operational decision-making and activities with 
small or large teams.11 

Technologist (TECH) 12 
Those with a technology background. 
Independent subject matter expert (ISME) 5 
Those with decades of experience in intelligence, national 
security fields and academia.12 
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made in many of the transcripts, predominantly to improve the overall flow 
of the text, clarify ambiguous points or remove specific references to organi-
sational structure or proprietary technologies. These transcripts were then 
entered into QSR NVivo 12 for analysis.13 

Ethics & limitations 

This study received ethics approval from Deakin University’s Faculty of Arts 
and Education Ethics Advisory Group and was assessed as ‘negligible risk’.14 

As a researcher with experience in the field, it is possible this impacted the 
author’s access to participants. It is possible that being perceived as an insi-
der within the broader national security community contributed to this 
access. It certainly affected the author’s approach to the research and their 
perspective. However, author’s real or perceived ‘insider’ understanding and 
status enables them to articulate the impact of big data for intelligence 
agencies in a manner only possible with an emic understanding of a culture 
(Given 2008; Pike 2015). 

This research does face limitations. First, due to the purposive sampling 
design, the views of participants are not necessarily representative of the NIC 
community. Second, their understanding of key questions and terms, such as 
‘big data’, could vary. However, the interview process mitigated this by 
asking participants how they understood the term and then providing a clear 
definition spelling out which technologies were included. Finally, the findings 
of this research may also not be generalisable to other countries – although, 
the key themes it explores are both relevant and present in other democratic 
nations, and it is highly likely that aspects of this research will be relevant 
and transferrable to similar democracies. 

Book Outline 

The book shows that big data fuels emerging technologies and is transform-
ing intelligence production specifically as well as changing the national 
security environment broadly, including what is considered a part of national 
security and the relationships intelligence agencies have with the Australian 
people. The book highlights some of the current and future transformational 
changes associated with big data in society writ large that have implications 
for the intelligence community. 

Chapter 1 establishes the big data landscape and shows how it fuels 
emerging technologies. It shows that big data has created a new landscape 
comprising data abundance, digital connectivity and ubiquitous technology. 
This chapter argues that the features of big data need to be considered 
together as a landscape to fully understand the impacts on intelligence pro-
duction and national security. In examining each of these features, this 
chapter shows how they individually and collectively as a landscape impact 
intelligence activity, operations and the community. It then shows how this 
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new big data landscape is concentrating information, computation and eco-
nomic power and that this has the potential to challenge ideas of nation-state 
security. 

Chapter 2 shows how big data challenges some of the longstanding and 
foundational principles and practices of intelligence. First, the changing practice 
of secrecy in intelligence work and activities. Second, the way the big data 
landscape impacts understandings of geographical jurisdiction, affecting the 
distinction of between operations that occur onshore and offshore, as well as 
what constitutes nationality in the context of data. Third, how emerging tech-
nologies are complicating intelligence as well as challenging the national security 
approach to innovation and the way in which intelligence agencies adopt tech-
nologies. Fourth, big data challenges fundamental principles of intelligence sto-
rage and compartmentalisation which agencies rely on to reduce security risks. 
This will be further challenged by new approaches to technology. Fifth, the big 
data landscape has created national decision-makers outside of government. 
Finally, it shows that the big data landscape has exponentially increased security 
vulnerabilities and directly challenges existing methods of assessing social harms 
and national security threats. 

Chapter 3 outlines new social harms and national security threats created 
by the big data landscape. First, this chapter charts the impacts of the rapid 
growth in data and analytics and shows how it is making these capabilities 
accessible to new actors. It shows that big data ‘democratises’ intelligence 
capabilities, making intrusive digital surveillance, profiling, influence, mon-
itoring, tracking and targeting capabilities available to a wider range of 
actors (state and non-state). Second, it shows how this is democratising sur-
veillance and creating new vulnerabilities for privacy intrusion. Third, it 
highlights the capability for asymmetrical information dominance, enabling a 
strategic advantage. It explores how disinformation and misinformation are 
challenging intelligence. Fourth, it reveals how big data drives disinformation 
and misinformation. Finally, it examines how the big data landscape enables 
information warfare as well as social and political harm. 

Chapter 4 examines the impact of the big data landscape on intelligence 
production. It outlines the impacts on the knowledge, activities and organi-
sation of intelligence agencies. This chapter shows how big data is changing 
intelligence as knowledge, including changes to the kinds of knowledge used 
for intelligence and gaps in knowledge used for intelligence, requiring a 
stronger focus on the purpose of intelligence. This section demonstrates how 
big data is changing where the knowledge and data used for intelligence 
come from and how knowledge for intelligence is received, digested and 
understood. This chapter then demonstrates the impact of big data on intel-
ligence as an activity, showing changes to the intelligence cycle broadly and 
specifically highlighting three areas that participants articulated as the most 
pressing or of the highest priority (collection and analysis as well as data 
sharing and communication of intelligence). Finally, it examines the impact 
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of big data on intelligence as an organisation, including digital transformation 
and a change to the traditional models of intelligence analysis. 

Chapter 5 analyses the impacts of big data on data privacy. The big data 
landscape has and continues to radically transform privacy across society. 
First, it builds on the extensive literature evidencing that big data is changing 
privacy norms globally and the perception that in Australia there is a need to 
rethink the privacy principles underpinning privacy laws. It looks at the way 
in which big data has changed social conceptions of privacy and challenges 
the Australian legislative framework for privacy and why this is important 
for intelligence agencies. This chapter argues the impact of big data on priv-
acy – and privacy regulation – in society at large has potential future impli-
cations for the intelligence community. Second, this chapter shows how 
privacy is temporal and the impact of ‘anonymisation’ and aggregation of 
data. Chiefly that an abundance of data and the capacity to identify, link and 
use data quickly have created the potential for privacy intrusion remote from 
the individual, in less visible ways and at any point in the future. The vast-
ness of data collectors, sellers and users has led to complex and confusing 
privacy landscape. Lastly, this chapter shows that intelligence agencies are 
differently affected by shifts in privacy. However, this research suggests that 
currently the direct impacts of big data on privacy in intelligence agencies are 
limited and predominately dependent on an agency’s role and legislative 
mandate, affecting some agencies more than others. Participants highlighted 
that the impact of big data on privacy is characterised by one significant 
distinction among the AIC collection agencies – that is, whether the agency 
has a foreign or domestic mandate. Big data is changing how some agencies 
collect, store and analyse data, particularly those subject to a legislative 
requirement to determine whether the data relates to an individual who is 
Australian. 

Chapter 6 examines how the big data landscape impacts ethics in intelli-
gence. It reveals how the big data landscape is changing established ethical 
boundaries of intelligence, including where big data will not improve intelli-
gence activities. According to participants, there are aspects of intelligence 
where big data and automation will not ever be useful and other situations 
where more testing and refinement is needed before such systems are intro-
duced. This chapter highlights ethical dilemmas of big data in intelligence 
that have not previously been studied. First, ‘ethics at scale’ – that some of 
the decisions around ethics are being automated and applied at scale in social 
contexts by private companies, which would represent a considerable ethical 
dilemma if applied to intelligence activities. Second, ethics in intelligence 
includes considering bias. This chapter indicates that intelligence practi-
tioners should be aware of the difference between cognitive bias and data 
bias as well as the intelligence challenges of incomplete data sets and the bias 
of intelligence collection itself. 

Chapter 7 shows how the big data landscape is changing public perception 
of trust, transparency, and the legitimacy of intelligence agency operations. 
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Interviewees reflect on their relationships with the public and how big data 
has and will impact that relationship. Emerging strongly from the data was a 
sense that trust is significant in the role of national security agencies in 
Australia. Participants indicated that they saw big data and the information 
ecosystem it enables as changing the relationships between intelligence 
agencies and the public. Furthermore, this chapter argues that big data 
impacts trust in the entire system of government and public service agencies 
as it is reliant on trust in the way data is collected and used across all 
government agencies, not just the national security sector. This chapter 
proposes that big data is changing the public’s perceptions of the intelligence 
community around trust, transparency and the legitimacy of intelligence 
agency operations. It unpacks how participants understand trust and the key 
concepts of trust, legitimacy and the social contract, which each emerging 
from the interview data. This chapter shows that participants perceive that 
how trust is built and developed is impacted by big data, with participants 
suggesting intelligence agencies need to align big data use with agency values 
and purpose, transparency and public engagement. 

The Conclusion reflects on the findings throughout the book and highlights 
some of the implications for policy and limitations of as well as areas for future 
research. The book reveals how the big data landscape is transforming what 
intelligence is, how it is practised, and the relationships intelligence organisations 
have with society and with each other. It shows that big data has impacts on 
many aspects of national security, including our conception of what it constitutes. 
The impact of big data is especially significant for the knowledge, activities and 
organisation of intelligence agencies. The book highlights specific impacts  for  
intelligence agencies and the production of intelligence, and then examines how 
intelligence agencies interact with each other and look out to the rest of society. 
The book details how big data is impacting the relationship between intelligence 
agencies and citizens, specifically in the areas of privacy, ethics and trust. 

Notes 
1  The NIC is comprised of the original Australian Intelligence Community (AIC) 

agencies plus four new ones. The agencies in the AIC are the Office of National 
Intelligence, Australian Security Intelligence Organisation, Australian Secret 
Intelligence Service, Defence Intelligence Organisation, Australian Signals Direc-
torate and Australian Geospatial-Intelligence Organisation. The Home Affairs 
Portfolio brings together Australia’s national and transport security, criminal jus-
tice, emergency management, multicultural affairs, and immigration and border-
related functions and agencies. Agencies within the Department of Home Affairs 
include the Australian Criminal Intelligence Commission (ACIC) and the Aus-
tralian Transaction Reports and Analysis Centre (AUSTRAC). ACIC is included 
in the NIC in its entirety, whereas the other new agencies in Home Affairs 
(AUSTRAC and the Department of Home Affairs itself and the AFP) have only 
the intelligence functions of their organisations included. 

2  While this is a UK-specific definition, a similar definition from the US defines 
national security as ‘the ability of national institutions to prevent adversaries from 
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using force to harm Americans or their national interests and the confidence of 
Americans in this ability’, from both the physical and psychological dimensions 
(Sarkesian, Williams & Cimbala 2008, p. 4). 

3  Richardson 2020a, p. 267; ACIC 2022; AFP 2022; ASD 2022; ASIO 2022; 
AUSTRAC 2022; Department of the Prime Minister and Cabinet 2020; 2022; 
Department of Home Affairs 2019; 2022. Note: These the budget and staffing 
figures exclude ASIS, DIO and AGO, as their details are ‘not for publication’. 

4  Richardson 2020a, p. 267; ACIC 2022; AFP 2022; ASD 2022; ASIO 2022; AUS-
TRAC 2022; Department of the Prime Minister and Cabinet 2020; 2022; 
Department of Home Affairs 2019; 2022. 

5  For a thorough outline of collection and collection disciplines see Lowenthal 
(2012, pp. 71–118). 

6  Examples include examinations of data science use in the United States’ Defense 
Intelligence Agency (Knopp et al. 2016), the UK police’s use of data (Babuta 
2017), and the impact of big data on the production of security in Australia 
(Chan & Bennett Moses 2017), which fell short of specifically exploring big data’s 
impact on intelligence production. Additional studies in intelligence, analysis and 
national security also utilised qualitative interview methods (Chan & Bennett 
Moses 2017; Chen et al. 2017; Coyne 2014; Ratcliffe 2012; Treverton & Gabbard 
2008; Walsh 2011; Whelan 2014). 

7  Common questions included: (i) What is your understanding of big data? (ii) 
How does big data impact on your organisation? (iii) How would you describe the 
current and future challenges and opportunities of big data? 

8  Coding was conducted line by line (Charmaz 2014, pp. 124–127), followed by 
focused coding to draw out larger concepts (Glaser & Strauss 1967, pp. 101–117). 
The final stage of the analysis involved the in-built search and frequency query 
functionality of QSR NVivo 12 to ensure no categories or data were missed. 

9  Data 2 Decisions Cooperative Research Centre provided a scholarship to partially 
fund this research. 

10  SDMs were SES2 and above in the Australian Public Service context. 
11  ODMs were mainly EL1, EL2 and SES1 in the Australian Public Service context. 
12  The five ISMEs were Stephen Merchant PSM, Dennis Richardson AC, Clive 

Lines, Ian McKenzie PSM and Dr Lesley Seebeck. In the data their comments are 
de-identified as ISME. 

13  QSR NVivo is a software designed to help researchers to gain richer insights from 
qualitative and mixed-methods data. It stores and organises data as well as 
helping researchers to categorise, analyse and visualise their data. 

14  This involved submitting a ‘low risk’ application form, the PLS and consent form 
as well as sample interview questions. The two ethical considerations of this study 
were ensuring participant anonymity, and the security of the interview data – as a 
result, all participants are anonymised, and the recordings and transcripts are 
only accessible to the author. 
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1 Big Data Landscape Fuels 
Emerging Technologies 

Big data has transformed the information environment we live in. The digital 
age is complex, challenging and transformative for intelligence agencies and 
intelligence communities globally. Big data, as well as the emerging technolo-
gies it fuels, such as artificial intelligence (AI), continue to change intelligence 
production and the national security environment. Big data ‘is less about data 
that is big than it is about a capacity to search, aggregate and cross-reference 
large data sets’ (boyd & Crawford 2012, p. 663). Whilst there are many defi-
nitions of big data, there are three foundational features relevant to national 
security: data abundance, digital connectivity and ubiquitous technology. 
Although seemingly obvious, data abundance, digital connectivity and ubiqui-
tous technology need to be considered together – as the big data landscape – 
to fully understand the current type and speed of change in intelligence pro-
duction and national security as well as potential effects of emerging technol-
ogies. The sheer abundance of data means that moments that were previously 
unrecorded are now captured, and it is possible to create comprehensive pro-
files about people, places and things from this data. Digital connectivity means 
this data can be collected and exchanged in real time. The ubiquity of tech-
nology shows how big data is core to many emerging technologies and has 
centralised information, computation and economic power. 

The features of the big data landscape examined in this section – data 
abundance, digital connectivity, and ubiquitous technology – individually 
and collectively transform aspects of intelligence production and national 
security. Because little is known about intelligence activities and agencies 
(Andrew 2018, Van Puyvelde 2018, Zegart 2022) it is necessary to define each 
of these features of big data and to understand them as a landscape. This 
helps to capture the nuanced impacts of big data on intelligence activities, 
within individual agencies and in the intelligence community as a whole – as 
well as on national security broadly. It also provides a framework to engage with 
new technologies. This chapter shows how the features of the big data land-
scape individually and collectively impact intelligence activities, operations 
and intelligence communities. Further, the book shows this new big data 
landscape is centralising information and computation power, and that this 
has the potential to change concepts of nation-state security. 

DOI: 10.4324/9781003389651-2 



Big Data Fuels Emerging Technologies 23 

The Big Data Landscape 

Big data is an amorphous and contested concept which refers to large, diverse, 
growing and changing datasets (Bennett Moses & Chan 2014; Chan & Bennett 
Moses 2016, 2017; Malomo & Sena 2016). Historical databases were con-
strained and unable to simultaneously deal with the original 3Vs – volume, 
velocity and variety (Kitchin 2014b, p. 68; Laney 2001) of big data. Increased 
computational power, new database design and distributed storage enabled 
collection and analysis of big data (Kitchin 2014b, p. 68). The 3V definition of 
big data (Kitchin 2014b, p. 68; Laney 2001) was expanded to a 5V definition 
that includes veracity (certainty and consistency in data) and value (insights 
into and from data) (Akhgar et al. 2015; van der Sloot, Broeders & Schrijvers 
2016), which includes knowledge derived from understanding data sets as a 
whole and by drawing insights using new analytical techniques (boyd & 
Crawford 2012; Kitchin 2014a; Kitchin & Lauriault 2014) 

It is the ability to combine and use large data sets for some type of deci-
sion or action that defines big data (boyd & Crawford 2012). As others have 
aptly put, ‘big data are worthless in a vacuum. Its potential value is unlocked 
only when leveraged to drive decision-making’ (Gandomi & Haider 2015, 
p. 140). Big data, as one of the building blocks of AI, is essential for con-
tinued success in the emerging technology market. Whilst the 3V and 5V 
definitions of big data are very useful ways of categorising big data for 
computer science, they do not accurately reflect the complete impact of big 
data on national security, or how it is being used, constraining understanding 
about its impact on intelligence. 

This section shows that there are in fact three foundational features of big 
data for national security: data abundance, digital connectivity and ubiqui-
tous technology,1 and that these features combined have created a big data 
landscape. These three features emerged clearly in this study as foundational 
features through which to understand the impact of big data on intelligence 
and national security. This research offers empirical evidence to deepen 
understanding of these terms as well as to present them together as a land-
scape (see Figure 1.1). Data abundance, digital connectivity and ubiquitous 
technology can be observed in wider society. Whilst they do overlap and 
intersect, they are essential to understanding the impact of big data on 
intelligence and national security. 

Data abundance is the vast and growing volume of data in society. It 
includes digitisation, datafication and the global datasphere – the summation 
of data created and shared (Reinsel, Gantz and Rydning 2018).2 National 
security practitioners have published on data abundance (Corrigan 2019; 
Gordon 2017, 2019, 2020; Symon & Tarapore 2015), also calling it a digital 
revolution (Gerstell 2019) and the information age (Coyne, Neal & Bell 2014; 
Degaut 2015; Rovner 2013). 

Digital connectivity is the ability to connect people, places and ideas 
through digital networks (BBC 2018). Pandya (2019) explores how connected 
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Figure 1.1 Features of the Big Data Landscape 
Source: Designed by Susan Beale. 

computers, networks and cyberspace have become an integral part of all 
digital processes across society. Bell (2018) connects the number of internet 
users and the notion of digital connectedness. Schwab (2017) suggests that 
digital connectivity includes billions of sensors and devices around the world 
connected to the internet. Additionally, digital connectivity includes the 
relationship between things and people made possible by connected technol-
ogies and various platforms (Schwab 2017), enabling hitherto unconnected 
agents to connect (Australian Government Productivity Commission 2016). 
Technology is a part of everyday life for all members of the community; we 
are living, working and communicating in a digitally connected world (ASIO 
2018). 

Ubiquitous technology is the pervasiveness of technology in our lives and 
the extent to which we interact with it, knowingly or unknowingly. Technol-
ogy including phones, sensors and algorithms is now so ubiquitous that 
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living without it seems impossible as it is so deeply embedded in our lives 
(Unsworth 2016). Ubiquitous technology includes artificial intelligence and 
machine learning, whether visible or invisible. 

These features combined have created a big data landscape, or ‘infrastructural 
core’, which forms the heart of the information ecosystem upon which many 
other apps and platforms are built and for which a handful of companies con-
trol the information services (van Dijck, Poell & de Waal 2018). As one of the 
building blocks of artificial intelligence, big data is essential for success in most 
emerging technology markets and understanding where it is created, used, and 
resides, and who it adds value for, is important. Data underpins the use of 
artificial intelligence in society and in intelligence. The big data landscape is 
critical because many emerging technologies rely on this framework. Automa-
tion, machine learning and artificial intelligence are possible due to data and the 
software, hardware and infrastructure systems supporting their growth. New 
technologies from generative pre-trained transformers (GPT) to quantum com-
puting to biotechnologies are inextricably linked to the big data landscape. 
Without it our digital world would cease to operate seamlessly. The next part of 
this chapter outlines the features of the big data landscape in detail. 

Data Abundance 

The global evolution from data scarcity to data abundance (Gordon 2019, 2020) 
is a key area in which big data has affected intelligence. Information has gone 
from scarce to superabundant (Cukier 2010) and scholars and practitioners alike 
have considered the changing role of information in national security as: the 
‘information age’ (Coyne, Neal & Bell 2014; Degaut 2015; Gordo 2017; Herman 
2001; Tucker 2014), ‘information explosion’ (Press 2013), an ‘infoglut’ or data 
overload (Andrejevic 2013) and a ‘digital revolution’ (Gerstell 2019). Despite 
awareness of the volume of information, the implications of data abundance on 
intelligence activities and impacts on intelligence agencies and communities are 
only just beginning to emerge (Hershkovitz 2022; Zegart 2022) and have not 
been widely, or empirically, examined. 

This research shows that the Australian National Intelligence Community 
(NIC), like most intelligence communities, is struggling to manage the 
abundance of digital data, including digitisation and datafication. The sheer 
volume and accessibility of information and variety of formats of digital 
information now available in society have unique implications for intelligence 
agencies. A theme evident from the participant interviews is that national 
security practitioners and agencies are still trying to adjust to digital trans-
formation and the data abundance that big data has created. All participants 
described the abundance of data about individuals as a profound change for 
intelligence agencies because there is now a record of almost all human 
activities that can be identified to the individual level. This section demon-
strates the impact of digitisation and datafication, then outlines ways in 
which data abundance is perceived to be transforming intelligence. 
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Digitisation 

Digitisation is the process of turning analogue information into computer-read-
able formats (Mayer-Schönberger & Cukier 2014, p. 83). It is often combined 
with the creation of new information on digital platforms. Interview participants 
organically raised digital information and indicated that many of the impacts of 
digitisation for intelligence agencies are disruptive in ways that are consistent 
with the wider societal disruption. Almost all participants highlighted the 
transformative nature of digitisation and access to digital information, noting it 
is in fact a precursor to using and applying big data-enabled technologies for 
increasingly sophisticated analysis and interpretation. One participant high-
lighted that digitisation is disruptive and challenging for intelligence agencies 
because it requires technical capacity to manage data in a digitised format: 

It’s a well understood realisation that everything is digital, but still it is 
disruptive, in many respects. You know, you can’t really do what you 
might have otherwise done and get very far without the capability or 
capacity to deal with the digital environment. And that obviously means 
dealing with large volumes of data. I guess, then, it’s starting to 
appreciate ways that you can actually go through that process of not just 
getting to data that you may need but also being able to analyse it in 
such a way that you can then determine what’s of relevance and ulti-
mately build knowledge. So, I guess that’s a realisation that is obvious 
but can be quite complex in a lot of areas. 

(SDM) 

Emerging from the participant interviews was a sense that aspects of data 
abundance, digitisation and digital information are still having disruptive 
impacts on intelligence agencies. Responding to a question about the biggest 
impact of big data on intelligence, one participant noted the seemingly self-
evident: ‘everything is being digitised, everything is readily available for a price 
or not even for a price … It is just inadvertently available’ (SDM). The impli-
cations of digital information are now widely discussed and understood in 
society; however, their impacts on intelligence production have been largely 
unexplored and underappreciated. This study shows that, while these impacts 
are largely not unique to national security – hence they are touched on only 
briefly here  – they are nonetheless significant for agencies and practitioners. 

Datafication 

Datafication – transformation of social action into online quantified data 
that enables real-time tracking and analysis – is not new (Mayer-Schönberger 
& Cukier 2014, pp. 73–97) but is increasingly sophisticated and nuanced 
(Mayer-Schönberger & Ramge 2018). The volume of data that is now recor-
ded about the world and our individual activities within it is almost 
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inconceivably large and data collection is largely inescapable (McQueen 
2018, p. 8). ‘Internet companies have come to know much more about us and 
our personal habits and tastes than any intelligence agency ever could (or 
should)’ (Omand & Phythian 2018, p. 145). 

Comprehensive profiles about individuals can be created from commer-
cially available data, which includes being able to aggregate data and identify 
individuals from data sets to a granular level – increasingly to a specific 
individual (Kitchin 2014b). Inferences are made about individuals, often 
without their knowledge, by the aggregation of data collected from seemingly 
mundane activities, including beliefs, values, preferences, psychological states, 
and intimate details. One of the paradoxes of big data is that, while it implies 
vast and impersonal data stores, data is often collected at such a granular 
level that it can be used to identify individuals (Richards & King 2013). 
Some data is individualised and some of it is collected in so-called ‘anon-
ymised’ data sets, although almost all of it can be re-identified to small 
groups or individual level (Culnane, Rubinstein, & Teague 2016; El Emam et 
al. 2009; Rocher, Hendrickx, & de Montjoye 2019; Sweeney 2015; Sweeney, 
Abu, & Winn 2013; Office of the Director of National Intelligence 2022; 
Wondracek et al. 2010). Big data has exploded the scope of personal and 
personally identifiable information (Crawford & Schultz 2014; Australian 
Government 2017) and this has major implications for intelligence agencies. 

Much of the existing research on data abundance in society has focused on 
companies monitoring, tracking and selling data about our social habits 
(Kitchin 2014b; Sadowski 2019; Zuboff 2019), due to their capacity in 
creating, storing and sharing this kind of behavioural data and in connecting 
individuals to each other, places and things. Commercial data sets are bought 
and sold by third-party data brokers, acquired by purchase from private 
companies and trawling public information generated by states, such as 
property records, voter and motor vehicle registrations, court records, and 
census data (Crain 2016). To provide a sense of perspective to the size of this 
market, just one of the thousands of data-aggregating companies that collect 
and sell personal data, Acxiom, processed more than 50 trillion data trans-
actions in 2014 (Neef 2014). As one of the largest data brokers, they claim to 
have 2.5 billion addressable people across the globe, including one database 
that has 1,500 entries on all marketable American households (Acxiom 
2018). Meanwhile another large broker, LexisNexis (2023) adds more than 
1.2 million documents a day to their database. The Office of the Director of 
National Intelligence (2022, p. 4) noted LexisNexis had 84 billion records 
and Exactis held over 3.5 billion records that are updated monthly, and 
emphasised the ‘large’ and ‘dynamic’ nature of the commercially available 
information market. 

The very fact that volumes of data about individuals exist and it is possible 
to build a comprehensive profile about people and things remotely – from 
data alone – is in fact a transformational shift for the intelligence 
community, as clearly explained by Omand and Phythian (2018, p. 145): 
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It is thus now very hard to live without leaving a digital trace as the 
private sector can widely capture personal data through, for example, 
our debit and credit card purchases, loyalty cards, and airline and hotel 
bookings, as well as the records kept by the government through border 
controls, vehicle licensing, and passports. Intelligence agencies realized 
that by mining data and overlaying data sets, it would be possible to 
answer questions – for example, about the patterns of life, the identities, and 
the locations of suspects – that would have been infeasible using analogue 
(shoe leather) methods of detective investigation. 

In this study, participants consistently stated that datafication and the 
volume of personally identifying information is transformative for intelli-
gence. Participants described the capability that big data heralds; the current 
ability to access and link pieces information is unprecedented and has pro-
found implications for intelligence activities, agencies and the community. 
One technologist explained the seemingly self-evident reality that our move-
ments are constantly recorded but also that whoever owns or can access the 
data can build a comprehensive profile of individuals from this volume of 
data: 

[Historically] if there was a taxi journey that a surveillance team picked 
up you would see the start and the end of it and you might map the 
route if it was important. However, if there was nothing suspicious on 
the route you wouldn’t bother mapping it, you’re only interested in the 
start and end point. However now, you get this huge volume of noise … 
You know, your taxi app now records your phone number, your credit 
card, where you went from, to, via, when you booked it, your other trips 
and it’s just phenomenal, all that detail. 

(TECH) 

Almost all participants highlighted the volume of data about our movements 
that is captured, collected and stored, resulting in complete (or near-complete) 
data coverage of our lives. Datafication and the ability to derive insights from 
data affects agencies throughout every stage of the intelligence cycle;3 it is evol-
ving the way that national security agencies operate. A participant commented: 

We live in a digital age and everything is captured in a digital format or 
can be analysed in a digital format, hoovered up in a way that gives you 
the ability to be able to forensically drill in on patterns, on activities, on 
relationships, on everything that humans do. 

(SDM) 

Another SDM elaborated that datafication has increased the significance of 
analytics for intelligence, including knowing what analytics and algorithms 
are required and what data you need: 



Big Data Fuels Emerging Technologies 29 

The fact that people’s lives are so integrated with technology and that 
creates various data sets and the ability for us to potentially exploit those 
for good – not for evil, although of course the potential exists for that as 
well – is really a huge advantage for intelligence. Whether it is a big or a 
small data set, the amount of information you can develop about a 
person without ever being in contact with that person is different now to 
what it was twenty years ago when I started when we relied most heavily 
on human intelligence. Now, we can build up a profile of an individual to 
a fairly detailed level, provided we have the right data and the right 
analytics to run over it. 

Data Abundance and Intelligence 

The volume of personal or personally identifying information available and 
the degree of datafication means comprehensive profiles of individuals can be 
quickly and remotely created. Participants indicated this is true for indivi-
duals, interest groups, institutions, political groups and even nation-states by 
using shipping, procurement and other data to understand nation-state sci-
ence and technology programs like nuclear or facial recognition capabilities. 
According to participants, the capability to create comprehensive profiles 
remains difficult to achieve in real time in practice for those who are not the 
original data collectors, including intelligence agencies. Participants described 
that this is because the data is collected and held in diffused and dispersed 
data sets for different purposes by a range of different entities and owners. 
Participants noted that, in some cases, it is possible to anchor personal 
information and biometrics to a person – especially where data sets are con-
nected to confirmed government identity documents (such as passports and 
driver’s licences) rather than from private data sets alone. 

Many participants raised datafication and the sheer volume of personal 
information as an enabler in detection, monitoring and tracking. There are 
counter trends to this extensive data collection, with participants highlighting 
that some groups take action to avoid digital surveillance such as using 
encrypted communications and the dark web. A number of participants 
acknowledged that this detection, monitoring and tracking can include 
intelligence officers (whether they be Australian or foreign officials) but did 
not discuss this in further detail. One participant asked: 

If we can do it, who else can do it? Hostile intelligence services but also 
commercial entities. Just the amount of information they collect for 
marketing purposes or for advertising purposes. When we are operating 
operationally and using technology we are subject to all of that collect as 
well and it could compromise the operational activity we are doing. We 
are almost at a stage where in certain, potentially sensitive operations we 
are having to disengage from technology and fall back on old, traditional 
methods to try and eliminate the electronic footprint. The same way that 
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the data provides an advantage for us, it could cause a disadvantage to 
us. 

(ODM) 

Another ODM described some of the practical challenges in relation to ter-
rorism offences, highlighting what it means to ‘know’ something in a big data 
environment: 

Once upon a time, someone may have done something with a knife [ter-
rorist attack] and we may or may not have known about them. These days 
we know about them. Somewhere within our information holdings, or on 
the internet, we probably have an aggregate of data about this person. 
Which, if we could reverse engineer and collect with other data and analyse 
in the right way, might have shown indicators and all that sort of stuff. It’s 
an interesting trade-off in terms of the opportunity that new data brings in 
terms of the analytic insights you can derive from it but also in terms of the 
new risks we have to understand and mitigate as part of our work. 

(ODM) 

Participants articulated the notion that the volume of data coverage means that 
activity may be ‘knowable’, or  ‘predictable’, with access to the right data in 
advance. How big data is changing what it means to know something, and the 
knowledge used for intelligence, is discussed in Chapter 4. For agencies with a 
domestic security function, the ability to identify potential offences in order to 
prevent major harm is clearly critical. Participants from agencies with a domes-
tic security focus expressed that they felt that if information exists (for example 
about individuals, activities or beliefs) – or can be inferred – and agencies fail to 
obtain and consider that information, they would be unable to act decisively to 
prevent harm and would be failing in their mission. 

The data collection for this research occurred over a time period including the 
Christchurch Mosque attacks in March 2019, with interviews occurring at the 
time of the attack. It is natural that interviewees referred to the intelligence 
challenges inherent in preventing domestic terrorist attacks in that time and 
context. Some intelligence agencies have access to information and indicators 
related to potential terrorist attacks already – while other participants commu-
nicated they are cognisant of potential access – and some participants described 
the challenges inherent for intelligence agencies in complete data collection about 
our lives existing in the world. Many participants also raised the challenges of 
accessing this kind of data, given the vast majority is in the private sector, as well 
as  questioning  their  ability  to do  so in an ethical and proportionate manner. 

Digital Connectivity 

Digital connectivity is ‘most visible in the myriad forms people employ to 
send, receive, broadcast, disseminate, and share information’ (Murphy & 
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Kuehl 2015, p. 72), but includes a far more extensive, less visible network 
including billions of sensors in business, manufacturing, health care, retail, 
security, transportation and ‘smart home’ devices (Intel 2020). The pro-
liferation of digital devices that are constantly connected is driven by tech-
nical advances in big data collection and analysis, storage capacity and 
transmission speeds. This is a trend towards ‘continuously collected, almost-
infinitely networkable, and highly flexible’ data (Metcalf, Keller & boyd 2016, 
p. 2). The increased computational power, new database design and dis-
tributed storage capacity of big data (Kitchin 2014b, p. 68), alongside 
increased connection capabilities, have enabled the expansion of digital 
connectivity. 

The number of devices connected to the internet has increased exponen-
tially over the past 20 years although estimates for both current and pro-
jected connections vary greatly. Intel (2014) projected that by 2020 there 
would be 200 billion devices connected, meanwhile a McKinsey report 
(Dahlqvist et al. 2019) expected numbers to reach 43 billion by 2023 – far 
higher than Ericsson’s (2022) more recent estimate of 26.3 billion in 2023, 
who predict that by 2028 that number will reach 45.8 billion. Regardless of 
which number you choose, all predict continued rapid growth, meaning 
connected technology is now increasingly a part of everyday life for 
Australians. 

The fact that the number of digital devices in the world is growing and 
connectivity between devices is increasing seems obvious enough; however, 
the implications are just beginning to be explored in the context of national 
security. The book contributes empirical research on the implications of 
digital connectivity at scale for the intelligence community and supports the 
public discussion, emerging from largely US practitioners and researchers 
(Hershkovitz 2022; Zegart 2022). Participants in this study also raised that 
digital connectivity provides the potential for real-time situational awareness, 
such as the extensive antivirus networks that are deployed globally. Gerstell 
(2019, n.p.) points out that ‘the larger antivirus vendors, with their sensors 
connected to their global corporate clients, already know more at any given 
moment about the state of networks around the world than does any gov-
ernment agency’. One participant offered insight into how that works in 
practice: 

If you think about the appliances that are deployed inside networks, they 
rely on big data and machine learning. So, if I get a Palo Alto box, 
attached to a smart firewall, it is getting pushed stuff from Palo Alto and 
their sensor network of hundreds of millions of devices that they 
correlate and push their smarts back into that box. 

(SDM) 

Another participant, whose agency has a cyber-security function, suggested 
that there were opportunities yet to be taken up: 
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If you’re asking how big data impacts our data lives here, way less than it 
should. We should have big arrays of sensors out there, dropped in net-
works of other things, at end points, host-based type sensors that are gen-
erating just incredible amounts of data that we look to find oddness and we 
are not  doing it at a scale that is sufficient for an economy such as this. 

(SDM) 

Participants in this research organically raised digital connectivity as an 
aspect of big data with global transformational potential, including for the 
NIC. Every interview included some discussion about digital connectivity, 
although participants used a range of terms such as digitally connected, 
connectivity, networked and internet-enabled mobile devices to discuss the 
concept. Most participants were knowledgeable about the role of digital con-
nectivity in providing real-time data. One ISME participant clearly articulated a 
frequently presented perspective: 

It is the internet and the hyper-connectivity of the internet that has created 
unbelievable volumes of data. This is the big data based on just the fact that 
everything’s connected and it’s generating lots of information constantly. 

Another noted: ‘we now carry a device around with us that enables us to 
communicate whenever we want to and it collects information about where 
we are all of the time’ (TECH). Participants explained that digital con-
nectivity has made the process of connecting pieces of personal information 
or personally identifying information much easier, for a wide variety of 
actors, because of metadata, the common denominator of an IP address, 
phone number or advertising identifier. 

Participants universally discussed the combination of data abundance and 
digital connectivity as transformational for the NIC. ‘Information genera-
tion, sharing, and consumption is unprecedented in its diversity, extent, 
fragmentation, and reach’ (Mazarr et al. 2019, p. 13). Indeed, the very nature 
of constant digital connectivity is that it is global and omnipresent. As one 
participant put it: 

In the old days you could lift a telephone and talk to one person or there 
was the radio broadcast, but with the internet you can post and persist 
something globally … and of course, interact in real time globally. So, in 
fact, you could talk to a billion people and communicate two-way to a 
billion people in real time. 

(TECH) 

Ubiquitous Technology 

The exponential speed of growth and adoption of technology means that 
much is yet to be understood (Schwab 2017, p. 1). The ubiquity of technol-
ogy and the type and speed of its growth has specific and significant 
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implications for the NIC. Many participants described instances where they 
felt the pace of technological change exceeded human ability (individually or 
as a community) to fully comprehend the complexity of systems, available 
and emerging technologies as well as challenges in evaluating technology and 
capability needs. One participant noted: 

Given the ubiquity of the technology, the cheapness of the technology 
and the level of transformation around the technology, my view is that 
its impact will be vastly more fundamental [to society and national 
security] than most people believe. 

(SDM) 

Pandya (2019) outlines how connected computers, networks and cyberspace 
have become ubiquitous technologies, becoming an integral part of all digital 
processes across society. Many activities and processes are now controlled or 
go through cyberspace and this fundamentally changes the security land-
scape for humanity, creating unprecedented interconnectivity – and vulner-
ability (Pandya 2019). One participant articulated the complexity of 
technology ubiquity for understanding impacts: 

Broadly speaking I have to say it [big data] is going to impact on 
national security, intelligence agencies and the public sector in ways that 
people in it don’t yet comprehend. Or probably can barely imagine – I 
include myself in that. If it doesn’t then we are not doing our job 
properly. 

(TECH) 

Another technologist participant explained that our understanding of 
technology is nascent: 

The purposes to which big data as a phenomenon and a thing can be put 
have nowhere near been fully explored. The positives to our collective 
mission – the security and safety of Australia – are yet to be fully 
understood but have all the potential in the world. 

(TECH) 

The type and speed of adoption of transformative technologies is often con-
sidered in isolation from the maturity and sophistication of systems. Indeed, 
as they are ‘so deeply embedded in our lives and have so much power in 
society that it is easy to forget many are barely older than teenagers’ 
(Hammond-Errey 2022). This was clearly articulated by an NSA official and 
is representative of the views of the research participants: 

We all sense that we are on the cusp of unimaginable technological 
changes. Cell-phones and the internet seem of such manifest utility that 
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we take them for granted, but that is only because they have become so 
central to our daily lives, not because they have been around forever … 
Google started in 1998. YouTube is only 14 years old, and the iPhone is 
merely 12 years old. The digital revolution thus far is distinguished by its 
ability to become ubiquitous in our daily personal and commercial lives 
in an astonishingly rapid time. 

(Gerstell 2019, n.p.) 

Concentrated Data and Computational Capacity Shifts Economic and 
Geopolitical Power 

Digital infrastructure is the backbone of our societies. The big data land-
scape has concentrated unprecedented information, computational and eco-
nomic power within a small number of private companies, which is causing 
shifts in geopolitical power. This is transforming the relationships they have 
with nation-states and arguably challenging conceptions of national security. 
The technology sector has become increasingly dominated by a small number 
of companies, concentrating information flows, critical data sets and techni-
cal capabilities (Andrejevic 2013; Cohen 2017; Edward 2020; Moore 2016; 
van Dijck, Poell & de Waal 2018), including computing power essential for 
functioning democracies (Richmond 2019; Watts 2020). The dominance of 
these companies has handed them scale and influence akin to nation-states 
(Lehdonvirta 2022, p. 3). 

The ‘epicenter of the information ecosystem that dominates North Amer-
ican and European online space is owned and operated by five high-tech 
companies, Alphabet-Google, Facebook, Apple, Amazon, and Microsoft’ 
(van Dijck, Poell & de Waal 2018, p. 6). These companies have monopolised 
aspects of the big data landscape of data abundance, digital connectivity and 
ubiquitous technology. These five companies are therefore able to control 
what van Dijck, Poell and de Waal (2018) call the node of global information 
services, in a way that participants in this study suggested was previously 
limited to telecommunications companies – assets that were historically gov-
ernment owned (Howell & Potgieter 2020). In an interview on the author’s 
podcast series, Technology and Security (2023), Sue Gordon argued that 
there are number of companies who are ‘the biggest non-state actors globally, 
and they do shape organisations, and they do shape activities.’ One partici-
pant in this study outlined this view that was frequently expressed by 
participants: 

Yes. We’re moving to an era where the nation-state is challenged by 
companies, or groups, or data providers essentially that own more data – 
like Amazon – who have far more knowledge and power over citizens 
than the government … That’s a concern and something needs to be 
done about it, although perhaps we’ve missed that opportunity to take 
some of the power from those companies … But the essential services 
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you can’t opt out of … Once all your essential services run on that 
system you can’t opt out. 

(ISME) 

Immense volumes of data – and computational capacity – are what Alpha-
bet-Google, Apple, Meta, Amazon and Microsoft all have in common 
(Mazarr et al. 2019; Neef 2014; Zuboff 2019), despite offering a variety of 
different services (Lotz 2018). They are described as ‘data behemoths’ 
(Zegart 2022) and the ‘infrastructural core’ (van Dijck, Poell & de Waal 
2018) because they form the heart of an information ecosystem upon which 
other platforms and applications are built. Most internet users – government 
agencies included – are dependent on these companies at some level for their 
infrastructural information services (Cohen 2017; Moore 2016; van Dijck, 
Poell & de Waal 2018) including for computing power (Lehdonvirta 2023). 
Of significance is that not only do these companies have a concentration of 
data, they also largely own the most data storage centres and have advanced 
analytics and computational capabilities. China has a similar set of compa-
nies in AliBaba, Baidu, Tencent, Bytedance, and Meituan, whose reach 
through platforms like AliExpress (AliBaba’s platform for cross-border 
audiences) and Bytedance’s TikTok – having reached one billion monthly 
active users globally in September 2021 – has grown rapidly (Guoli & Li 
2022; Kemp 2023, TikTok 2021). 

According to participants in this study, contemporary power is in and 
through information and computing power which is centralised within com-
panies that have monopolised the big data landscape of data abundance, digi-
tal connectivity and ubiquitous technology. The changing big data landscape 
has and will continue to alter national security by changing power in society: 

My view is that it [big data and AI] will become the new arms race … 
The balance of power is shifting away from the nation-state towards 
companies that hold the most power, Google, Facebook, AWS [Amazon 
Web Services] … They can start talking about how they could break up 
Facebook, but good luck with that. 

(SDM) 

Participants described how concentrated data and computational capacity 
has contributed to practical changes for the intelligence community with an 
increase in decisions impacting national security being made in the private 
sector, explored in Chapter 2 of this book. Additionally, many participants 
described this shift as portending significant new social harms – and exacer-
bating existing ones – outlined in Chapter 3 as well as requiring changes to 
the existing methods of assessing national security harm and threat, outlined 
in Chapter 2. 

Santesteban and Longpre (2020) demonstrate how data and the ability to 
analyse it endows substantial market power to only the largest online 
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platforms. Moreover, as noted in the UK Government’s Independent Review 
of The Future of Compute (Ghahramani 2023), the compute these platforms 
rely on is geographically concentrated. Australia has reportedly 0.88% of the 
world’s compute capacity as of November 2022, and the United Kingdom 
only 1.3% – while the top five countries (the United States, Japan, China, 
Finland, and Italy) have 79.1% (Top500 2022). Past efforts to change this 
balance, such as France’s publicly funded sovereign cloud project that began 
in 2009, have been unsuccessful, with France’s newly announced effort 
involving partnerships with large US companies (Lehdonvirta 2023). Partici-
pants in this study suggested that such dominance impacted the national 
security conception and challenged the status quo: 

The largescale data owners, Facebook, Google, Amazon, have chal-
lenged the nation-state for quite a while … It’s not without reason that 
people like Elon Musk are concerned with the advent of AI that it’s 
going to be the destruction of a number of nation-states. 

(TECH) 

Companies that have monopolised data abundance, digital connectivity and 
ubiquitous technology control global information flows and services. Addi-
tionally, they have massive and unprecedented economic power (Lee 2021; 
Moore 2016; Fernandez et al. 2021; Santesteban & Longpre 2020). The top 
five American technology companies (Alphabet-Google, Apple, Meta, 
Amazon and Microsoft) had cumulative revenues of US$1.1 trillion in 2022, 
although their market capitalisation has dropped from a high of US$9.5 
trillion in 2021 to US$7.7 trillion in April 2023 (Lee 2021; Wall Street Jour-
nal 2023a, 2023b, 2023c, 2023d, 2023e). Their combined market capitalisa-
tion in 2021 was more than six times the size of Australia’s gross domestic 
product (US$1.55 trillion), while their revenues were almost twice the total 
revenue of the Australian governments (US$586 billion) in the same year 
(Australian Bureau of Statistics 2023; World Bank 2023). Participants spoke 
of the challenges they saw in this commercial power: 

I am pointing out is that an individual has more capacity in space now 
than nation-states. He [Elon Musk] has put up sixty satellites, the first of 
a couple of thousand, to provide global internet. A government could do 
that! 

(SDM) 

The pandemic further accelerated digitalisation in society and contributed to 
widening power asymmetries between users, government and large technol-
ogy companies (Véliz 2021). The value of goods that passed through 
Amazon in 2022 (US$514 billion) exceeded the gross domestic product 
(GDP) of many countries – it’s 2021 revenue figure would place it in the top 
30 countries for GDP (Amazon 2023, p. 23; World Bank 2023). Amazon’s 
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fees for merchants in 2022 brought in more revenue (US$117 billion) than 
most states do through taxation (Lehdonvirta 2022, p. 3). Moreover, these 
companies have taken on key functions akin to the judicial systems of 
nation-states – eBay rules on more financial disputes (60 million) per year 
than any court outside of the United States hears on an annual basis 
(Lehdonvirta 2022, p. 3). 

Speaking to the power and capabilities of companies that have con-
centrated data and computational capacity, participants raised the global 
nature of technology and highlighted challenges in mitigating threats and 
regulating activities. 

We can’t regulate big data that’s managed overseas. We can’t manage 
something that someone from a covert area or someone from another 
country can come on and write something or do something that’s going 
to influence our people. We can’t regulate that. You can try but you 
really are running behind a very fast-moving train. 

(TECH) 

Several participants highlighted that one of the key challenges of the big 
data landscape is regulating the global nature of data, information and 
computational power and that this complicates their ability to understand 
and manage national security threats: 

I suppose one of the big challenges with big data is that it operates 
globally and so our nation-states have a problem dealing with it … It’s a  
bit like putting security on the internet. It’s an afterthought. They’re 
trying to put nation-state regulation on big data and the internet, and it 
is actually hard. 

(ISME) 

Big data has transformed the information environment we live in. The type 
and speed of technological transformation in society has radical implications 
for intelligence communities globally. The first section of this chapter showed 
how the big data landscape of data abundance, digital connectivity and ubi-
quitous technology impact on intelligence and how these features have cen-
tralised power. Although seemingly obvious, data abundance, digital 
connectivity and ubiquitous technology form a landscape through which to 
unpack how big data impacts intelligence. Data abundance means there are 
now records of moments that were previously unrecorded and it is now pos-
sible to create profiles about people, places and things from this data. Digital 
connectivity means that this data is collected in real time, altering intelligence 
processes. The ubiquity of technology shows how big data is involved in 
many emerging technologies and has centralised information, computation 
and commercial power. The features of the big data landscape examined in 
this section – data abundance, digital connectivity, and ubiquitous 
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technology – show that it transforms aspects of intelligence production and 
national security. 

Notes 
1  I first heard this coalescence of terms used by former US intelligence practitioner 

and leader Sue Gordon. In subsequent communications, she confirmed that to the 
best of her knowledge this grouping was her own construction. 

2  According to Reinsel, Gantz and Rydning (2018) there are three primary locations 
where digitisation is happening and where digital content is created: the core (tra-
ditional and cloud data centres), the edge (enterprise-hardened infrastructure like 
cell towers and branch offices), and the endpoints (PCs, smart phones and IoT 
devices). The summation of all this data, whether it is created, captured or repli-
cated, is called the global datasphere, and it is experiencing tremendous growth. 
IDC predicts that the global datasphere will grow from 33 zettabytes (ZB) in 2018 
to 175 ZB by 2025. 

3  The term ‘intelligence cycle’ (Coyne 2014; Hulnick 2006; Lowenthal 2012; Marrin 
2009, 2014) is shorthand for the process undertaken by intelligence agencies and is 
structured model of producing advice for decision-makers. It is also sometimes 
referred to generally as intelligence analysis (Lowenthal 2012; Odom 2008). The 
stages of the intelligence cycle vary (depending on jurisdiction, agency, task and 
even analyst) but generally include, in some form, direction, collection and col-
lation, analysis, production, dissemination and evaluation (Agrell 2012; Betts 2009; 
Australian Criminal Intelligence Commission 2012; Davies, Gustafson & Rigden 
2013; Davies 2004, 2010; Dupont 2003; Gill 2009; Hulnick 2006; Johnson 2005; 
Kahn 2009; Lahneman 2010; Lowenthal 2012; Marrin 2014, 2017; Ratcliffe 2012; 
Heuer & Pherson 2015; Rolington 2013; Thomas 1988; Treverton & Gabbard 
2008; Vandepeer 2011). 
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