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4Q User Guide

Introduction
Load cardiac MRI studies and view them in 2D, 3D and movie formats. Segment tissue
objects in an initial image and automatically propagate results from there to all images.
Volumetric analysis results are automatically calculated and presented in a curve display
format. Examine tissue objects and assign your own labels. After multiple examinations,
objects will be recognized automatically and given your assigned labels. Observations are
kept in separate recordings for recall.

The Interface
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A dissection paradigm is used to guide the placement of menus, windows, toolbar buttons,
and toolbar text selections. The single window with a black background is a dissection pan.
Mouse and cursor clicks and drags are used to rotate 3D tissue objects, including movie
displays and “dissect” segmented 2D tissue objects.

A “brain” is capable of learning, recognizing, and labeling tissue objects. Training
observations or “lessons” are accumulated and “remembered” in user-defined files.

File Menu

Load DICOM-formatted study acquisition image sets. Images are displayed immediately in
the dissection pan for viewing and segmentation.
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View Menu

Display defaults to the original RAW 2D format after loading. The 3D format displays slice
images in a stack that can be rotated manually in the vertical dimension. 3D can be zoomed
in or out with the designated keyboard keys. 4D displays 2D or 3D as a movie. Move the
image display up, down, left, or right with the arrow keys. Toggle the slice order in any multi-
slice format.
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Dissection Menue

One Touch means you can “touch” any tissue part you see by positioning the cursor over
the part and clicking the mouse. A color-coded region is created by expanding from the
one-touch location to the surrounding edge pixels and displayed over the part area. This
defines segmentation of a tissue part and creation of a tissue object in the computer. Tissue
objects can be disjoint because multiple parts of the same tissue may be visible. Segment
each disjoint part separately using one touch.

Use Annulus to segment the myocardium. This is a work in progress.

Propagate a segmentation to a single slice through all multiphase volumes or all slices in all
volumes. Do not do both. You’ll get additional disjoint tissue objects.
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Dissect a tissue part by clicking and dragging the cursor through the object on the screen.
Select any piece with the mouse and cursor to remove it. Button counterparts are in the
toolbar for easy access. All slice or volume objects can be removed as desired. The tissue
objects shown here do not require any dissection. Be careful what you dissect.
Segmentation might be trying to tell you something. Only remove obvious defects.
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Volumetrics
Image slices displayed in 2D ignore the thickness and spacing of the slices. Each “pixel” in
the slice is actually a voxel. A voxel volume is the pixel area times slice thickness or slice
spacing. Total object volume is the sum over the stack of slices. Here is the voxel volume
calculation code. Slice thickness, slice spacing, and pixel spacing are taken from the
DICOM metadata.

/// Compute voxel depth and volume
func computeVoxelVolume() {

if slices.count == 1 {
voxelDepth = slices[0].thickness

} else if sliceSpacing != 0 {
voxelDepth = sliceSpacing

} else if sortedSlices[0].scaledLocation != 0 {
voxelDepth = abs(sortedSlices[1].location - sortedSlices[0].location)

} else {
voxelDepth = 0

}
voxelVolume = slices[0].pixelSpacing1 * slices[0].pixelSpacing2 * voxelDepth / 1000.0

}

This is what a slice edge looks like.

Use Volumetric Curves in the View Menue to display curves and volumetric parameters.
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Brain Menu

The brain in the computer (I call him/her Clyde/Claudette) is capable of perceiving tissue
parts and creating tissue objects. It has way more than the 200 nerve cells a tardigrade has
(~200) but about half that of the brainy fruit fly (139,255 neurons). A single eye has a retina
with a fixed visual field of view (FOV) and no lens. Receptor neurons cover the entire field.
Fovea receptors are in the center, and peripheral receptors surround FOV receptors.

Each neuron has a number of dendrites for input and a single axon for output. Neurons
perform simple analyses of dendritic input and fire pulses out of their single axon to other
neurons. A receptor neuron has a single dendrite that receives a pixel intensity value, which
it transmits to perceptor neurons. Perceptor neurons collect these values and distribute
them to edge detection and eye movement neurons for final or looping forms of processing.

The brain has to be taught to recognize tissue parts. Once a tissue object is created, the
user selects the object with the mouse and cursor and activates receptor neurons that
sense the object discriminator values. A set of discriminator values is transmitted to the
recognizer neurons as an observation. Recognizer neurons are accessed, labeled, and
taught with a number of observations determined by you. Recognizer neuron observation
data are stored in memory in user-defined memory files. Memory files are automatically
updated.
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Create a new memory file or recall an existing one. Memory files have a .4qm file extension.
To add an observation, first select a tissue object with the mouse and cursor. Use the menu
item to access a recognizer and add the observation. The user can select an existing
recognizer or label a new one. A set of tissue object discriminator values is sensed and
written to memory as a recognizer observation. The statistical distribution of these values
can then be displayed. At least 3 observations are required to attempt recognition of a
tissue object. Select and examine any other object. If it is recognized, the recognizer label
will be displayed. The observation used to examine can be added to a new or existing
recognizer.

The brain is capable of sensing tissue parts and creating tissue objects using a saccadic
eye movement model. The starting location is the center of a selected image. The brain will
sense the periphery for a part's location, create a tissue object, and step from there. Each
object is automatically recognized and labeled. Here are some results from early
development.
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The two blood pools in this three-slice volume were recognized and
labeled automatically. Saccadic eye movement took 4 steps and
recognized the left and right blood pools. The other two tissue objects
were not recognized. The brain was taught to recognize only the left or
right blood pools.
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