
We considered several scenarios to examine the effects of parameters
on RE. We first fixed the sample size at 50, and changed other
parameters to reflect the change in the degree of relationship between
the predictor and outcome. From the plots below, we could see that as 𝛼𝛼

increases, given 𝛾𝛾 and 𝛽𝛽 are fixed, the RE increases, implying the
gradual improvement in the performance of CS. However, SRS is still
better since RE < 1 for all values of alpha. When we increase 𝛽𝛽, while
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Motivation and Objectives

Background
Nonprobability sampling methods do not involve random selection of the
population members. Therefore, not all members of the population have
a chance of being in the sample. As such, it is difficult to know if the
sample reflects the distribution of the larger population, creating the
issue of non-generalizability of research findings. Thus, probability
sampling is superior to nonprobability sampling. However, in some
circumstances, probability sampling may not be feasible, practical, or
theoretically sensible. In such cases, nonprobability sampling methods
are implemented. They are cost- and time-effective, easy to use, and
can be utilized with a small population.

CS, which is also known as Haphazard or Accidental sampling, involves
collecting a sample via the easiest possible manner, which often occurs
at one location and time with whomever is available. Some potential
respondents may accidentally be missed or unconsciously avoided.
There is a high chance that a convenient sample could under- or over-
represent the target population.

Methods
We conducted a Monte Carlo simulation with 10,000 iterations to
compare the bias and relative efficiency (RE) of the sample mean
obtained from SRS vs CS. For the CS, we defined

so that the selection probability becomes 𝑃𝑃 𝑆𝑆𝑗𝑗 = 1 = 𝑝𝑝𝑗𝑗 for j=1,2,…,N.
For population size, we considered N=5,000. We assumed that the
relationship between the outcome Z and the covariate X is given by the
equation

Results

Results (cont.)
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While many flaws of CS are already known, this method is still frequently 
implemented due to its low cost and ease of implementation. Our study 
confirms that the bias and the MSE of the sample mean from CS is 
higher than that of SRS. As a result, CS should perhaps be limited to pilot 
studies where very little on the study topic is known. The results could 
then serve as preliminary data, and help to determine better sampling 
designs for future studies. As we showed here, CS is not a reliable 
sampling method to be depended upon for large-scale research studies 
where statistically significant results and major decisions will be made. 
Due to its un-probabilistic nature of the  data collection process, CS 
results in biased estimates with large variances.

Many different sampling methods exist, and each has its own merits. 
Typically, nonprobability sampling is cheaper and easier to implement. 
In this study, we compare what effect nonprobability sampling 
(particularly convenience sampling) will have on the sample mean, 
especially in regards to bias and efficiency, as opposed to probability 
sampling. This study aims to better understand if there is truly a 
significant enough difference in the results to justify implementing one 
method over another. By designing a Monte-Carlo simulation, this 
study compares the bias and efficiency of the sample mean obtained 
from convenience sampling (CS) and simple random sampling (SRS).

keeping 𝛼𝛼  and 𝛾𝛾  fixed, we see the gradual improvement in the 
performance of SRS over CS. This is expected since  when 𝛽𝛽 increases, 
the relationship between the outcome and the covariate increases. 
Similarly, when we increase 𝛾𝛾 while keeping 𝛼𝛼 and 𝛽𝛽 fixed, the RE values 
get smaller, indicating that SRS is performing better (or, equivalently 
indicating that CS is doing worse). Next, we fixed all the parameters (𝛼𝛼,𝛽𝛽,
𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾) and increased the sample size to see the effect of sample size.      

convenience sample. To select the convenience sample, we assumed 
that the relationship between 𝑝𝑝𝑗𝑗 and the covariate X is given by

and considered various values for the parameters 𝛼𝛼,𝛽𝛽, 𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾.  We 
calculated the selection probability by using the formula

and generated sj ~ Bernouilli(pj). If 𝑠𝑠𝑗𝑗 = 1 then the subject 𝑍𝑍𝑗𝑗  was 
selected to the convenience sample, otherwise the subject 𝑍𝑍𝑗𝑗  was not 
selected (for j=1,2,…,N). We calculated the sample means for SRS (�𝑦𝑦𝑆𝑆𝑘𝑘) 
and convenience sample (�𝑦𝑦𝐶𝐶𝑘𝑘) in each iteration. The empirical biases 
and variances, as well as the empirical mean square errors (MSEs) and 
relative efficiencies were calculated from the following formulas

Methods(cont.)

From the plot given on the left 
we see that as the sample size 
increases, the RE values still 
decrease, i.e., even if we 
enlarge the sample size, the 
results from the CS are still not 
accurate. In other words, CS 
still does not provide an 
accurate reflection of the true 
population; SRS still provides 
smaller MSE as the sample size 
increases. Note that, although

𝑠𝑠𝑗𝑗 = �1, if subject 𝑗𝑗 is selected 
0, if subject 𝑗𝑗 is not selected

𝑍𝑍𝑗𝑗 = 𝜃𝜃 + 𝛽𝛽𝑋𝑋𝑗𝑗 + 𝜖𝜖𝑗𝑗 (1)

where the covariate and the error term were generated from 𝑋𝑋~𝑁𝑁(0,1) 
and 𝜖𝜖~𝑁𝑁 0,1 , and 𝜃𝜃 was set at 10. We generated the population from 
(1). Then for  each iteration we selected a simple random sample and a 

ln
𝑝𝑝𝑗𝑗

1 − 𝑝𝑝𝑗𝑗
= 𝛼𝛼 + 𝛾𝛾𝑋𝑋𝑗𝑗

𝑝𝑝𝑗𝑗 =
e𝛼𝛼+𝛾𝛾𝑋𝑋𝑗𝑗

1 + e𝛼𝛼+𝛾𝛾𝑋𝑋𝑗𝑗

𝐵𝐵𝐵𝐵𝑎𝑎𝑠𝑠(𝑆𝑆𝑆𝑆𝑆𝑆) =
∑𝑘𝑘=1
10,000 �𝑦𝑦𝑆𝑆𝑘𝑘 − �̅�𝑍

10,000
𝐵𝐵𝐵𝐵𝑎𝑎𝑠𝑠(𝐶𝐶𝐶𝐶𝑎𝑎𝐶𝐶) =

∑𝑘𝑘=1
10,000 �𝑦𝑦𝐶𝐶𝑘𝑘 − �̅�𝑍

10,000

𝐸𝐸𝐸𝐸𝑎𝑎𝐸𝐸(𝑆𝑆𝑆𝑆𝑆𝑆) =
∑𝑘𝑘=1
10,000 �𝑦𝑦𝑆𝑆𝑘𝑘 − �̅�𝑍 2

10,000
𝐸𝐸𝐸𝐸𝑎𝑎𝐸𝐸(𝐶𝐶𝐶𝐶𝑎𝑎𝐶𝐶) =

∑𝑘𝑘=1
10,000 �𝑦𝑦𝐶𝐶𝑘𝑘 − �̅�𝑍 2

10,000

𝑀𝑀𝑆𝑆𝐸𝐸 𝑆𝑆𝑆𝑆𝑆𝑆 = 𝐵𝐵𝐵𝐵𝑎𝑎𝑠𝑠(𝑆𝑆𝑆𝑆𝑆𝑆)2 + 𝐸𝐸𝐸𝐸𝑎𝑎𝐸𝐸(𝑆𝑆𝑆𝑆𝑆𝑆) 𝑀𝑀𝑆𝑆𝐸𝐸 𝑆𝑆𝑆𝑆𝑆𝑆 = 𝐵𝐵𝐵𝐵𝑎𝑎𝑠𝑠(𝑆𝑆𝑆𝑆𝑆𝑆)2 + 𝐸𝐸𝐸𝐸𝑎𝑎𝐸𝐸(𝑆𝑆𝑆𝑆𝑆𝑆)

𝑆𝑆𝐸𝐸 =
𝑀𝑀𝑆𝑆𝐸𝐸 𝑆𝑆𝑆𝑆𝑆𝑆
𝑀𝑀𝑆𝑆𝐸𝐸 𝐶𝐶𝐶𝐶𝑎𝑎𝐶𝐶

not presented here for conciseness, we observed similar results when we 
compared biases from SRS and CS: as 𝛼𝛼 increases, there is a gradual 
improvement in the bias from CS. However, when 𝛽𝛽 or 𝛾𝛾 are increased, 
the biases from SRS are much smaller than the biases from CS.
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