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ABSTRACT: 

Due to time constraints, construction contract parties often skip thorough contract risk 

assessments, leading to costly disputes during project execution. While Large Language 

Models (LLMs) can aid slow manual analysis, their reliance on domain-specific data limits 

effectiveness. This study explores Retrieval Augmented Generation (RAG) techniques with 

LLMs like GPT4 and Llama2-70B. Testing 38 models on two contracts, the study found 25% 

to 76% accuracy. Challenges included contextual ambiguities and domain-specific meanings, 

suggesting that high accuracy requires tailored RAG-LLM combinations to address 

construction contract complexities effectively. 
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Construction contracts govern employer-contractor relationships, but time constraints during 

bidding often prevent thorough analysis, leading to risks like disputes and cost overruns. The 

time available for the complete process until bid submission varies from one project to 

another, ranging from a few days to a few months. However, the bigger problem is that the 

bidder is involved in bidding on many other projects simultaneously and cannot devote 

sufficient time to thoroughly analyse the bid documents (Eken 2022). Lack of sufficient time, 

coupled with the time-consuming manual risk assessment process (Khalef and El-adaway 

2021), results in suboptimal risk reviews, often leading to interpretation differences, conflicts, 

claims, and disputes during the project execution stage (Iyer 1996). Further, ambiguous 

clauses and poor risk allocation contribute to delays and blame-shifting. AI tools, like RAG, 

could improve risk assessment by analysing contracts efficiently, but challenges such as the 

need for large training datasets and skill gaps persist. This study explores RAG as a 

promising solution for improving contract management and mitigating risks without requiring 

extensive training data. 

LITERATURE REVIEW AND GAPS: 

Choosing LLMs for the study 

This study classifies language models (Zhao et al. 2023) into categories of closed (e.g., 

GPTs (Saka et al. 2023b)) and open (e.g., Zephyr, Llama). Zephyr 7B (Tunstall et al. 2023a) 

and Llama2-70B (Touvron et al. 2023) were selected for an RAG-based tool based on strong 

performance and Reinforced Learning with Human Feedback (RLHF) alignment. GPT-4 was 

chosen as the best-performing closed model and aligned with RLHF (Tunstall et al. 2023a). 

Models for Contract Risk Assessment 

Automatic assessment of risks in contraction contracts has gained significant traction 

in the last decade, thanks to advancements in Natural Language Processing (NLP). Initially, 



rule-based NLP algorithms were developed to identify problematic areas of construction 

contracts like the extraction of poisonous clauses (Lee et al. 2019), exculpatory provisions 

(Padhy et al. 2021), and the assessment of the extent of a party’s obligations (Agrawal et al. 

2021). Along these lines, (Choi and Lee 2022) used an ontological semantic model and Bi-long 

short-term memory techniques to assess risks in the bid documents of Engineering, 

Procurement, and Construction (EPC) projects. However, due to the inherent complexity of the 

contract document's structure, it was challenging to define a set of comprehensive rules to 

extract required information from a contract automatically. Additionally, rules were often 

defined by referring to some well-known standard forms of contract (like the International 

Federation of Consulting Engineers or FIDIC), limiting the generalizability of such models 

(Lee et al. 2020; Serag 2010). Realising the need to understand the subtle semantic and 

syntactic challenges associated with understanding the text used in construction domains 

(Okonkwo et al. 2023, in the context of information extraction from building regulation 

documents, evaluated word embeddings and transformers for their ability to identify and 

extract semantic regularities in domain-specific documents and noted that certain models, when 

trained and curated with domain-specific information, can indeed aid in successful extraction 

of data from a given document. Some articles specifically focus on certain aspects of extraction, 

like extracting party obligations (Al Qady and Kandil 2010) and scheduling requirements 

(Hassan and Le 2022). Taking a cue from studies in the legal domain (Al Qady and Kandil 

2010) developed a rule-based model to extract party obligations, highlighting the need to 

generalise the model capabilities for various querying styles. Still the Rule based Algorithms 

are not robust enough to solve the risks which opened the way for domain-specific models 

(Jayakumar et al. 2023; Zheng et al. 2022), word embeddings, and transformers improved 

semantic extraction. LLMs and classification models (Chakrabarti et al. 2018; Hassan and Le 

2021) aid in summarization (Xue et al. 2022) and contract management (Saka et al. 2023a), 



with RAG showing promise for better search and retrieval in construction contracts. Recently, 

a study in the context of automated compliance checking by (He et al. 2025) proposed using 

an improved retrieval-augmented generation (RAG) framework to conduct question-answering 

(QA)-based construction quality checks. The framework contains a novel hybrid search engine 

that integrates term frequency-inverse document frequency (TF-IDF)-based keyword search 

with text-embedding search to facilitate domain semantic-aware regulation information 

extraction. Another recent article employed LLM and RAG to assess risks in a construction 

contract document with an accuracy of 76.7% (He et al. 2024). However, continuous 

development in RAGs and LLMs can be explored further to understand if improvements could 

be made.  

RAG and Advanced RAG 

In Retrieval-Augmented Generation (RAG) (Lewis et al. 2021), contract documents are 

stored as embedding vectors in a Vector Database. When a query is made, it is converted into 

an embedding and searched using semantic similarity. Matching document sections are 

retrieved and provided as context to a Large Language Model (LLM) for a response. The 

pictorial representation of the RAG process is shown in Figure 1.  

 

Figure 1: RAG process with manual validation 



Recent RAG advancements, including Prompt Techniques (Tang et al. 2024), Constitutional 

AI (Bai et al. 2022), Contextual Compression (Witteveen n.d.), and Sentence Window (Yang 

2023), aim to improve response accuracy. These methods, not yet tested on construction 

contracts, are considered in the study, making them more sophisticated than basic embedding-

based retrieval.  

Research Gaps 

AI and Machine Learning have potential in construction contract management, but 

limited research and publicly available training data (Choi and Lee 2022; Zheng et al. 2022) 

hinder progress (Ghimire et al. 2023). Rule-based models (Choi and Lee 2022) face challenges 

due to contract drafting styles, while RAG models offer flexibility by retrieving relevant 

information without predefined rules, improving accuracy. Certain provisions in construction 

contracts may pose risks when linked to other clauses, but current AI struggles to identify these 

interconnected risks (Abdul-Malak and Jamileh 2019). Further, implicit contract risks arise 

from missing details (Lee et al. 2020, 2023; Serag 2010), leading to disputes. Existing studies 

focus on standard contracts, but bespoke contracts may not fit these templates. Moreover, a 

challenge in developing a user-question-based retrieval algorithm for contract risk assessment 

is the variability in how users phrase questions and how contractual provisions are structured, 

depending on their experience, expertise, and jurisdiction. RAG, by design, should 

accommodate this variability in prompts and contexts. Finally, ambiguity detection (Wu et al. 

2022) in construction contracts is crucial but challenging, involving both word-level (Anish et 

al. 2019) and document-wide ambiguities. Current research emphasizes document comparison 

(Candaş and Tokdemir 2022; Roshnavand et al. 2019; Zhang and Ma 2023), not single-

document detection. While fully automated tools are still developing, an information retrieval 

tool could simplify ambiguity detection, but further studies are needed to assess its 

effectiveness for contract analysis. RAG can potentially assist users in overcoming the above 



gaps. However, RAG and its advanced variations, combined with LLMs, have not received 

much attention in assessing risks in construction contracts.  

METHODOLOGY: 

A six-step methodology is followed in this study to generate answers to a set of user 

questions on a given contract document.  

Step 1: Create a set of user questions with human-generated answers 

The General Conditions of Contract (GCC) document of a public sector firm involved 

in Indian railway infrastructure projects is analysed. A set of 20 questions covering key contract 

provisions is created. Two of these questions are repeated with slight modifications to test the 

model's sensitivity to phrasing. The correct answers are manually recorded to ensure 

consistency when comparing responses. 

Step 2: Testing LLM robustness without a context 

The 20 questions are fed as zero-shot prompts (zero-shot prompts are questions fed into 

the LLM without providing any context to understand if the LLM is pre-trained with adequate 

data to respond without the need for any context (contract document), just by mentioning the 

name of the contract document in the prompt, followed by user questions.  

Step 3: RAG 

In this RAG stage, the reference contract document will be queried based on the 

questions developed in the previous stage. The generated responses are tabulated against the 

respective questions.  

Step 4: Choosing the best LLM 



As discussed earlier in the literature review section, three LLMs (Zephyr7B Beta, GPT4, and 

Llama2-70B) are tested in this study. Step 5: Automatic evaluation 

In this step, the validation process is automated using a validation LLM, which 

compares the model-generated responses with human-generated ones. A score of '1' is given 

for matches based on correctness, accuracy, and factualness, and '0' for mismatches. The ideal 

score is 20, reflecting the 20 questions. GPT-4 is used for evaluation, but manual validation is 

retained to compare results and discuss differences between the two methods. 

Step 6: Improving the RAG output  

The study employs four techniques—Prompt Techniques, Prompt Techniques with 

Constitutional AI, Prompt Techniques with Contextual Compression, and Sentence Window—

to assess their impact on RAG output accuracy. Consistent parameters include a temperature 

of 0.1 and a maximum new token of 2048, with top_p and num_beams set to default. 

The passage discusses techniques to improve LLM performance for context-specific queries: 

• Prompt Techniques (PT) ensure context-based responses (Tang et al. 2024). 

• PT with Constitutional AI (PT-CAI) (Bai et al. 2022) uses predefined guidelines 

for improved response quality. 

• PT with Contextual Compression (PT-CC) (Witteveen n.d.) focuses on relevant 

information by compressing dense text. 

• Sentence Window (SW) (Yang 2023) enhances retrieval by adding contextual 

sentences. 

The study investigates two questions: 1) Whether 20 questions represent contract risks, and 2) 

How document changes affect answer accuracy. It tests various LLMs and RAG techniques 



with 20 questions, validating results against a larger set of 87 questions. Further validation uses 

a second contract (EPC), applying the same questions and techniques as GPT-4 and RAG + PT. 

RESULTS: 

The step-wise results are presented in this section. 

Step 1: Create a set of user questions with human-generated answers. 

Considering the article word and page limits, a sample set of two questions (out of 20 

used in the study), along with human-generated answers, is shown in Table 1.  

Table 1. Selected questions and expected human-generated answers  

Serial 

No 

Questions Expected Responses 

1 When should the contractor 

submit the Bank Guarantee 

for performance? 

Within 21 days from the date of the Letter of 

Acceptance. 

(Clause Reference: 16.4 (a))  

13 Is the time of essence even 

if the Employer accords 

sanction according to 

clauses 17 and 17A? 

The contract is silent about the time being the 

essence of the contract when the Employer accords 

sanction according to clauses 17 and 17A. 

(Clause Reference: 17B) 

 

Step 2: Testing LLM robustness without a context 

The summary of non-RAG extraction against the 2 questions in Table 1 across 3 LLMs 

is tabulated in Table 2.  

Table 2. Results of the Non-RAG Extraction Attempt  

Technique Question Zephyr7B-Beta GPT-4 Llama2 

Non-RAG When should 

the contractor 

submit the 

Bank 

Guarantee for 

performance? 

The contractor 

shall submit the 

Bank Guarantee 

for performance 

to the Engineer at 

least thirty (30) 

days before the 

commencement of 

the work. 

The contractor 

should submit 

the Bank 

Guarantee for 

performance 

typically before 

the start of the 

project or as 

stipulated in 

The contractor 

should submit the 

Bank Guarantee for 

performance when 

the contract is 

awarded and before 

the commencement 

of work. This 

ensures that the 

contractor has the 



the contract 

agreement. 

necessary financial 

resources to fulfil 

the obligations of 

the contract and 

provides the project 

owner with a level 

of assurance that 

the contractor will 

complete the work 

as agreed. 

Is the time of 

essence even 

if the 

Employer 

accords 

sanction 

according to 

clauses 17 

and 17A? 

17 and 17A are 

the clauses which 

are applicable in 

case of transfer of 

an officer from 

one zone to 

another zone. In 

such cases, the 

officer is entitled 

to the next 

increment in the 

new zone. But, 

the time of 

essence is not 

extended in such 

cases. The officer 

has to serve the 

full period of 3 

years in the new 

zone to become 

eligible for the 

next promotion. 

The answer 

would depend 

on the specific 

terms and 

conditions 

outlined in 

clauses 17 and 

17A. 

Generally, the 

concept of 

"time is of the 

essence" in 

contracts 

means that the 

specified times 

for 

performance 

are considered 

vital and failure 

to perform 

within the 

specified time 

may be 

considered a 

breach of 

contract. 

Yes, the time is of 

the essence even if 

the Railways accord 

sanction according 

to clauses 17 and 

17A. The time 

limits specified in 

the agreement are 

essential and must 

be strictly adhered 

to. Failure to 

comply with the 

time limits may 

result in the 

cancellation of the 

agreement and the 

forfeiture of the 

performance 

security. 

 

Step 3: RAG 

The results obtained in this step are tabulated in Table 3, showing the RAG-based 

responses to the two questions presented in Table 1.  

Table 3. Selected questions and responses – RAG 

Questions Expected 

Responses 

Zephyr7BBeta-

Responses  

GPT4-

Responses  

Llama2-70b-

Responses) 



When should 

the 

contractor 

submit the 

Bank 

Guarantee 

for 

performance? 

Within 21 days 

from the date of 

the Letter of 

Acceptance. 

(Clause 

Reference: 16.4 

(a)) 

 The contractor 

should submit 

the Bank 

Guarantee for 

performance 

within 21 days 

from the date of 

issue of Letter of 

Acceptance 

(LOA), as 

outlined in Sub-

Clause 16. (4)(b) 

of the clause…... 

The successful 

bidder or 

contractor should 

submit the 

Performance 

Guarantee within 

21 days from the 

date of issue of 

the Letter of 

Acceptance 

(LOA)…... 

 The contractor 

should submit the 

Bank Guarantee 

for performance 

within 21 days 

from the date of 

issue of Letter of 

Acceptance 

(LOA)…. 

Is the time of 

essence even 

if the 

Employer 

accords 

sanction 

according to 

clauses 17 

and 17A? 

The contract is 

silent about the 

time being the 

essence of the 

contract when 

the Employer 

accords sanction 

according to 

clauses 17 and 

17A. 

(Clause 

Reference: 17B) 

 No, the time of 

essence is not 

necessarily 

applicable even 

if the Employer 

accords sanction 

according to 

clauses 17 and 

17A. … 

The provided text 

does not provide 

specific 

information on 

whether the time 

of essence 

applies even if 

the Employer 

accords sanction 

according to 

clauses 17 and 

17A. 

  

Please select one 

of the following 

options: 

Yes 

No 

I don't know. 

 

Step 4: Choosing the best LLM 

Based on a manual evaluation of LLMs, the score for each LLM is shown in Table 4 

under the respective columns titled “Manual Score.” 

Table 4. Question-wise response for the initial run with RAG 

Questio

ns 

Zephyr7B-Beta GPT-4 Llama2-70B 

GPT 

4 

score 

Manu

al 

Score 

Differen

ce 

(Misma

tch) 

GP

T4 

Sco

re 

Manu

al 

Score 

Differen

ce 

(Mismat

ch) 

GP

T4 

Sco

re 

Manu

al 

Score 

Differen

ce 

(Mismat

ch) 

1 1 1 0 1 1 0 1 1 0 

2 0 0 0 0 0 0 0 0 0 

3 1 1 0 1 1 0 0 0 0 

4 1 1 0 1 1 0 0 1 -1 

5 0 1 -1 1 1 0 0 1 -1 

6 1 1 0 1 1 0 1 1 0 

7 1 1 0 1 1 0 1 1 0 

8 0 0 0 1 1 0 0 1 -1 



9 0 1 -1 0 1 -1 0 1 -1 

10 0 0 0 0 0 0 0 0 0 

11 1 1 0 1 1 0 1 1 0 

12 1 1 0 1 1 0 1 1 0 

13 1 1 0 1 1 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 

15 0 0 0 1 0 1 1 0 1 

16 1 0 1 1 1 0 0 1 -1 

17 0 0 0 0 0 0 0 0 0 

18 0 0 0 0 0 0 0 0 0 

19 0 0 0 0 0 0 0 0 0 

20 0 0 0 0 0 0 0 0 0 

TOTA

L 

9 11 Count: 

3 

12 12 Count: 2 6 10 Count: 6 

 

Step 5: Automatic evaluation 

The results of the automatic evaluation of the extraction results, considering GPT-4 as 

the validation LLM, are shown in the column (titled GPT4 Score) of Table 4. Although the total 

algebraic difference is only "two," mismatches were observed in three cases. In some instances, 

the automatic evaluation scored ‘1’ while the manual evaluation gave ‘0’, and vice versa. The 

positive and negative differences cancel each other out, so tracking the exact number of 

mismatches is crucial. 

Step 6: Improving RAG output 

As discussed earlier, four methods (PT, PTCAI, PT-CC, SW) are tried to improve the 

solutions generated from various LLMs. The llama2-70 B model was discontinued for further 

analysis for two reasons. Firstly, for the given task, the accuracy of the Llama2-70B model was 

lower compared with the other two LLMs. Secondly, the large size of the Llama2-70B model 

(70 billion parameters) demanded significant computing resources compared to the other 

models. Instead of Llama2-70B, an LLM rated next best to Zephyr7B per the MT-Bench score, 

the MistralAI Mixture of Experts (MoE) model is chosen (Tunstall et al. 2023b). The MoE 

concept is an ensemble learning technique initially developed within artificial neural networks. 



It introduces the idea of training experts on specific subtasks of complex predictive modelling 

problems (Sanseviero et al. 2023). Results are tabulated in Table 5. 

Table 5. Automatic evaluation of RAG with improvement techniques (numbers in the 

brackets indicate manual evaluation, mismatch instances) 

Technique Zephyr7B-Beta GPT-4 Mistral7B_MOE 

RAG 9 (11,3,55%) 12 (12,2,60%) 12 (6,8,30%) 

RAG + PT 10 (10,2,50%) 14 (11,3,55%) 14 (12,2,60%) 

RAG + PT-CAI 12 (10,2,50%) 13 (11,4,55%) 12 (11,1,55%) 

RAG + PT-CC 8 (5,3,40%) 6 (6,2,30%) 8 (5,3,25%) 

RAG + SW 14 (13,1,65%) 14 (13,1,65%) 11 (11,0,55%) 

 

To check the sensitivity of the responses to the window size in the case of SW, the initial 

window size was set at three and steadily improved to 12. All along, it has been seen that the 

results have improved. However, beyond 12, there is a reduction in output quality; thereby, the 

window size is restricted to 12. The results of the variation in window size (for sizes 12 and 

above) are shown in Table 6. Results from the improved techniques from Table 5 show that the 

SW technique performed well in the case of Zephyr and the GPT models, whereas the PT 

worked well in the case of GPT and the Mistral models, with the maximum correct score 

reaching about 13 (out of 20). 

Table 6. Automatic evaluation of RAG with varying window sizes in SW (numbers in the 

brackets indicate manual evaluation, mismatch instances, and assessment accuracy 

considering manual evaluation) 

Technique Zephyr7B-Beta GPT-4 Mistral7B_MOE 

SW – (Size 12) 14 (13,1,65%) 14 (13,1,65%) 11 (11,0,55%) 

SW – (Size 15) 10 (8,4,40%) 12 (12,1,60%) 12 (8,6,40%) 

SW – (Size 20) 9 (8,1,40%) 14 (13,1,65%) 11 (9,6,45%) 

 

The results of operations on the larger dataset (87 questions) are presented in Table 7 shown 

below:   

Table 7. Results of operations on the larger dataset (87 questions), numbers in the brackets 

indicate manual evaluation, mismatch instances, and assessment accuracy considering 

manual evaluation. 

Technique Zephyr7B-Beta GPT-4 Mistral7B_MOE 



RAG + PT 58 (51,15,59%) 61 (50,11,57%) 57 (60,11,69%) 

RAG + PT-CAI 67 (57,14,66%) - - 

RAG + PT-CC 58 (49,9,56%) - 56 (39,25,45%) 

SW – (Size 12) 73 (66,7,76%) - - 

SW – (Size 15) 65 (57,12,66%) - - 

SW – (Size 20) 68 (56,12,64%) - - 

 

Finally, the analysis of the second document, as shown in Table 8, indicates lower accuracy 

levels than the first, with correct responses ranging from 6 to 10 out of 20, while the best case 

in the first document was 13 (based on manual evaluation results). Further investigation 

revealed that five questions typically answered correctly in the first document had wrong 

answers in the second. These questions related to bank guarantees, deviation limits, price 

variation clauses (2 questions), and non-excusable delays. 

Table 8. Results of operations on the second contract document (20 questions, numbers in the 

brackets indicate manual evaluation, mismatch instances, and assessment accuracy 

considering manual evaluation) 

Technique Zephyr7B-Beta GPT-4 Mistral7B_MOE 

RAG + PT 9 (10, 5, 50%) 10 (7, 3, 35%) 9 (6, 3, 30%) 

RAG + PT-CAI - 10 (7, 5, 35%) - 

RAG + PT-CC - 5 (5, 2, 25%) - 

SW – (Size 12) - 7 (6, 1, 30%) - 

SW – (Size 15) - 6 (6, 5, 30%) - 

SW – (Size 20) - 8 (6, 4, 30%) - 

 

DISCUSSION: 

The study first tested a non-RAG approach, where LLMs pre-trained on general data 

were queried without domain-specific input. The results were inaccurate, with several models 

hallucinating answers. Hallucination refers to LLMs generating confident but false or 

fabricated information (Ghimire et al. 2023), such as the Zephyr-7B-Beta model creating a non-

existent procedure for a bank guarantee submission. Other instances involved overly general 

answers, such as implications of employer delays, rather than contract-specific details. This 

confirms that without context, LLMs may be unreliable for contract analysis. Further testing 



on a larger dataset showed that none of the model responses matched human-generated 

answers. 

Strengths of RAG 

The accuracy of responses improves significantly when using RAG (Retrieval-Augmented 

Generation) techniques compared to traditional methods. RAG enhances the model's ability to 

generate accurate answers by utilizing context and semantic similarity, which prevents 

hallucinations seen in non-RAG models. RAG outperforms keyword-based and ontology-

based models in three key ways.  

First, it expands beyond specific keywords by leveraging vector-based cosine similarity, 

enabling it to capture related and similar words. For example, it correctly identifies the deadline 

for a Performance Bank Guarantee, even without the word "deadline," and links "quantity 

variation" to "quantity deviation." Second, RAG extracts entire paragraphs, combines them 

with related sections, and summarizes the output effectively. For instance, when asked about 

the supply of construction power and water, RAG successfully pulled information from 

adjacent provisions and summarized it. Third, in cases of missing information, RAG-based 

models can infer details from related content, such as correctly identifying the role of the 

"Employer" based on contract context. Additionally, RAG facilitates holistic interpretation by 

extracting related elements spread across different sections. In one case, it identified a 

comprehensive definition of the term "drawing" by analysing two related definitions from 

different parts of the contract. This holistic approach allows RAG to provide a more accurate 

and comprehensive interpretation than simple search tools. Overall, RAG-based models offer 

substantial advantages in extracting, interpreting, and summarizing contract details, though 

consistent answers were observed for repeat questions across models, regardless of correctness. 



However, there are observations that need further attention while developing RAG-based 

models for construction contract risk assessment. 

RAG Limitations: Observations 

Observation 1: Variation in Model Outputs 

The accuracy of answers depends on the combination of RAG techniques and LLMs. 

Zephyr7B gave correct provisions but included irrelevant details, while Mistral7B-MOE with 

Sentence Window (SW) provided clearer answers. GPT-4 and Llama2-70B performed more 

reliably. These results highlight the sensitivity of model performance, suggesting further 

research to optimize LLM and RAG combinations for consistency. 

Observation 2: RAG’s Dependence on Availability of ‘Similar’ Words 

The study highlights challenges with using RAG for analysing construction contracts. 

RAG's reliance on word similarity limits its effectiveness when terms are used in different 

contexts, such as with clauses about timely decision-making and deviation limits. It also 

struggled with varying terminology, like "performance guarantee" vs. "performance security." 

The tool failed to provide correct answers when contract terminology differed, showing the 

limitations of RAG in handling diverse language and context-specific issues. The study 

emphasizes that RAG needs refinement to handle the variability in construction contract 

terminology and improve accuracy in context-based extractions. 

Observation 3: Overlooking Certain Legally-Sensitive Words While Summarisation 

The new approach must not overlook crucial details, as shown by an instance where the 

tool omitted the word "conclusive" from "final and conclusive" in a contract, altering its legal 

meaning. The word "final" alone doesn't emphasize the finality of decisions as strongly, 

potentially affecting court challenges (Iyer and Satyanarayana 2001). Another issue arose with 



models failing to properly identify "conditions precedent" for claims, often confusing them 

with impact or triggers for claims. Similarly, in loss mitigation cases, all models, except 

Mistral7B-MOE, incorrectly extracted indemnification provisions instead of relevant 

contractual obligations. These limitations highlight the importance of accurate legal 

interpretation during summarization. 

Observation 4: Hallucinations are still an issue 

Recalling the research gaps and the suitability of RAG to address the gaps, the initial hypothesis 

that with RAG, there is a lesser possibility of hallucination still holds good when compared 

with the non-RAG models. Notwithstanding the improvement, few cases of hallucinations are 

reported. In one of the responses extracted using the Zephyr7B-PT-CC (the question was on 

conditions precedent for the contractor’s claim submission), the model includes provisions on 

conditions precedent, which cannot be found in the contract considered in this study. In the 

same model, hallucination is evident in the response to identifying ‘collaborative’ clauses in 

contracts (question 17). Hallucination is also seen in one of the responses (question 20) from 

Zephyr7B-PT. In construction contracts, such instances severely undermine the model outputs' 

reliability. 

The study highlights improvements in response quality with RAG techniques, showing 

significant gains with SW and PT models over plain RAG. However, CC reduces quality due 

to compressed context. SW's larger context better aligns with construction contracts' "whole 

document" rule. Increasing the window size beyond 12 does not improve accuracy due to the 

spread of relevant information. The study also notes challenges with incomplete or unreliable 

extractions when clauses vary across contexts. New techniques like HippoRAG may offer more 

efficient contract risk analysis, especially for holistic interpretations. 

Observation 6: Limitations in Ambiguity Detection 



The models perform well at detecting word-level ambiguity but fail to identify 

sentence-level ambiguity. In one instance, a clause specifying the precedence of technical 

specifications over drawings conflicted with another clause granting the employer final 

authority on interpretations, yet the tool missed this ambiguity. Similarly, in a second contract 

document, differing notice requirements for force majeure claims (15 days in one clause, 10 

days in another) went undetected by the models, highlighting their inability to recognize such 

discrepancies and interpret conflicting provisions accurately. This suggests limitations in 

identifying contextual or logical ambiguities. 

Observation7: LLM’s Evaluation Inconsistencies 

The study found inconsistent evaluations across models, with GPT4 and Mistral7B-

MOE-PT offering varying answers. Despite occasional wrong extracts, some summaries 

matched expected answers, emphasizing the importance of context retrieval. While RAG is 

effective for quick information extraction, the highest accuracy was 13 out of 20, highlighting 

the need for further research, "Human-in-loop" involvement, and domain-specific AI tools to 

enhance LLMs for contract risk analysis. 

RAG Limitations: bringing new risks 

The key point of discussion here is the propensity of RAG-based risk assessment tools 

to introduce any new risks.  If the contract manager is fully dependent on the RAG output, then, 

owing to the inherent limitations observed in the study, it is possible that certain risks are 

ignored, and that can cause disputes on a future date.  It can also happen that hallucinations can 

result in flagging certain risks that may actually not be true, and this can lead to bidders 

considering additional contingencies, which in the case of the public sector tendering process 

can reduce the chances of bid success (owing to the concept of selection of the technically 

qualified least quoted bidder). Therefore, more research is required to improve the output 



accuracy, and this can be achieved by bringing in some new techniques, like Retrieval 

Augmented Fine-Tuning (RAFT), Graph RAG, Agentic RAG, Finetuning and using the 

combination of a custom Contract Risk Ontology with RAG. 

The overall inferences on the assessment of RAG models are summarised in Table 9.   

Table 9. Results of RAG assessment 

Gap RAG’s strengths Areas requiring improvement 

Need for the difficult-to-

obtain elaborate training 

data to train the 

Language Models to 

extract answers to the 

user-defined questions 

accurately 

RAG-based models 

answer user-defined 

questions with an 

accuracy of 65 to 75%. 

While this number could 

vary, depending on the 

document, it is still a 

good output given the 

ease of developing RAG-

based Q&A tools 

Contract risk analysis requires a 

nearly 100% output accuracy to 

avoid disputes arising from 

seemingly trivial issues. This means 

that in their current form, RAG 

models cannot fully replace the 

manual reading of contract 

documents.  

Supervised models to 

retrieve information from 

the contract document 

are typically trained on 

individual paragraphs, 

not necessarily connected 

ones, preventing 

document analysis ‘as a 

whole.’ 

RAG models can extract 

relevant pieces of 

information from 

different parts and then 

summarise the output in 

a concise manner 

In the case of interconnected 

provisions without a semantical 

connection, the models do not 

capture the holistic meaning. Further, 

the summary falls short of a holistic 

interpretation when the information 

is spread over many clauses (more 

than two or three, like clauses on 

indemnification, delay events, etc.). 

Extant studies assessing 

the implicit risks in a 

given contractual 

provision often use 

standard forms like 

FIDIC to identify 

missing information. In 

the absence of such 

reference documents, the 

tool may not be useful in 

identifying implicit risks 

If information is missing 

to answer the user’s 

question, the models 

highlight the absence of 

relevant information in 

the uploaded document.  

While the models have been able to 

extract information from the given 

text, cases of hallucination are 

evidenced in the event of missing 

information. Domain-specific 

training seems inevitable to rein in 

such behaviors.  

Both user questions and 

Construction contract 

document contents can 

vary to a high degree, 

making extraction 

challenging 

As long as the 

terminologies used in the 

question and the 

uploaded document are 

commonly followed 

irrespective of the 

- Although RAG is designed to 

extract relevant chunks from 

the document, the relevancy 

is more from a ‘language’ 

perspective, which may limit 

the model’s capability when 



contract document (like 

indemnification, force 

majeure etc.), the models 

extracted correct answers 

from both documents.  

 

If the user has prior 

knowledge of the 

possible terms used in 

the given contract 

document, then the user 

can use appropriate terms 

in the question, thereby 

improving the output 

quality. 

there are no ‘similar’ or 

‘equivalent’ words or similar 

words used in a different 

context. 

- Some questions that yielded a 

correct answer in certain 

RAG models, did not 

generate a correct answer in 

others. 

- The accuracy of the RAG 

output depends on the 

terminologies in the question 

posed and the document 

contents. In construction 

contracts, the variability in 

both the questions posed and 

document contents is quite 

high, increasing the 

probability of incorrect 

outputs. 

 

CONTRIBUTION AND LIMITATIONS: 

In this age of rapidly advancing AI technology, domain researchers have an important 

role in understanding the extent to which the developing technology is applicable in solving 

domain-specific problems, which is the very objective of this research. The study contributes 

to the body of knowledge by evaluating the robustness of the RAG technique in specific 

construction contract management applications. The specific shortcomings highlighted in the 

study can help drive focused studies to analyse construction contract documents.  

In terms of the contribution to the body of practice, it informs practitioners of the 

importance of their involvement and collaboration with data scientists to develop tools that can 

be widely applied in the construction industry. Since most of the observations stem from the 

fact that every contract document is drafted and structured in a unique manner, to tap into the 

potential of training/finetuning-independent quick risk assessment tools (as discussed in this 

study), practitioners should try to shift to the use of internationally acceptable standard form 



contracts, to the extent practically possible. Modifications to suit the specific site/project 

requirements could be brought in through special conditions of the contract. If this is not 

possible, the way out is to provide domain training to LLMs trained on a general corpus. 

However, to achieve this, the industry should come together to create a large data repository 

that can be used for training/finetuning purposes. 

Notwithstanding the contributions, the study is not without its limitations. Firstly, more 

public sector construction contract documents can be analysed to understand RAG better. 

Moreover, while this study focuses on RAG with selected LLMs, future studies can compare 

RAG with several non-RAG-based retrieval methods and combine other LLMs. Also, the 

authors manually evaluated the answers provided by the models, and future studies may 

consider external validation. Next, this study does not attempt role prompting; future studies 

can account for this. Although the study highlights various issues associated with RAG-based 

solutions, since the scope of this study is limited to assessing the effectiveness of RAG in 

contract risk assessment, no specific solutions are proposed/developed. Lastly, while open-

source models' role in assuaging privacy fears is briefly touched upon, further studies on how 

such models impact privacy requirements can be tested as a part of a separate study. 

 

CONCLUSION AND FUTURE DIRECTIONS: 

The study highlights the effectiveness of RAG-based tools in construction contract risk 

assessment, addressing challenges like context and ambiguity. It suggests collaboration 

between experts and data scientists to standardize contracts, create data repositories, and 

optimize RAG techniques and LLM combinations for improved accuracy and interpretation 

across jurisdiction 



The study discusses insufficient finetuning data for LLMs in construction contract 

management. It compares RAG and improved-RAG techniques, finding they align automatic 

evaluations with manual assessments but can't replace manual review. Future research should 

address contract complexities, with collaboration between the industry and researchers. 
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