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1.1. INTRODUCTION

Business Statistics

In ancient times, the use of statistics was very much limited and is just confined to the
NOTES collection of data regarding manpower, agricultural land and its production, taxable
property of the people etc. But as the time passed, the utility of this subject increased
manifold. Many researches were conducted in this field and with the result of this it
started growing as a separate subject of study. Many experts in the field of mathematics
and economics contribuied toward the development of this subject. The word ‘Statistics’
which was once used in the sense of just collection of data is now considered as a full
fledged subject. The knowledge of this subject is used for taking decisions in the midst
of uncertainty. '

1.2. APPLICATIONS OF INFERENTIAL STATISTICS

The part of the subject statistics which deals with the analysis of a 'gi\{en group and
drawing conclusions about a larger group is called inferential statistics. For studying
data regarding a group of individuals or objects, such as heights, weights, income,
) expenditure of persons in a loeality or number of defective and non-defective articles
- produced in a factory, it is generally impracticable to collect and study data regarding
the entire group. Instead of examining the entire group, we concentrate on a small
part of the group called a sample. If this sample happen to be a true representative of
the entire group, called population, important conclusions can be drawn from the
analysis of the sample. The conditions under which the conclusions for samples can be
considered valid for the corresponding populations are studied in inferential statistics,
Since such conclusions cannot be absolutely certain, the language of probability is
often used in stating conclusions. Theoretical distributions are also needed in inferential
statistics. In the present course, we shall be studying probability and theoretical
distributions. Binomial, Poisson and Normal. Inferential statistics is also known as
inductive statistics. )

¢

1.3. MEASURES OF CENTRAL TENDENCY

Suppose we have the data regarding the marks obtained by all the students of a class
and we are to give an impression about the performance of students, to someone. It
would not be desirable rather impracticable to tell him the marks obtained by all the
students of the class. Perhaps, it may not be possible for him to gather any impression
about the standard of students of that class. Similarly suppose we intend to compare
the wage distribution of workers in two sugar factories and to decide as to which factory
is paying more to individual workers than the other. In this case alsg, if we proceed
with comparing the wages of workers of one factory with that of the other on individual
basis, we may not be able to get any “thing”. Even this type of comparison may not be
possible if the number of workers in two factories are different.
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1.4, MEANING OF CENTRAL TENDENCY

In fact, such type of problems can be easily dealt with, if we could find a single value of
the variable which may be considered as a representative of the entire data. This type
of representative which help in describing the characteristics of the entire data is
called an average of the data. The individual values of the variable usually cluster
around it. An average is also called a measure of central tendency, because it tends to
lie centrally-with the values of the variable arranged according to magnitude. Thus,
we see that an average or a measure of central tendency of a statistical data is that
single value of the variable which represents the entire data.

1.5. REQUISITES OF A GOOD AVERAGE

1. It should be easy to understand.

2. It should be simple to compute.

3. It should be well-defined in the sense that it is defined algebraically and
should not depend upon personal bias.

4. It should be based on all the items.

5. It should not be unduly affected by extreme items in the series.

6. It should be capable of further algebraic treatment. For example, if we are

given the averages of some groups, then we should be able to find the average of all the
items taken together. :

7 Tt should have sampling stability. By this we mean that the averages of
different samples, drawn from the same population, should not vary significantly.
Though it cannot be claimed that all the samples would have exactly the same average,
_ but we expect that the values of the averages, should not vary significantly.

'41.6. TYPES OF MEASURES OF CENTRAL TENDENCY
(Averages) '

I. Arithmetic Mean (A.M.) I, Geometric Mean (G.M.)
1I1. Harmonic Mean (H.M.) IV. Median
V. Mode. ' '

"I ARITHMETIC MEAN (AM.)

1.7. DEFINITION

This is the most popular and widely used measure of central tendency. The popularity
of this average can be judged from the fact that it is generally referred to as ‘mean’.
The arithmetic mean of a statistical data is defined as the quotient of the sum of all
the values of the variable by the total number of items and is generally denoted by X.
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Business Statistics (@) For an individual series, the A.M. is given by -

H B
2 =

Xt X+ +x ; . - Xx
- AM =—1"72 Tn o I=1 or more briefly as —
NOTES . n n 7 n
. - 2x .
Le., X=—
n
where x,, L » X, are the values of the variable, under consideration.

(b) For a frequency distribution,

* ’ i fix;

_ bzt fxg +. +hit o1 Ifx  Zfx
AM. = = =2
N+t +f, 2 3f N
>t
i=1
. — Ifx
L.e., X= F' N
where £, is the frequency of x, 1 <i<n). For simplicity, Zf, i.e.,, the total number of

| items is denoted by N.

When the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable ).

WORKING RULES TO FIND A.M.

Rule L.  In case of an individual series, first find the sum of all the items. In. the
second step, divide this sium by n, total number of items. This gives the
value of x. :

Rule II. In case of a frequency distribution, find the products (fx) of frequencies

" and value of items. In the second step, find the sum (Tfx) of these
products. Divide this sum by the sum (N) of all frequencies. This gives
the value of %. o . : .
Rule I11. If the values of the variable are given.in the form of classes, then their
' respective mid-points are taken as the values of the variable.

Example 1.1. Find the A M. of the following data:

Roll No. 1 | 2 3 4 5 6 7 8

Marks in Maths | 12~ 8 6 'R 7 8 7 14

Solution. Let the variable ‘marks in maths’ be denoted by x.

Sum of valuesof x 12+8+6+9+7+8+7+14 _T71
Number of items 8 8
= 8.875 marks. -

Example 1.2, The A.M. of 9items is 15. If one more item is added to this series,
“the AM. becomes 16. Find the value of the 10th item.

Solution. Let the values of 9 items be X Xgy veeey Xg.

X =

- xtx,+ ... +x,=15%x9=135-
Let x,, be the 10th item.

4 Self-Instructional Material



16=

X tx, o +x, +x,,= 160
135 + x,, = 160
- %, = 160 — 135 = 25,
Example 1.3. (@) The marks obtained by 20 studenis in a test were:
13,17, 11,5, 18,16, 11, 14, 13, 12,18, 11, 9,6, 8, 17, 21, 22, 7, 6.
Find the mean marks per student.

(b) If extra 5 marks are given to each student, show that the mean marks are also
tncreased by 5 marks.

Sum of marks obtained by 20 students

20
13+17+11+5+ 18+ 16+ 11+14+ 13

_ +12+18+11+9+6+8+17+21+22+7+6 _ 255

Solution. (@) Mean marks =

20 20 =12.75.
(b) New marks are: o
13+ 5=18, 17+ 5=22, 11 +5=186, 5+5=10,
18+5=23, 16+5=21, 11+5=186, 14+5=19,
13+ 5=18, 12+ 5=17, 18+ 5 =23, 11+5=186,
9+5=14, 6+5=11, 8+5=13, 17+ 5=22,
21+ 5 =26, 22 + 5 =21, 7T+5=12, 8+5=11.
New mean marks
184+22+16+10+23+21+16+ 19+ 18+ 17
B +28+16+14+11+13+22+26+27+ 12+ 11
- 20
355
= 50 =17.75=12.75+ b = old mean marks + 5.
Example 1.4. Calculate the A.M. for the following dafa:
Marks 0—10 10--30 | 30--40 40—50 H50—80 | 860—100
No. of students 5 7 15 8 3 2
Solution. Calculation of AM.
Marks - No. of students Mid-points of classes
f x fx
0—10 5 5] 25
10—30 7 20 140
30—40 16 35 5256
_40--50 8 45 - . 360
50—80 3 65 195
80—100 2 90 180
N=40 ‘ , Tfx=1425
_ T/ 1425 ,
=== =—— =35.625 .
x N 0 2. marks
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Business Statistics

1.8. STEP DEVIATION METHOD

When the values of the variable (x) and their frequencies (f) are large, the calculation
NOTES of AM. may become quite tedious. The calculation work can be reduced considerably
. by taking step deviations of the values of the variable.

Let A be any number, called assumed mean, then d = x — A are called the
deviations of the values of x, from A.

If the values of x are x;, x,, ...... , %, then the values of deviations are
x—
k

common factor in the deviations of values of x from A The definition of ‘%' is meaningful,
because at least h = 1 is a common factor for all the values of the deviations. The

d =x~Ad, =-:c2 —A, ... yd,=x, ~A We define u= , where h is some suitable

x—-A
different values of u = —  are called the siep deviations of the corresponding

values of x. In this case, the values of the step deviations are

xl_‘Al xz"A X

Le, x,=A+uh
S = S TF(A + uh) == SfA + — Zfuh
i |3 3 N L N lul

S opun=as Ty =N

In brief, the above formula is written as ¥ = A + [%] h.

Zu

In case of individual series, this formula takes the form X = A + [TJ h.

In dealing with practical problems, it is advisable to first take deviations (d)
of the values of the variable (x) from some suitable number (A}. Then we see, if there is
any common factor, greater than one in the values of the deviations. if there is a common

x—A '

d .
factor h(> 1), then we calculate u = 2" h in the next column. In case, there isno

. T d
commor: factor other than one, then we take h=1 and v becomes 1° d=x—A. In this

case, the formulae reduces as given below:
. ; 5d

X=A+— (For Individual Series)
n o ,

- =fd e

X=A+ ~ . (For Frequency Distribution)

where d =x — A and A is any constant; to be chosen suitably.
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Rule L.

Rule II.

WORKING RULES TO FIND A M.

In case of an individual series, choose a number A. Find deuviations
d(=x— A) of items from A. Find the sum ‘'Ed of the deviations. Divide
this sum by n, the total number of items. This quotient is added to A to
get the value of x.

If some common factor h (> 1) is available in the values of d, then we
calculate w’ by dividing the values of d by h and find x by using the
formula :

5=A+(3)h.

n
In case of a frequency distribution, choose a number A. Find
deviations d(=x — A) of items from A. Find the products fd of f and d.
Find the sum ‘Zfd of these products. Divide this sum by N, the total
number of items. This quotient is added to A to get the value of %.
If some common factor h(> 1) is available in the values of d, then we
calculate '’ dividing d by h and find x by using the formula :

E=A+[—-E£—‘)h.

Rule III. If the values of the variable are given in the form of classes, then their

respective mid-points are taken as the values of the variable.

Example 1.5. Find the A.M. for the following individual series:

12.36, 14.36, 16.36, 18.36, 20.36, 24.36.
Solution. Calculation of A.M.
Variable d=x-A u=dlh
x A=16.36 h=2
12.36 -4 -2
14.36 -2 -1
16.36 0 0
18.36 - 2 i
20.36 ' 4 2
24 .36 8 4
Zu=4

Now

n

= =A+[zu)h - 1636 +(§-] 2 = 16.36 + 1.33 = 17.69.

Example 1.6. Calculate A M. for the following data:

Temp. (in°C) - 40 to—30 —-30to— 20 - 201to- 10 -10to 0
No. of days 10 28 30 42
Temp. (in°C) 0-10 10-20 20- 30

No. of days 65 180 10

Role of Statistics and
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Business Statistics Solution. Calculation-of AM.

Temp. No. of Mid-points d=x-A u=dh
(in°C) days | ofclasses | A=—5 - h=10 fuu
NOTES ! x
—40 to - 30 10 —3b _.30 -3 ~30
—30to - 20 28 -25 =20 -2 — 56
—20to-10 30 —15 —-10 -1 —-30
—10to O 42 -5 0 0 0
0—10 65 5 10 1 65
10—20 180 15 20 2 360
20—30 10 25 30 3 30
N =365 Tfu =339

Now F=A +(%—Jh -5+ [%] 10=— 5 + 9.2877 = 4.2877°C.

1.9. A.M. OF COMBINED GROUP

Theorem. If X; and X, are the A.M. of two groups having n, and n, items,
then the A.M. (X) of the combined group is given by
nlfl +n2§2

n, +ng

- X=

Proof. Let x,, x,, ...... y X, and y,, ¥,, ... » ¥n, be the items in the two groups
respectively:

_ sum of items in both groups

) Nyt ng

Xy + %y o t2, + ¥ty e +Yn  ngXy +ng%
ny+ny T onytn

Now x

z = nlil + nzni.z )
This formula can also be extended to more than two groups.

Example 1.7. The mean wage of 1000 workers in a factory running two shifts of
700 and 300 workers is T 500, The mean wage of 700 workers, working in the day shift,
is T 450. Find the mean wage of workers, working in the night shift.
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Solution. No. of workers in the day shift (n,) = 700

No. of workers in the night shift (n,) =300
Mean wage of workers in the day shift (x;) =450
‘Mean wage of all workers (%) =3 500
Let mean wage of workers in the night shift = x,
NOW e nlfl < nzfz
ny - gy
700 (450) + 300 (%) o
= 700+ 300 or 500000 = 315000 + 300x;
300%, = 185000
_ 185000
Xy = 300 - 7 616.67.
1.10.WEIGHTED A.M.

If all the values of the variable are not of equal importance, or in other words, these
are of varying significance, then we calculate weighted A.M.

s B,
Weighted AM. = X, = z:
where w,, w,, ...... , w, are the weights of the values x,, x,, ......, x, of the variable, under

consideration.

Example 1.8. An examination was held to decide the award of a scholarship.
The weights given to different subjects were different. The marks were as follows:

Subjecls Weight Marks of Marks of Marks of
A B 5
Stalistics 4 63 60 65
Accountancy 3 65 64 70
Economics 2 58 56 63
Mercantile Law 1 70 80 52

The candidate getting the highest marks is to be awarded the scholarship. Who
should get it ?

Solution. Calculation of weighted A.M.
Subject Weight | Marks of Marks of Marks of
w A wx, B wx, C wx,
* %2 oy
Statistics 4 63 252 60 240 65 260
Accountancy 3 65 195 64 192 70 210
Economics 2 58 116 56 112 63 126
Merecantile Law 1 70 70 80 80 52 62
Zw=10 Twx, Zwx, Zwxg
=633 = 624 =648

Role of Statistics and
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Business Statistics ' | Zwx; 633

Weighted A M. of A Yw - 10 =63.3
) ' Swx, 624
Weighted A.M. of B= =—— =624
NOTES ¢ | S 10
_ _ Zwx, 648
Weighted A M. of C= Yo - 10 - 64.8

The student ‘C is to get the scholarship.

1.11. MATHEMATICAL PROPERTIES OF A.M.

1. In a statistical data, the sum of the deviations of items from A M. is always
Zero

ie, Y filg-%)=0,
i=1

where f; is the frequency of x; (1 Si<n).
2. In a statistical data, the sum of squares of the deviations of items from A M.

n
is always least i.e., 2 fi (% _ x)? 1s least, where f;is the frequency of x; (1 <i<n).
i=1

Merits of A.M.

1. Tt is the simplest average to understand.
2.1t is'easy to compute.

3. It is well-defined. )

4. It is based on all the iteins.

5. It is capable of further algebraic treatment.
6. It has sampling stability. -

7.1t is specially used in finding the average speed, when time taken at different
speeds are varying, or are equal.

Demerits of A.M.
1. Tt may not be present in the given series itself. For example, the A M. of 4, 5,

4+5+6+6

6, B1is ) = 5.25; which is not present in the series. So, sometimes it becomes

theoretical.
" 2: It cannot be calculated for qualitative data.

3. It may be badly affected by the extreme item.
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10.

EXERCISE 1.1

Find the A.M. of the series 4, 6, 8, 10, 12.

The A.M. of 25 items is found to be 78.4. If at the time of calculation, two items were
wrongly taken as 96 and 43 instead of 69 and 34, find the value of the correct mean.

Find the A.M. for the following frequency distribution:

x 10 11 12 13 14 15

I 2 6 8 6 2 6

Find the A.M. for the following data:

Marks 18 19 20 21 22 23 24

No. of students| 169 320 530 698 230 140 105

Two hundred people were interviewed by a public opinion polling agency. The following
frequency distribution gives the ages of people interviewed. Calculate A.M.

Age Groups (Years) | 80—89 70—T79 60—69 50—59

No. of Persons 2 2 6 20

Age Groups (Years) 40—49 30—39 20—29 10—19

No. of Persons 56 40 40 42
Find the A M. for the following data:

Class intervals| —2to 2 3—17 8—12 13—17 18—22 23—27

Frequency 3277 4096 2048 512 64 3

From the following information, find out:

(i) Which of the factor pays larger amount as daily wages.

(ii) What is the average daily wage of the workers of two factories taken together.

Factory A Factory B
No. of wage earners 250 200
Average daily wages T20 225

The mean wage of 100 workers in a factory running two shifts of 60 and 40 workers is
7 38. The mean wage of 60 workers working in the day shift is ¥ 40. Find the mean wage
of workers, working in the night shift.

The average weight of 150 students in a class is 80 kg. The average weight of boys in the
class is 85 kg and that of girls is 70 kg. Tell the number of boys and girls in the class
separately.

If a student gets the following marks: English 80, Hindi 70, Mathematics 85, Physics 75
and Chemistry 67, find the weighted mean marks if the weights of the subjects are 1, 2,
1, 3, 1 respectively.

Self-Instructional Material
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Business Statistics 11. The following table gives the number of students in different classes in a Government
Senior Secondary School and their tuition fees. Find the average tuition fees per student.

Class No. of students Tuition fee @)
NOTES ’ v 65 0.50
VI 80 075
- VII . 95 1.00
VIII 90- " 1.50
IX , (! 2.00
Answers
1. 8 27696 - . 3.12.6
- 4. 20.61 marks b. 34.9 years . 6,4.9995
. 7. (i) Both factories are paying equal amount (i) ¥ 22.22 8.¥35
9. Boys=100,Girls = 50 10. 74,625 marks 11.% 1.16
I1. GEOMETRIC MEAN (G.M.)

1.12. DEFINITION

The geometrlc mean of a statistical data is defined as the nth root of the product of
all the n values of the variable,

For an individual senes_, the G.M. is given by
GM =(x %, ...... x,)in

where x,, x,, ...... » X are the values of the variable, under consideration. From the
definition of G.M,, we see that it involves the nth root of a product, which is not possible
to evaluate by using simple arithmetical tools. To solve this problem, we take the help
of logarithms.

We have GM. = (xlx ...... xn)”“

= Antilog I:l (log x4 +logx, +..... + log :c.,1 ):‘
n

G.M. = Antilog [M}
n

For a frequency distribution,
GM. = (x," x5 ... x =)V
where ; is the frequency of x; (1< i <n).
Proceeding on the same lines, we get

G.M. = Antilog (%‘EJ

When the values of the variable are given in the form of classes, the mid- pomts
are taken as the values of the variable (x). .

12 Self-Instructional Material



Rule L.

Rule II.

Rule III.

WORKING RULES TO FIND G.M.

In case of an individual series, first find the sum of logarithms of all
the items. In the second step, divide this sum by n, the total number of
items. Next, take the ‘antilogarithm’ of this quotient. This gives the value
of the G.M.

In case of a frequency distribution, find the product (flog x) of frequencies
and logarithm of value of items. In the second step, find the sum
(Z f log x) of these products. Divide this sum by the sum (N) of all the
frequencies. Next, take the ‘antilogarithm’ of this quotient. This gives
the value of the G.M.

If the values of the variables are given in the form of classes, then their
respective mid-points are taken as the values of the variable.

Example 1.9. Find the G.M. for the following frequency distribution:

X 4 6 8 10 12
7 15 4 2 1
Solution. Calculation of G.M.
x f log x flogx
2 0.3010 1.5050
4 7 0.6021 4.2147
6 15 0.7782 11.6730
8 4 0.9031 3.6124
10 2 1.0000 2.0000
12 1 1.0792 1.0792
N=34 24.0843
Now

GM = Kntilog [E_fr.lgg_’)

= Antilig [242’:43) = Antilog (0.7084) = 5.110.

‘Example 1.10. Find the G.M. for the data given below:

Yield of wheat 7.5—10.5 10.5—13.5 13.6—16.5 16.5—19.5
(in quintals)

No. of farms 5 9 19 23
Yield of wheat 15.5—22.5 22.5—-25.5 25:6—28.5

(in quintals)

No. of farms 7 4 1

Role of Statistics and
Measures of Central
Tendency

NOTES

Self-Instructional Material
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Business Statistics

" NOTES

Solutiou. Calculation of G.M.

Class Mid-point x ! logx flogx
7.5—10.5 9 . 5 0.9542 4.7710
10.5—13.5 T2 9 1.0792 97128
13.5—16.5 15 19 1.1761 92.3459
16.5—19.5 18 23 1.2553 28.8719
19.5—22.5 21 7 1.3222 9.2554
22.56—25.5 24 4- 1.3802 5.5208
25.5—98.5 27 1 1.4314 1.4314

N=68 Zflogx .
=81.9092
. 8190
Now 92

G = Antilog (Lrs?ng = Antilog (

= Antilog (1.2045) = 16.02 quintals.

)

1.13. G.M. OF COMBINED GROUP

the G.M. (G) of the combined group is given by

Proof. Let x,, x,,

respectively.

G = Antilog [

G, = Antilog(

Zlog x

log G1.= 7

n1+n2

Zlogx
s\

n, log G, +n, log Gy J

'| Theorem. If G, and G, are the GMs of two groups havingn, and n, items, then

...... , ¥n, be the items in the two groups

n,logG,=Zlogx

Similarly, n,logG,=Zlogy

Now

Gt = Antilog [sum of logarithms of all items}

no. of items in hoth groups

'=Anti10g [Elogx-i-ZlOgy]
n1+n2

G= Ant,i]og (nl log Gl + Ny log G2 ] -

n, +n2

This formula can also be extended to more than two groups.
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Example 1.11. The G.M. of wages of 200 workers working in a factory is T 700. Role of Statistics and
The G.M. of wages of 300 workers, working in another factory is ¥ 1000. Find the G.M. Mms;;efd of Central
of wages of all the workers taken together. o

Solution. No. of workers in I factory (n,) = 200

No. of workers in II factory (n,) =300

G.M. of wages of workers of I factory (G,) =3 700

G.M. of wages of workers of II factory (G,) =¥ 1000

Let G be the G.M. of wages of all the workers taken together.

G = loililor (nl log G, + n, log Gz]

NOTES

= Mgtk [20010g700+300 1031000]

200 + 300
oK tilog( 200 (2.8451)5 30300 (3.0000)} = Antilog (569.025(:)(:) + 900]

= Antilog (2.9380) = Rs. 867.

1.14. AVERAGING OF PERCENTAGES

(Geometric mean is specially used to find the average rate of increase or decrease in
sale, production, population, etc.

If V,and V, are the values of a variable at the beginning of the first and at the
‘ end of the nth period, then

V.=V, (1 +r)", where r is the average rate of growth per unit.

Example 1.12. At what rate of interest would Rs. 100 double in 10 years.
Solution. Here  V;=100 and V,,= 200.
Let r be the average rate of inferest per rupee
5 Vo =V, (1 +2)°
or 200=100(1+nN° or (1+n)'°=2
10log (1 +r)=1log 2=0.3010
log (1+r)=0.03010
1+ r = Antilog 0.0301 = 1.074
r=1074-1=0.074
Average percentage rate of interest = 0.074 x 100 = 7.4%.
Example 1.13. The machinery of an industrial house is depreciated by 50% in

the first year, 30% in the second year and by 10% in the following three years. Find out
the average rate of depreciation for the entire period.

Self-Instructional Material 15
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NOTES

Solution,

Year Rate of Depreciated value of the machine log x
depreciation at the end of the year laking
100 in the beginning (x)

1 50% 50 . 1.6990

11  30% . 70 1.8451

11 10% 90 1.9542

v . 10% 90 1.9542

v o 10% 90 1.9542

Z log x = 9.4067

G.M. = Antilog (E log xJ = Antilog [9'4267]
n

_ = Antilog (1.88134) =76.08
Average rate of depreciation = 100 — 76.08 = 23.92%.

1.15. WEIGHTED G.M.

If all the values of the variable are not of equal importance, or in other words, these
are of varying significance, then we_calculate weighted G.M.

Weighted G.M. = Antilog (_E“’El;g x]
where w,, w,, ...... , w, are the weights of the values x , x,,, ...... , x, of the variable, under
consideration. _ _

Example 1.14, The G.M. of 15 observations is found to be 12. Later on, it was
discovered that the item 21 was misread as 14. Calculate the correct value of G.M.

Solution, No. of items =15
Incorrect G.M. =12

Correct item =21

Incorrect item =14

Now G = Antilog [E log xJ

n
12 = Antilog [incorrect}.? log x]
15
i t 21

or log 12 = mcorret1:5 og x ‘

. Incorrect Zlog x = 15 log 12 = 15(1.0792) = 16.1880

Now Correct X log x = 16.1880 —log 14 + log 21

= 16.1880 — 1.1461 + 1.3222 = 16.3641.

Correct G.M. = Antilog [16?:41] = Antilog (1.0909) = 12.33.
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Merits of GM. . Role of Statistics and

Measures of Central
1. It is well defined. * Tendency
2. It is based on all the items.
NOTES

8. It is capable of further algebraic treatment.

4.t is used to find the average rate of increase or decrease in the variables-like
sale, production, population ete. .

5. It is specially used in the construction of index numbers.

8. It js used when larger weights are to be given to smaller items and smaller
weights to larger items.

7. It has sampling stability.

Demerits of G.M.

1. It is not simple to understand.

2. It is not easy to compute.

3. It may become imaginary in the presenice of negative items.

4. If any one item is zero, then its value would be zero, irrespective of magnitude
of other items.

EXERCISE 1.2

1. From the monthly incomes of ten families given below, calculate G.M.

S. No. 1 2 3 4 5 | 6 7 8 9 10
o Income (in?®) | 145| 867 | 268 | 73 | 185 619 | 280 | 115 870 | 315

2. Find the G.M. for the following frequency distribution:

x 8 10 12 14 16 18
f 6 10 20 8 5 1
3. Calculate G.M. for the following data:
Income (in T) 100—300 | 100—500 100—700 100—1000 100—1500
No. of employees 12 18 30 50 100

4. A firm declared bonus according to respective salary groups as given below :

" Salary Group (in 3) 60—75 75—30 90—105
Rate of Bonus 60 70 80
No. of employees 3 4 5
' Salary Group (in ®) 105—120 120—135 - 135—150
- Rate of Bonus 90 100 110
No. of employees 5 7 6 .

Caleulate A M. of salaries and G.M. of the bonus payable to the employees.
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Business Statisties 5. The population of a country is increased from 40 crore to 70 crore in 80 years. Find out
the annual average rate of growth.

6. A Principal increased the number of students in his college in the year 1983 by 15%.

Then increased again in 1984 by 5% but in 1985, it decreased by 20% due to introduction

NOTES of 10 + 2 system. Hence the number of students becomes the same as it was before 1983.
Do you agree, if not give reasons.

7. A machine is assumed to depreciate 30% in value in the I year, 25% in the Il year and
20% for the next 2 years, each percentagoe being calculated on the diminishing value.
Find the average rate of depreciation for the four years.

8. The G.M. of 20 items was found to be 10. Later on, it was found that one item 18 was
misread as 8. Find the correct value of the Q.M.

Answers
1. 26240 - 2.11.82 3. ¥794.10
4. Average salary =¥ 111 ; Average bonus = ¥ 87.44
5. 1.9% 6. No, G.M. is to be used, 1.14% decrease
7. 22.86% T 8 1041

ITI. HARMONIC MEAN (H.M.)

1.16. DEFINITION

The harmonic mean of a statistical data is defined as the quotient of the number of
items by the sum of the reciprocals of all the values of the variable.

(@ For an individual series, the HM. is given by

n n
HM. = 1 1 1 ’
e Ak S E—
xl xz xn_ X
wherex,, x,, ...... » X, are the values of the variable, under consideration.
(b) For a frequency distribution,
H.M.=-l f1+f2+ """ +fn zf N

fl[xil.};a[x—t}r ..... +f‘n_[;1_J 'y f(_%rz(a

where f; is the frequency of x;(1<i<n).

When the values of the variable are given in the form of classes, then the mid-
points of classes are taken as the values of the variable (x).

WORKING RULES TO FIND H.M.

Rulel. In case of an individual series, first find the sum of the reciprocals of
all the items. In the second step, divide n, the total number of items by
this sum of reciprocals. This gives the value of the HM.

Rule IL. In case of a frequency distribution, find the quotients (fix) of frequencies
by the value of items. In the second step, find the sum E({f/x) of these
quotients. Divide N, the total of all frequencies by this sum of quotients.
This gives the value of the H.M.

Rule IIL If the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable.
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Example 1.15. Calculate the H.M. for the following individual series:

x 4 7 10 12 19
Solution. Calculation of H.M.
S. No. x 1x

1 4 0.2500

2 7 0.1429

3 10 0.1000

4 12 0.0833

5] 19 0.0526

=5 Y [lJ = 0.6288

n - x = U :
n 5 '

Now HM. = = 7.9516.

¥ [% ] ~ 06288

Example 1.16. Calculate the value of H.M. for the following data:

Marks o—10 | 020 | 0—30 |0—g0 | 0—50 | 0—60 | 0—70
No. of students 4 8 15 23 51 60 70
Solution. Calculation of H.M.
Class No. of students Mid-points f
! x -
0—10 4 5 0.8000
10—20 4 15 0.2667
20—30 7T 25 0.2800
30—40 8 a5 0.2286
40—50 28 45 0.6222
50—60 9 55 0.1636
60—70 10 65 0.1538
_ f J
N="T0 ~ | =2.5149
¥ (L
N
Now HM. = = 70 = 27.83 marks.
> (i ) 25149
x

Role of Statistics and
Measures of Ceniral
Tendency

NOTES
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" Business Statistics

1.17. H.M. OF COMBINED GROUP

: : Theorem If H and H, are the H.M. of two groups having n, and n2 items, then
NOTES ‘the H.M. of the combmed group is given by
n;+n
H=—1—"2
n; + n,
Proof. Let X, oy ceene » ¥n, and yy, ¥,, ...... +¥n, be the items in the two groups
respectively.
—_ n]. _ "'2 ’
Hl - 2 1 ’ H2 - 2 l
x y
i_m 1_ns
x H;’ y H
N A= no. of items in both groups
ow " sum of reciprocals of all the items in both groups
mtny . g P1t+Dg
*viv: CHm a,
—+y = L+2
E _x 2 y'

H, H,
This formula can also be extended to more than two groups.

Example 1.17. The H. M, of two groups containing 10 and 12 items are found to
be 29 and 35. Find the H.M. of the combmed group.

- Solution. Here =10, =12

E:%,.m=%
Let H be the H.M. of the combined group

He Mtna _ 10412 '
m o omp 10 12
H, H, 29 35

22 22
= = = 31.9907.
0.3448 + 0.3429  0.6877 207

1.18. WEIGHTED H.M.

If all the values of the variable are not of equal importanece or in other words, these are
of varying importance, then we calculate weighted H.M. -

w
Weighted HM. = 2 —
(%)
where w,, Wy, ...... , w, are the weights of the values x , x,,,
consideration.

...... , x, of the variable, under
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Example 1.18. Find the weighted H.M. of the items 4, 7, 12, 19, 25 with weights
1, 2 1, 1, I respectively. )

Solution. Calculation of weighted H.M.
x w w/x
4 1 0.2500
7 2 0.2857
12 1 0.0833
19 1 0.0526
25 1 0.0400
o
= — |=0.7116
2 w=6 2 [x)

x

Merits of H.M.

1. It is well-defined.

2. It is based on all the items.

3. It is capable of further algebraic treatment.
4. It has sampling stability.

5. It is specially used in finding the avei'age speed, when the distances covered
at different speeds are equal or unequal.

Demerits of H.M.

1. It is not simple to understand.
2. It is not easy to compute.

3. It gives higher weightage to smaller items, which may not be desirable in
some problems.

EXERCISE 1.3

1. Find the H.M. for the following series:
. 3,5,6,6,7, 10, 12.
2. Find the H.M. for the following series:
0.874, 0.989, 0.012, 0.008, 0.00009.
3. The following table gives the marks obtained by students in a class. Calculate the H.M.:

Marks 18 21 ' _ ‘ 30 45

- No. of students 6 12 9 2

Role of Statistics and
Measures of Central
Tendency

NOTES
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Business Statistics 4. Calculate the H.M. for the following:

Income (in %) 10 20 30 40 50
- No. of persons 2 4 3 0 1
NOTES
5. The following table gives the marks (out of 50) obtained by 70 students in a class. Calculate
the H.M.
Marks 18 21 24 26 30. 38 456 -
No. of students 6 - 12 15 19 9 T 2
6. Calculate the H.M. for the following frequency distribution:
Marks 0—10 10—20 20—30 30—40 40—50
No. of students 4 7 28 12 9
7. Following is the data regarding the marks obtained by 159 students in an examination.
Find the H.M, ‘
Marks 0—9 10—19 2029 30—39 4049
No. of students 19 87 61 27 15
Answers -
1. 59 . 2. 0.0004416 3. 23.2147 marks 4. Rs. 19.23
25.09 marks 6. 20.48 marks 7. 15.31 marks :
IV. MEDIAN

1.19. DEFINITION

The median of a statistical series is defined as the size of the middle most item (or the
AM. of two middle most items), provided the items are in order of magnitude. For
example, the median for the series 4, 6, 10, 12, 18 is 10 and for the series 4, 6, 10, 12,

10+12

2

in the series would have value less than or equal to median and 50% items would be
with value greater or equal to the value of the median.

18, 22, the value of median would be

= 11. It can'be observed that 50% items

.For an individual series, the median is given by,

n+l
Median = size of 2 th item -
where Xp5 Xy, oo , x, are the values of the variable under consideration. The values
. . n+l
Xy, Xop e , x,, are supposed to have been arranged in order of magnitude. If o

comes out to be in decimal, then we take median as the A.M. of size of %th and_(-g- + 1] th.

items.
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WORKING RULES FOR FINDING MEDIAN FOR AN INDIVIDUAL SERIES
Step 1. Arrange the given items in order of magnitude.
Step II. Find the total number ‘n’ of items.
Step I1L. Write: median = size of "’T”xh item.

1
Step IV. () If n;- is a whole number, then ntl

median.

th item gives the value of

.. n+l1
(i) If p

gives the value of median.

is in fraction, then the A.M. of %m and (% + 1] th items

For a frequency distribution, in which frequen'cies () of different values (x)
of the variable are given, we have
N+1
2 th item.
Remark. The values of the variable are supposed to have been arranged in order of
magnitude.

Median.= size of

WORKING RULES FOR FINDING MEDIAN FOR
A FREQUENCY DISTRIBUTION

Step 1. Arrange the values of the variable in order of magnitude and find the
cumulative frequencies (c.f.).
Step II. Find the total ‘N’ of all frequencies and check that it is equal to the last
cf )
N
Step II1. Wriie: median = size of — ; 1

th item.

N+1 th item gives the value of

Step IV. (@) If -1% is a whole r_numbef, then

median. For this, look at the cumulative frequency column and find

. that total which is either equal to N+1

2
N+1

2
This gives the value of median.

N+1
o If 2

gives the value of median.

or the next higher than

and determine the value of the variable corresponding to this.

is in friction, then the AM. of %th and (%'i' 1] th items

In case, the values of the variable are given in the form of classes, we shall
assume that items in the classes are uniformly distributed in the corresponding classes.
We define '

Median = size of %th item.

Here we shall get the class in which N/2th item is present. This is called the
median class. To ascertain the value of median in the median class, the following
formula is used. :

Role of Statistics and

Measurés of Central
Tendency

NOTES
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NOTES

Median =L + [Nﬁ:_ th

where L = lower limit of the median class
¢ = cumulative frequency of the class preceding the median class
f = simple frequency of the median class
h = width of the median class.

Remark. In problems on Averages or in other problems in the following chapters, where
we need only the mid values of class intervals in the formula, we need not convert the classes
written using tnclusive method’.

The following points must be taken care of, while calculating median:

1. The values of the variable must be in order of magnitude. In case of classes of values
of the variable, the classes must be strictly in ascending order of magnitude,

2. If the classes are in inclusive form, then the actual limits of the median class are to be
taken for finding L and k.

3. The classes may not be of equal width i.e,, h need not be the common width of all
classes. It is the width of the “median class™.

4. In case of open end classes, it is advisable to find average by using median.

WORKING RULES FOR FINDING MEDIAN FOR A FREQUENCY -
DISTRIBUTION WITH CLASS INTERVALS

Step . Arrange the classes in the ascending order of magnitude. The classes
. * must be in ‘exclusive form’. The widths of classes may not be equal.
Find the cumulative frequencies (c.f.).

Step II. Find the total ‘N’ of all frequencies and check that it is equal to the last
cf.

_ Step III. Write: median = stze of v, th item.
‘Step IV. Look at'the cumulatwe frequency column and find that total which is

either equal to % or the next higher than %r_ and determine the class
corresponding to this. That gives the ‘median class’.

N/2.—C

Step V. Write: medion =L + [ J h. Put the values of L, N/2, ¢, f, h and

calculate the value of median. ‘ : . .

Example 1.19. The following are the marks obtained by a baitch of 10 students
in a cerlain class test in Statistics and Accountancy:

Roll No. 1 2 3 4 a 6 7 8 9 10
Marks in Statistics 63 | 64 | 62 | 32 | 80 | 60 | 47 | 46 | 35 | 28

Marks in Accountancy 68 | 65 | 35 | 42 | 26 | 8 | 44 | 80 | 33 | 72

In which subject is the level of knowledge of students higher?
Solution. In this problem, median is the most suitable average.
The marks in Statistics arranged in ascending order are:

28, 30, 82, 35, 48, 47, 60, 62, 63, 64
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n+1=10+1

2 &
Median = size of 5.5th item

_ size of 5th item + size of 6th item
2

Here n = 10. =5.56

= 22220~ 46.5 marks.
The marks in Accountancy arranged in ascending order are:
26, -33, 35, 42, 44, 65, 68, 72, 80, 85.

n+l_10+1

2 2
Median = size of 5.5th item

_ size of 5th item + size of 6th item
= s

Here n = 10. =hbb

_44+65
2
Level of knowledge is higher in accountancy.

Example 1.20. The following table gives the weekly expenditure of 100 families.

= 54.5 marks.

Weekly expenditure (in 7) 0—10 10—20 20—30 30—40 40—50
No. of families 14 23 27 21 15
Solution. Calculation of Median
Weekly expenditure No. of families ef
@ind) f
0—10 14 14
10—20 13 3T =¢c
L = 20—30 27T=f 64
30—40 21 85
40—50 15 100 =N
N=100
N_100
- - =
Median = size of 50th item
Median class is 20—30.
N_
Now, median=L+ 2f h=20+ (50‘737]10=20+431 =7 24.81.

Role of Statistics and
Measures of Central
Tendency
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Business Statistics Example 1.21. The following table gives the ages in years of 800 persons. Find

out the median age.
Age (in years) 20—60 20—55 20—40 20—30
NOTES No. of persons 800 740 400 120
Age (in years) 20—50 2045 20—25 20—85
No. of persons 670 550 50 220
Solution. Calculation of Median
Age (in years) No. of persons () cf.
20—25 50 50
25—30 120- 50= 70 50+ 70= 120
. 30—35 220-120=100 120+ 100=220=¢
L=35—40 400-220=180=f 220 + 180 = 400
40—45 850 — 400 =150 400 + 150 =550
45—50 670 — 550 =120 550 + 120 =670
b0—55 740-670= T0 670+ T70=740
05—60 800-740= 60 740+ 60=800
N=800 "
N 800 bl
—_—=— =40
R 400
Median = size of 400th item
Median class is 35—40. ‘
) ) N
S 9 -c 400 - 220
Median =L + h=36+|————|5
_ 3 180

= 35 + 5 = 40 years,

Example 1.22, Calculate the median for the following data:

30 105 120

Wages uplo (in T} 15 30 45 |° 60 75
No. of workers 12 30 65 107 157 202 222 | 230
Solution. Calculation of Median
Wages (in O No. of workers [ c.f.
015 12 12
15—30 30-12=18 30
30—4b 65-30=35 65
456—60 107 -85 =42 107 =¢
L=60—75 157-107=50=f 157
75—90 202-157 =45 202
90—105 22923202 = 20 222
105—120 230-222=8 230=N
N=230
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N 230 Role of Statistics and
E=?= 115 Measures of Central
Median = size of 115th item Tendency
Median class is 60—T75.
N NOTES
Median = L + 2f h =60+ (%] 15=60 + 2.4 = ¥ 62.40.
Example 1.23. You are given the following incomplete frequency distribution. It
is knoun that the total frequency s 1000 and that the median is 413.11. Estimate the
missing frequencies.
Value Frequency Value Frequency
300—325 8 400—425 326
325—350 T 425—450 ?
IS0=375 80 450—475 88
375—400 2 475—500 9
Solution. Let the missing frequencies of the classes 375—400 and 425— 450 be
a and b respectively.
Value Frequency c.f.
f
300—325 H 5
325—350 17 29
350—375 80 102
375—400 a 102+a=c -
L = 400—425 326=f 428 + a
425—450 b 428 +a+b
450—475 88 516 +a+b
475—500 9 525+ a+ b=1000
N=1000
Median is given to be 413.11.
Median class is 400—425.
Now, Median =L + (NIZ—th
Here L =400,-N/2=500,¢c=102 +a, h=25.
7 500 - (102 + a)
413.11—400+( 396 ] 25
(13.11) 326 = (500 — 102 — a) 25
or 4273.86 = (398 — a) 25
or 398 -a=170.9544 or a = 227.0456 = 227
Also 525 +a+ b= 1000
b= 1000 - 525 — 227 = 228
The missing frequencies are 227 and 228.
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Business Statistics Merits of Median

1. Tt is simple to understand.

2. It is easy to compute.
NOTES 3. It is well-defined.
4. Tt is not affected by the extreme items.
5. It is best suited for open end classes.
6. It can also be located graphically.

Demerits of Median -

1. It is not based on all the items.
2. It is not capable of further algebraic treatment. -
- 3. It can only be calculated when the data is in-order of magnitude,

EXERCISE 1.4

1. Find the value of the median for the following series:
4, 6, 7, 8, 12, 10, 13, -~ 14.

2. Find the median for the following frequency distribution:

5 10 15 20 25
f 2 4 6 . 8 10

3. Find the median for the follcn;ving frequency distribution:

Marks 0—10 | 10—20 | 2030 | 30—40 | 40—50 | 50—80

No. of students. 15 17 19 27 19 12

4. For the following frequency distribution, find out the value of median:

Marks 0—7 7—14 1421 - 2128
Frequency |’ 3 : 4 7 11
Marks 2835 35—42 42—49

Frequency 0 18 9

8. Caleulate median and arit;hmetic average for the following data:

Class Interval | 10—20 . 1080 10—40 1050
Frequency 4 6 5é 97
Class Inierval 10—60 10—70 10—80 - 10—90
Frequency 124 137 146 . 150
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6. Calculate the median for the following distribution:

Height (in inches) | 60—63 | 63—66 | 66—69 | 69—72 | 72—75 | 7578
No. of men 8 28 118 66 16 4

7. In afrequency distribution of 100 families given below, the median is known to be 50.
Find the missing frequencies.

Expenditure (in 2) 0-20 20-40 40-60 60-80 80-100
No. of families 14 ? 27 ? 15
8. Find the missing frequencies in the following distribution, if N = 100 and median of the
distribution is 30:
Marks " 0—10 10—20 20—30 30—40 40—50 50—60
No. of students 10 ? 25 30 ? 10
Answers
1. 9 2. 20 3. 31.2963 marks 4, 28 marks
44.6341, 47 6. 68.1356 inches 7. 22, 22 8.15,10

V. MODE

1.20. DEFINITION

* The mode of a statistical series is defined as that value of the variable around which
the values of the variable tend to be most heavily concentrated. It ean also be defined
as that value of the variable whose own frequency is dominating and at the same time,
the frequencies of its neighbouring items are also dominating. Thus, we see that mode
is that value of the variable around which the items of the series cluster densily. Let
us consider the data regarding the sale of ready made shirts:

Size (in inches) 30 32 34 36- 38 40 42
No. of shirts sold 5 22 24 as 18 8 - 2

Here we see that the frequency of 36 is highest and the frequencies of its
neighbouring items (34, 38) are also dominating. Here the most fashionable, modal
size is 36 inches. Technically, we shall say that the mode of the distribution is 36
inches. .

In case of mode, we are to deal with the frequencies of values of the items, thus
if we are to find the value of mode for an individual series, we will have to see the
repetition of different items. i.e., we would be in a way expressing it in the form of
frequency distribution. Thus, we start our discussion for evaluating mode for frequency
distributions. There are two methods of finding mode of a frequency distribution.

Self-Instructional Material
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Business Statistics

1.21. MODE BY INSPECTION

Sometimes the frequencies in a frequency distribution are so distributed that we would

NOTES be able to find the value of mode just, by inspection. For example, let us consider the
frequency distribution:
x 4 b 6 7 8 9 10 11 ‘ 12
1 2 1 5 12 4 2 2 1

Here we can say, at once, that mode is 8.

1.22. MODE BY GROUPING !

Let us consider the distribution: -

4 5 6 7 8 9 10 11 | 12
4 5 7 14 8 15 | 2 2 1

Here the frequency of 9 is more than the frequency of 7, whereas the frequencies
of neighbouring items of 7 are more than that for 9. In such a case, we would not be
able to judge the value of mode just by inspecting the data. In case there is even slight
doubt as to which is the value of mode, we go for this method. In this method, two
tables are drawn. These tables are called ‘Grouping Table’ and ‘Analysis Table’. In the
grouping table, six columns are drawn. The column of frequencies is taken as the
column 1. In the column II, the sum of two frequencies are taken at a time. In the
column III, we exclude the first frequency and take the sum of two frequencies at a
time. In the column IV, we take the sum of three frequencies at a time. In the column V,
we exclude the first frequency and take the sum of frequencies, taking three at a time.
In the last column, we exclude the first two frequencies and take the sum of three
frequencies at a time. The next step is to mark the maximum sums in each of the six
columns.

In the analysis table, six rows are drawn corresponding to each ¢column in the
grouping table. In this table, columns are made for those values of the variable whose
frequencies accounts for giving maximum totals in the columns of the grouping table.
In this table, marks are given to the values of the variable as often as their frequencies
are added to malke the total maximum in the columns of the grouping table. The value
of the variable which get the maximum marks 1s declared to be the mode of the
distribution.

~In case, the values of the variable are given in the form of classes, we shall
assume that the items in the classes are uniformly distributed in the corresponding
classes. Here we shall get a ‘class’ either by the method of inspection or the method of
grouping. This class-is called the modal class. To ascertain the value of mode in the
modal class, the following formula is used.

Mode=L+[ Ay ]h

Ay +4,
where L. = lower limit of modal class
A, = difference of frequencies of modal class and pre-modal class
A, = difference of frequencies of modal class and post-modal class
h = width of the modal class.
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The following points must be taken care of while calculating mode:

1. The values (or classes of values) of the variable must be in ascending order of
magnitude.

2. If the classes are in inclusive form, then the actual limits of the modal class
are to be taken for finding L and hA.

3. The classes must be of equal width.

It may be noted that while analysing the analysis table, we may find two or
more values (or classes of values) of the variable getting equal marks. In such a case,
the grouping method fails. Such distribution is called a multi-modal distribution.

1.23. EMPIRICAL MODE

In case of a multi-modal distribution, we find the value of mode by using the relation
Mode = 3 Median - 2 A.M.

This mode is called empirical mode in the sense that this relation cannot be
established algebraically. But it is generally observed that in distributions, the value
of mode is approximately equal to 3 Median — 2 A.M. That is why, this mode is called
_ empirical mode.

WORKING RULES FOR FINDING MODE

Step I.  If mode is not evident by the ‘method of inspection’, then the ‘method of
grouping’ should be used.

Step II. In case, the values of variable are given in terms of classes of equal
width, then Step I, will give the ‘modal class’.

Step II1. To find value of the mode, use the formula:

mode =L + [——-—A‘ ) h
1+ 4z
Step IV. In case, the distribution is multimodal, then find the value of mode by
using the formula: ‘mode = 3 median — 2 A.M’.

Example 1.24. Find the mode for the following distribution:

Profit ('0003%) 28 29 30 31 32 33
No. of firms 4 7 10 6 2 1
Solution. Calculation of Mode
Profit No. of firms
('000%) f
x
28 4
29 7
30 10
31 6
32 2
33 1

By inspection we can say that mode is T 30,000. This is so because the frequency
of 30,000 is very high as compared with the frequencies of other values of x. Moreover,
the frequencies of the neighbouring items are also dominating.

Role of Statistics and
Measures of Central
Tendency

NOTES
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Example 1.25. Find the mode for the following frequency distribution:

x 5 10 15 20 25 30 35 40
¥ 4 15 25 20 17 26° 10 3
Solution. We find the ‘mode’ by using the ‘method of grouping’.
Grouping Table
x f .
I I I v |4 VI
5 4
19
10 15 44
- 40
156 26 " 60
45
20 20
37
25 17 63 62
43
30 26
36
35 . 10 - 53 a9
13
40 3
" Analysis Table
Column 30 15 20 10 25
I 1
II 1 1
111 1 1
Iv 1 1- 1
Vv 1 1 1
VI 1 1 1
2 4 4 3 2

Sincethe totals for 15 and 20 are equal, the given frequency distribution is

bimodal. For this distri

Calculation of X and median

bution, we find mode by. using the formula:
mode ='3 median - 2 A.M.

d=x—A

x f c.f. u=dh fu
. ) A=20 h=5
5 4 4 -15 -3 -12
10 15 19 —-10 -2 - 30
15 - 2h 44 - 5'. -1 -25
20 20 64 0 0o 0
26 17 81 5 1 17
30 26 107 10 2 52
35 10 117 15 3 30
40 3 120 20 4 12
N=120 " Efu=44
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NGW, f:A-}-(.Z_fu]h
N
=20+ (ﬁ) 5 =20+ 1.833 = 21.833.
120
N+1 20+1
=== == =605

20+ 20

Median = size of 60.5th item = = 20.

Mode = 3 median — 2% = 3(20) — 2(21.833) = 16.334.
Example 1.26. Find the mode for the following frequency distribution:

Role of Statistics and
Measures of Central
Tendency

NOTES

Class

0—5

5—10

10—15

15—-20

20—25

f

6

9

4

2

10

Class

25—30

30—35

35—40

40—45

45—50

i

8

7

5

1

3

Solution. We find the ‘modal class’ by using the ‘method of grouping’.

Grouping Table

Class

II

m

v

5—10
10—15
15—20
20—25
25—30
30—35
35— 40
40—45
45—50

B b O O~

et
(-]

W = i 3

15

18

12

13

12

15

19

13

15

16

Analysis Table

Column

20—25

25—30

30—35

15—20

35—40

I
II
I1I
v
v
VI

[ T = T Ry S —

1
1

1

Total

4

o

3

|

1

Since the total is maximum for the class 25—30, the modal class is 25—30.
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Now mode = L+[ By ]h
A+

Here L=25A,=10-8=2A,=8-7=1,h=5.
NOTES ~

2

Mode =25+ | —=—| 5= 25+ 3.333 = 28.338.
2+1

Example 1.27. If the mode and mean of a moderately asymmetrical series are
16 m and 15.6 m respectively, what would be its most probable median?

Solution, We have mode = 16 m and mean = 15.6 m.

The formulae is - mode = 3 median — 2 A M. ‘
16 = 3 median — 2(15.6)

= S median = 16 + 31.2 = 47.2

4729
median = 3 - 15.73 m.

- Example 1.28. What are the relationships between mathematical averages?
Solution. The following are the relations between mathematical averages:
OAM2GM.zHM.

In particular, if all the items are identical, then
' AM.=GM.=HM. -
(I A M., GM. and H.M. are in geometric progression i.e.,
(G.M.)? =(AM.YIL.M.)
(IID Mode = 3 Median — 2 A M. (Approximately).

1.24. MODE IN CASE OF CLASSES OF UNEQUAL
WIDTHS

When the values of the variable are given in the form of classes and the classes are not
of equal width, then we would not be able to proceed directly to find the modal class
either by the method of inspection or by the method of grouping. In fact, we are to
compare the frequencies of different classes in order to observe the concentration of
items about some item. If the classes happen to be of unequal width, then we would
not be able to compare the frequencies in different classes. To make the comparison
meaningful, we will first make classes of equal width by grouping two or more classes
or by breaking classes, as per the need.

-Example 1.29. Calculate median and mode for the following data:

Class 2 3 o 57 —10 | 10—15 |15—20 | 20—25
Frequency 1 pi 2 3 5 | 10 8 4
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Solution. We make classes as 0—5, 5—10, 10—15, 15—20 and 20—25. -

Class Frequency cf.
/
0—5 1+2+2= 5 5
5—10 3+5= 8 13
10—15 10 23
15—20 8 31
20—25 4 35=N
N=35
Calculation of Median
N 35
—=—=175
2 2

Median = size of 17.5th item
Median class is 10—15.

Median =L + (Nfzf"") h=10+ [&iaﬁ]ﬁ:lmz%:lz_zs.

Calculation of Mode
By inspection, modal class is 10—15.

Now Mode=L+[ A1 Jh
- 17+A2

Here, L=10,A1=10—8=2,A2=10—8=2,h=5.

Mode =10+ | —2— | 5=10+ 2.5 = 12.5.
2+2

Merits of Mode

1. It is easy to compute.
2. It is not affected by the extreme items.
3. It can be located graphically.

Demerits of Mode -

1. It is not simple to understand. -

2. It is not well defined. There are number of formulae to calculate mode, not
necessarily giving the same answer.

3. It is not capable of further algebraic treatment.

Role of Statistics and
Measures of Central
Tendency

NOTES
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EXERCISE 1.5 -

1. Find the mode for the following series:

NOTES & 5 6 2 5 4 5 9 5

2. Calculate the mode for the following frequency distribution:
x. | 4| 5 6 | 7 8 9 10 11 12 13
f 2 -5 8 9 1 12 14 14 15 11 13
3. The number of fully formed apples on 100 plants were counted with the following results:
2. plants - had 0 apples
5 n L] 1 n
7 » iH 2 n
11 1 ’ ” 3 1
18 " T 4 »
24 1 » 5 "
12 E n 6 L2l
8 3y 1H ’ 7 "
6 i ” 8 »
) 4 n i 9 +
3 ” 1"’ 10 "
(i) How many apples are there? -
(if) What is the average number of apples per pla.ut‘?
(i) What is the modal number of apples?
4. Find the mode for the following frequéncy distribution:
Marks : 0—5 5—10 | 10—15] 15—20 | 20—25 | 25—30 | 30—35
No. of students 11 20 31 45 30 12 . 6
5. Caleulate the modal value for the following frequency distribution:
Marks No. of Marks ~ No.of
candidates ) candidates
0—9 ' 6 ) 50—E&9 263
10—19 - 29 60—69 133
20—29 B7 70—179 43
30—39 181 80—89 . - 9
40—49 247 . 90—99 2
6. Obtain the mean, median and mode for the following series:
Marks 10—25 2540 40—55 55—170 70—85 85—100
Frequency 6 20 44 26 3 1
7. Find the mean, median and mode for the following distribution:
Wages (in %) 516 | 15—25 | 2535 | 3545 | 4555 | 55—65 -
No. of employees 4 6 10 5 3 2
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~ 8. Calculate mode for the following distribution: Role of Statistics and

Measures of Central
Class 0—4 4—8 6—8 8—12 | 12—18 | 18—20 Tendency
Frequency 4 6 8 12 7 2
: NOTES
9. Calculate the median and mode for the following distribution:

Class Frequency el Frequency

10—20 4 10—60 124

10—30 16 10—70 137

10—40 56 10—80 146

10—50 97 10—90 150

10. Calculate median and mode from the following table:

Income 100—200 | 100—300 | 100—400 | 100—500 | 100—600
No. of persons 15 33 63 53 100
Answers
1 b 2.10 3. (1) 486 (i) 486 (i) 5
. 17.414 5. 47.5488 6. 47.95 marks, 48.18 marks, 48.57 marks
7. T31,730,¥29.44 8.7 9. 4463, 40.67

10. 356.67, 354.556

1.25. SUMMARY

* The part of the subject statistics which deals with the analysis of a given group
and drawing conclusions about a larger group is called inferential statistics.

* Instead of examining the entire group, we concentrate on a small part of the
group called a sample. If this sample happen to be a true representative of the
entire group, called population, important conclusions can be drawn from the
analysis of the sample.

* This is the most popular and widely used measure of central tendency. The
popularity of this average can be judged from the fact that it is generally referred
to as ‘mean’. The arithmetic mean of a statistical data is defined as the quotient
of the sum of all the values of the variable by the total number of items and is

generally denoted by x.
* If X, and X, are the A.M. of two groups having n, and n, items, then the
AM. (x) of the combined group is given by
5= nlii +NyX,
n, +n,

e If all the values of the variable are not of equal importance, or in other words,
these are of varying significance, then we calculate weighted A.M.

; T
Weighted AM. = x,, = Sw
where w,, w,, ...... , w, are the weights of the values Xy gy v , x, of the variable,

under consideration.
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The geometric mean of a statistical data is defined as the nth root of the
produet of all the n values of the variable.

For an individual series, the G.M. is given by
. GM.=(x x, ... x )l

If all the values of the variable are not of equal importance, or in other words,
these are of varying significance, then we calculate weighted G.M.

Weighted G.M. = Antilog (-z%}

where w,, w,, ...... , w, are the weights of the values x,, x,, ......, %, of the variable,
under consideration.

The harmonic mean of a statistical data is defined as the quotient of the number
of items by the sum of the reciprocals of all the values of the variable.

IfH, and H, are the H.M. of two groups having n, and n, items, then the
H.M. of the combined group is given by

’ n,+n

H= ——-————n: oy n22 .
H, H,

If all the values of the variable are not of equal importance or in other words,
these are of varying importance, then we calculate weighted H.M.

w
Weighted HM E

; j FW%]

where w,, w,, ..., w, are the weights of the values x,, x,, ..., x,, of the variable,
under consideration. - :

The median of a statistical series is defined as the size of the middle most item
(or the A M. of two middle most items), provided the items are in order of
magnitude.

The mode of a statistical series is defined as that value of the variable around
which the values of the variable tend to be most heavily concentrated. It can
also be defined as that value of the variable whose own frequency is dominating
and at the same time, the frequencles of its neighbouring items are also
dominating,.

In case of a multi-modal distribution, we find the value of mode by using the
relation

Mode = 3 Median - 2 A.M.

This mode is called empirical mode in the sense that this relation cannot be
established algebraically.

1.26. REVIEW EXERCISES
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What are the properties of median?
What are the requisites of a good average?

What do you mean by ‘Central Tendency'? What are the desirable properties for an
average to possess?

. Give different measures of central tendency with their formulse. Also state the situations

whete these measures are used.

What are the desirable properties of an average? Which of the averages you know
possesses most of them? -



Measures of Dispersion

2. MEASURES OF DISPERSION

NOTES

STRUCTURE o

2.1. Introduction

2.2. Requisites of a Good Measure of Dispersion

2.3. Methods of Measuring Dispersion

I. Range
2.4. Definition
II. Quartile Deviation (Q.D.)
2.5. Inadequacy of Range
2.6. Definition
II1. Mean Deviation (M.D.)

2.7. Definition

2.8. Coefficient of M.D.

2.9. Short-cut Method for M.D.

IV. Standard Deviation (S.D.)
2.10. Definition
2.11. Coefficient of S.D., C.V_, Variance
2.12. Short-cut Method for S.D. .
2.13. Relation Between Measures of Dispersion |
2.14. Summary
2.15. Review Exercises
2.1. INTRODUCTION

We have already seen that an average of a statistical series is a representative of the
series. It tells us about the concentration of the items about an average value of the

distribution. Let us consider the following series:

I 10 10 10 10 10
II 10 9 11 12 8
IT1 1 45 1 2 1
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Business Statistics In all the three series, there are five items in each and A.M. of each series is
50/56 = 10. But there is a lot of difference in their formation. In the first series, all the
items are coinciding with 10, i.e,, the A M. and there are no deviations of items from

* AM. In the second series, the devmtmns are very small in magnitude. In the third

NOTES - series, we find that the deviations are very large and it is not justified to keep 10 as

the average of the series. Thus, we see that the number of items and A M. of all the
series are the same, but even tHen there is lot of difference in their formation.

-2.2. REQUISITES OF A GOOD MEASURE OF
DISPERSION

The requisites of a good measure of a dispersion are the same as those for a good
measure of central tendency. For the sake of completeness, we list the requisites as
under :

1, It should be simple to understand.

2. It should be easy to compute.

3. It should be well-defined.

4. It should be based ¢n all the items,

5. It should not be unduly affected by the extreme items.
6. It should be capable of further algebraic treatment.

7. It should have sampling stability.

2.3. METHODS OF MEASURING DISPERSION

I. Range
IL. Quartile Deviation (Q.D.)
HI. Mean Deviation (M.D.)
1V. Standard Deviation (S.D.)
V. Lorenz Curve.,

I. RANGE

2.4. DEFINITION

The range of a statistical data is defined as the difference between the largest and the
smallest values of the variable.
N : Range=L-§,
where L largest value of the variable
S = smallest value of the variable. )
In case, the values of the variable are given in the form of classes, then L is
taken as the upper limit of the largest value class andS as the lower limit of the
smallest value class.
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Example 2.1. Find the range of the following distribution:

Age (in years) 16—18 18—20 20—22 22—24 2426 26—28
No. of students 0 4 6 8 2 2

Solution. Here L=28,S=18
A Range =L — S =28 - 18 = 10 years.

It may be noted that S # 16, though it is the lower limit of the smallest value
class, but there is no item in this class and so this class is meaningless so far as the
calculation of range is concerned.

Let us consider the market value of shares of companies A and B, during a
particular week.

Day Monday | Tuesday | Wednesday | Thursday | Friday | Saturday
M.V. of shares of 12 11 10 13 16 20
company A (in T)

M.V. of shares of 60 50 55 62 70 75
company B (in )

From the data, we see that Range (A) = 20 — 10 =¥ 10 and Range (B) = 75— 50
=¥ 25. From these results, one is likely to infer that there is more variability in the II
series. But this is not so, because the M.V. of shares of A has increased by 100% in the
week, whereas there is only 50% rise in the M.V. of shares of B, during that week.
Thus, variability is more in the first series, Thus, we see that range may give misleading
results if used for comparing two or more series for variability (scatteredness,
dispersion). For comparison purpose, we use its corresponding relative measure, called
‘coefficient of range'. This is defined as

L-S
Coeff. of Range = L+S"
20-10 10
Now  Coeff. of Range for A= 20410 30 - =0.3333.
4 75-50 25
Coeff. of Range for B = T5150 125 = = 0.2000.

Coeff. of Range (A) > Coeff. of Range (B)
Variability is more in the M.V. of shares of company A.

Merits of Range

1. It is simple to und.. “tand.
2. It 1s easy to compute.
3. It 1s well-defined.

4. It helps in giving an idea about the variation, just by giving the lowest value
and the greatest value of variable.
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Business Statistics Demerits of Range

1. Tt is not based on all the items.

2. It is highly affected by the extreme items. In fact, if extreme items are present,
NOTES then range would be calculated by taking only extreme items.

3. It does not take into account the frequencies of items in the middle of the
series. ‘ .

4. It is not capable of further algebraic treatment.
5. It does not have sampling stability.

EXERCISE 2.1

1. Caleculate the range for the following series:
17, 10, 12, 8, 12, 16, 18

2. Find the value of range for the following frequency distribution:

Age (in years) 14 15 16 17 18 19 20

No. of students 1 2 2 2 6 4 0

3. Compare the following series for variability:

Doys M T | w | T F s
.M.V. of shares of 48 47. 46 49 .43 45
~company X (in T) A ’ )

M.V. of shares of 10 ‘9 12 12 14 12 -

company Y (in %) )

Answers
1. 11 2.5 years

{Cneﬁ'. of Range (X)=0,0852

Variability is more in the second series.
Coeff. of Range (Y)=0.2174

II. QUARTILE DEVIATION (Q.D.)

2.5. INADEQUACY OF RANGE

Consider the series .
I: 4, 4, 4, 5, 5, G, 4, 5, 5, 1000.

II: 4, ~ 4, 4, 5 5, 6, 4, B, b.
: : _1000-4 996 _

For series I,’Coeﬁ'. of Range = 1000+ 4 =004 0.992
. _6-4 2

For series II, Coeff, of Range = 614-10 (.200.
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On comparing the values of coeff. of range for these series, one is likely to conclude
that these is marked difference in variability in the series. In fact, the series II is
obtained from the series I, just by ignoring the extreme item 1000. Thus, we see that
extreme items can distort the value of range and even the coefficient of range. If we
have a glance at the definitions of these measures, we would find that only extreme
items are required in their calculation, if at all extreme items are present. Even if
extreme items are present in a series, the middle 50% values of the variable would be
expected to vary quite smoothly, keeping this in view, we define another measure of
dispersion, called ‘Quartile Deviation’.

2.6. DEFINITION

The quartile deviation of a statistical data is defined as
QL;—QJ— and is denoted as Q.D.

This is also called semi-inter quartile range. We have already studied the method
of calculating quartiles. The value of Q.D. is obtained by subtracting Q, from Q, and
then dividing it by 2.

For comparing two or more series for variability, the absolute measure Q.D.

would not work. For this purpose, the corresponding relative measure, called coeff. of
Q.D. is calculated. This is defined as:

Q-Q
Coeff. of Q.D. = Q,+Q,
Example 2.2. Find Q.D. and its coefficient for the following series:
x@nv): 4, 7 6, 2 o 12, 19.
Solution. The values of the variable arranged in ascending order are
x(@n?3): 4, 9, 6, 1, +h 127 19.

Heren=1.

Q: “+1=7T 2 Q, = size of 2nd item = 5

Q: (" +1] [ ) v Q= size of 6th item = ¥ 12

Q-Q 12-5
Q.D.= g =T 3.5.
Coeff. of Q.D. = Q: +gi -2 = = 04118,

Example 2.3. For the following data, calculate:

(2) the coefficient of range

(ir) interquartile range, and

(iit) percentile range

Marks 5—9 10—14 15—19 20—24
No. of students 0 3 8 5
Marks 256—29 30—34 35—39
No. of students 4 2 2
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NOTES

Solution. The first and the last classes in the exclusive form are 4.5—9.5 and
34.5—39.5 respectively.

L-S 395-45 35 -
L+S 395+45 44 = 0.7955.

Calculation of Q;, Q;, Pyq» Py

Coeff. of range =

Marks No. of studenls ' c.f.
f
4.6—95 1 1
9.5—14.5 3 4
14.5—19.5 - 8 12
19.5—24.5 5 17
24.5—29.5 4 21
29.5-34.5 2 23
; 84.5—395 2 25 = N
N = 25-
Q: %= % = 6.25. - Q= size of 6.25th item
Q, class is 14.56—19.5
Q=L+ [Nf4_c}h =145+ (625' 4] 5
f 8
= 14.5 + 1.4063 = 15.9063 marks
Q: 3(%}3(27‘5] = 1875 s Q,=size of 18.75th item
Q, class is 24.5—29.5 !
Q=L+ (3(1_\1/4) —th= 245+ [_18.75—17]5
f 4
= 24.5 + 2.1875 = 26.6875 marks
Interquartile range
=Q, —Q, = 26.6875 — 15.9063 = 10.7812 marks
Percentile range is defined as Py, — P,
N 2%5) _ : o .
P,: IO[I(E] = IO(W] =25 . P, =size of 2.5th item
P,, class is 9.5—14.5.
10 (N/100) - -
Po=L+ [—(T)—”]h =95+ (2'53 1)5 =95+ 2.5 = 12 marks.
P,: 90 (1] =90 [ﬁ) =225 s Py, =size of 22.5th item
100 100
P, class is 29.56—34.5.
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R [90 (N/;OO) c)h

5=29.5+ 3.75 = 33.25 marks NOTES

=295+ [——2252‘ 21]

Percentile range = Py, — P, = 33.25 — 12 = 21.25 marks.

Merits of Q.D.

1. It is simple to understand.

2. It 1s easy to calculate.

3. It is well-defined.

4. It helps in studying the middle 50% items in the series.
5. It is not affected by the extreme items.

6. It is useful in the case of open end classes.

Demerits of Q.D.

1. It is not based on all the items.
2. It is not capable of further algebraic treatment.
3. It does not have sampling stability.

EXERCISE 2.2

1. Find the Q.D. and its coefficient for the given data regarding the age of 7 students.
Age (in years): 1% g 22, 26, 195 28, 17.
2. Compare the following two series of figures in respect of their dispersion by quartile

measures:

Heighi 58 | 56 | 62 | 61 | 63 | 64 | 66| B9 | 62 | 66 [ 55
(in inches)

Weight 117 | 112 | 127 | 123 | 126| 130 | 106 | 119| 121 | 132 | 108
(in pounds)

8. Calculate the coefficient of Q.D. of the marks of 39 students in statistics given below:

Marks 0—5 5—10 10—15 15—20 20—25 25—30
No. of students 4 6 8 12 7 2

4. Calculate the values of Q.D. and its coefficient for the following data:

Size 4—8 8—12 12—16 16—20 20—24
Frequency 6 10 18 30 15
Size 24—28 28—32 32—36 36—40

Frequency 12 10 6 2
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Business Statistics 5. Find Quartile deviation for the following data:

Mid-point | 2 3 4 | .5 6 7] 8 9 [ 10| 11

Frequency 2 3 5 6 |- 8 12 16 7 5 4

NOTES

Answers
- 1. Q.D.=4.5 years, Coeff. of Q.D. = 0.2093
2. Coeff. of Q.D. (Height) = 0.0492,

Coeff. of Q.D. (Weight) = 0.0628

Variability is more in the II series.

3. 0.3356
. Q.D.=5.2083, Coeff. of Q.D. = 0.2643
5. Q.D.=1.406.

III. MEAN DEVIATION (M.D.)

2.7. DEFINITION

Mean deviation is also called average deviation. The mean deviation of a statistical
data is defined as the arithmetic mean of the numerical values of the deviations of
| items from some average. Generally, A M. and median are used in caleulating mean
deviation. Lét ‘e’ stand for the average used for calculating M.D.

For an individual series, the M.D. is given by

where x,, x,, ...... » x, are the values of the variable, under consideration.
For a frequency distribution,

n
£ |x; -
g‘ _Zf[x-a]

N N
"|'where f; is the frequency of x;, (1 <i < n).

' M.D.=

When the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable.

Median is used in calculating M.D., because of its property that the sum of
numerical values of deviations of items from median is always least. So, if median is
used in the calculation of M.D., its value would come out to be least. M.D. is also
calculated by using A.M. because of its simplicity and popularity. In problems, it is
generally given as to which average is to be used in the calculation of M.D. If it is not
given, then either of the two can be made use of.
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2.8. COEFFICIENT OF M.D.

For comparing two or more series for variability, the corresponding relative measure,

 ‘Coefficient of M.D, is used. This is defined as: _ NOTES
Coeff. of M.D. = il)_ .
Average

If M.D. is calculated about A.M., then M.D. is written as M.D.(%). Similarly,
M.D.(Median) would mean that median has been used in calculating M.D.

We can write

Coeff. of M.D.@ = 2-&
X
Coeff. of M.D.(Median) = MD:Median)
Median

WORKING RULES TO FIND M.D. %)

Rule I.  In case of an individual series, first find T by using the formula x = %

In the second step, find the values of x—x. In the next step, find the
numerical values |x -z | of x—X. Find the sum X|x-%| of these
numerical values |x—x|. Divide this sum by n to get the value of

MD.®. -
Rule I1. In case of a frequency distribution, first find x by using the formula

X= ET{Ix- In the second step, find the values of x —x . In the next s\tep,

find the numerical values |x—Z| of x—x. Find the products of the
values of |x — x| and their corresponding frequencies. Find the sum
3f | x - X | of these products. Divide this sum by N to get the value of
M.D.(x}.

Rule IIL. If the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable.

Rule IV. To find the coefficient of M.D. (%), divide M.D.(x) by %.

Remarks: Similar working rules are followed to find the values of M.D. (Median) and
coefficient of M.D. (Median).

Example 2.4. Find the M.D. from A.M. for the following data:

x

5

7

9

11

13

7

10

9

5
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Solution. Calculation of M.D. (%)
x fx x—% [x-X] fla—-%|
3 3] -4.8 4.8 9.6
NOTES 5 7 35 ~2.8 2.8 196
7 10 70 -0.8 0.8 8.0
9 9 81 1.2 1.2 10.8
11 5 55 3.2 3.2 16.0
13 | 2 26 5.2 52 104
N=35 Tfc =273 If|x-%] =744
S 28 o
X = N -85 _— 7.8
_ -x| 744
Now MD.@=2f '; =l 55 = 21257,
Example 2.5. Find the coeff. of M.D.(Median) for the following frequency
distribution.
Marks 0—10 I 0—20 20—30 30—40 40—50
No. of studenis 5 8 15 16 6
Solution. Calculation of M.D. (Median)
Marks No. of Mid-points | x-median | x—med. || f| x—med.|
studenis c.f. of classes | (med.=28) ) ’
f)] x
0—10 5 5 5 _ 23 23 115
10—20 8 -13 15 ~13 13 104
20—30 15 28 25 -3 3 45
30—40 16 44 35 ¥ . 7 112
4050 6 50= N 45 17 17 102
N=50 | x—med. |
=478
Median = size of 50/2th item = size of 25th item,
Median class is 20—30
Median=L+| Y2=C =90+ 25_13) 10=28
f 15
)i — medi 478
Now M.D.(Median) = f1x - median = = 9,66 marks.
N 50
- . . _ M.D.(Median) 956 _
Coeff. of M.D.(Median) =T Medm 28 0.3414,
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2.9. SHORT-CUT METHOD FOR M.D.

We know that the caleulation of M.D. involve taking of deviations of items from some
average. If the value of the average under consideration is a whole number, we can
easily take the deviations and proceed without any difficulty. But in case, the value of
the average comes out to be in decimal like 18.6747, the calculation of M.D. would
become quite tedious. In such a case, we would have to approximate the value of the
average up to one or two places of decimal for otherwise we would have to bear the
heavy calculation work involved. If the value of the average is in decimal, the following
ghort-cut method is preferred.

M.D. = (zﬁ)A - (Eﬁ)n - ((ZﬂA - (Eﬂn) a
N

where ‘@’ is the average about which M.D. is to be calculatéd. In this formula, suffixes
A and B denote the sums corresponding to the values of x > ¢ and x < a respectively.

This formula can also be used for an individual series, by taking f’ equal to 1
for each x, in the series. In this case, the formula reduces to

M.D. = (EK)A - (ZK)B - ((n)A — (n)B) a -
’ n

where (n), and (n); are the number of items whose values are greater than or equal to
a and less than @ respectively. _

If short-cut method is to be used to find M.D. (%), then it is advisable to use
direct method to find % , because we would be needing (Zfx),, and (Zfx) in the calculation
of M.D.(x). _

Example 2.6. Calculate M.D.(Median) for the following data :

x: 4, 6, 10, 12, 18, 19,
Solution. Calculation of M.D. (Median)
S. No. Cx ' % - median | x— median |
1 _ 4 -7 7
2 81 (g -5 5
3 10 =20 -1 - 1
.............. 412 1 1
5 181  (Zx), 7 7
6 19 =49 8 8
n=6 Z| x—median | =29
6+1 - 12
Median = size of —;— th item = size of 3.5th item = 10; =11
Direct Method .
~ : 29
M.D. (Median) = M—‘;‘e‘hﬂl = = 4.8338.
Short-cut Method
MD. (Median) — (ZI)A - (Zx)B —((n)A —(n)n)medlan
n
‘ -20-(3- 29
_ 49-20 é3 3).11 =2 — 4.8333.

Measures of Dispersion

NOTES
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NOTES

Example 2.7. Calculate M.D. (%) and its coefficient for the following data :

Profit No. of ; Profil No. of
(in? firms’ Gind firms
5000—6000 10 0—1000 4
4000—5000 15 - 1000 o 0 6
3000—4000 30 — 2000 fo - 1060 -8
2000—3000 10 — 3000 to — 2000 10
1000—2000 5 ’
Solution. Calculation of M.D.(®
Profit . No.of . x fx
nd - firms (f)
— 3000 to — 2000 10 — 2500 — 25000
— 2000 to - 1000 8 . —15Q0 —12000 . .
— 1000 to 0 6 | @y ~ 500 ~3000 \@fg=
0—1000 4 =33 500 2000 |-30500
'1000—2000° 5 1500 7500
2000—3000 10 ] . 2500 . 25000
. 3000—4000 30 | (ZDA 3500 105000 (fo)A
4000—5000 15 1= 65 4500 . 67500 (=252500
5000—6000 .- 10 J 5500 55000 J
N =98 Xfx = 222000
_ Zfx 222000 -
x= N s - Rs. 2265.3061
—(fo)g = [EP)s - z
. Now MD.(x) = &)y - Clp N[( fla ~ (gl =
_ 252500 - (-30500) - (65 — 33) 2265.3061
o 98 '
- 21051021 _ 4 9148.0633
98
. 2148.0633
Coeft. of M.D. (¥} = M.D.(x) _ 21450633 = 0.9482.

¥ 226530861

Merits of M.D.

L. It is simple to understand.

2. It is easy to compute.

3. It is well-defiried.

4. It is based on all the items.

5. It is not unduly affected by the extreme items.
8. It can be calculated by usiﬁg any average.
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Demerits of M.D. ’ Measures of Dispersion

1. It is not capable of further algebraic treatment.

2. Tt does not take into account the signs of the deviations of items from the
average value. ) NOTES

EXERCISE 2.3

Caleulate M.D.(%) and its coefficient for the following individual series:
21, 23, 25, 28, 30, 32, 38, 39, 486, 48.

=

2. Compute M.D.(x) for the following data:
Marks 10 15 20 25 30
No. of students 2 4 6 8 5

3. Find the mean deviation about median for the following data:

x 6 12 18 24 30 36 | 42
H 4 7 9 18 15 10 5
4. TFind the mean: deviation ahout the mean for the following frequency distribution:
Class 0—4 48 812 12—16 16—20
[ 4 6 8 5 2

. Calculate M.D. about A.M. and also about medien for the following data:

Income per week (in ) 20—30 30—40 4050 50—60 60—T0

No. of families 120 201 150 75 25
6. Caleulate coefficient of mean deviation and coefficient of median deviation for the
following:
Marks. 140150 150—160 . 180—170
No. of students 4 6 10
Marks 170—180 180—190 190—200
No. of students 18 9 | 3

7. Find M.D. and cosfficient of M.D. about median for the following data:

Size 5 6 7 8 9 10
Frequency 8 12 18 8 3 1
Answers
1. M.D.{(x) =178, coeff. of M.D.(x} = 0.2364. 2, M.D.{x) = 5.12 marks,
3. 715 4,384
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" Business Statistics 5. M.D.(®) =% 9.22, M.D.{median) =% 9.07.

6. Coeff. of M.D.(x) = 0.062, Coeff. of M.D.(median) = 0.059.
7. M.D.(median) = 0.9, Coeff. of M.D.(median) = 0.1286.

NOTES

IV. STANDARD DEVIATION (S.D.)

2.10. DEFINITION

It is the most important measure of dispersion. It finds indispensable place in advanced
statistical methods. The standard deviation of a statistical data is defined as the
positive square root of the A.M. of the squared deviations of items from the A M. of the
series under consideration. The S.D. is often denoted by the greek letter ‘a’.

For an individual series, the S.D. is given by

where x,; x,,
For a frequency distribution,

where f, is the frequency of x; (1 £i < n).

When the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable.

2.11. COEFFICIENT OF S.D,, C.V,, VARIANCE

For comparing two or more series for variability, the corresponding relative measure,
called coefficient of S.D. is calculated. This measure is defined as:

Coefficient of S.D. = g- .
X
The product of coefficient of S.D. and 100 is called as the coefficient of variation.
Coefficient of variation = (-S—__D—J 100.
X

This measure is denoted as C.V.

CV.= (2] 100.
X

In practical problems, we prefer comparing C.V. instead of comparing coefficient
of 8.D. The coefficient of variation is also represented as percentage. The square of
S.D. is called the variance of the distribution.
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Rule L.

Rule II.

Rule III.

Rule IV.

WORKING RULES TO FIND S.D.
In case of an individual series, first find x by using the formula ¥ =

E. In the second step, find the values of x — % . In the next step, find the
n

squares (x —x)? of the values of x-%. Find the sum X (x — x)?of the

values of (x — ¥)*. Divide this sum by n. Take the positive square root of
this to get the value of S.D. :
In case of a frequency distribution, first find x by using the formula x

= % In the second step, find the values of x — X . In the next step, find

the squares (x — )* of the values of x — . Find the products of the values

of (x - X)? and their corresponding frequencies. Find the sum Xf(x - %)
of these products. Divide this sum by N. Take the positive square root of
this to get the value of S.D.

If the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable.

. _ S.D.
) Coeff. of S.D. = 22

AM.

(1) Coeff. of variation (C.V.) =
(#ii) Variance = (S.D.)%.

x 100

Example 2.8. Calculate S.D. and C.V. for the following data:

Measures of Dispersion

NOTES

x 5 15 25 35 45 55
f 12 18 27 20 17 6
Solution. Calculation of S.D. and C.V.
x f fx x-% (x - %)? flx-%)2
5 12 60 - 23 529 6348
15 18 270 -13 169 3042
25 27 675 =B 9 243
35 20 700 7 49 980
45 17 765 17 289 4913
55 6 330 27 729 4374
N=100 | Xfx=2000  flx - %)
=19900
_ Ifx 2800
==—="—— =28
N 100
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. 2
- Now J HE_5 _ (19900 _ A58 _ 141067,

“Y 100

NOTES ' OV, = [SxDJ 100 = (14‘;:67] 100 = 50.3811%.

Example 2.9. The mean of 5 observations is 4 and variance is 5.2, If three of the
five observations are 1, 2 and 6, find the other two.

Solution. Given observations are 1, 2, 6. Let the other two observations be

a and b,
AM=4 = =4
] n
= —1"2*2*“”’:4 > a+b=20-9=11
a+b=11 | D
Also Variance=§-(i;fi
2(x-%)? = 2(x? +E% - 2n%) = 2 + n X% - 2%
=zxz+n§2'—2£[%]n
=%x? +nx? -2n %2 =3x%-n%%
Variance=M=g—Ez.
. n n
N 52:12+22.+652+a2+b2_(4)2=;52:%&_16
= a2+ b2+ 41=(212)%x5=106 = a?+b2=65 (2)

Solving (1) and (2), we get a=4,b=17,

2.12. SHORT-CUT METHOD FOR S.D.

We have seen in the above examples that the calculations of S.D. involves a lot of
computation work. Even if the value of A.M. is a whole number, the calculations are
not so simple. In case, A M. is in decimal, then the calculation work would become
more tedious. In problems, where A.M. is expected to be in decimal, we shall use this
method, which is based on deviations (or step deviations) of items in the series.

For an individual series X, X, ..... » X, WE have

2

n n

>ul | Yy

i=1 i=1
n

S.D.= -] =
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For a frequency distribution, this formula takes the form
2

n n
Z fiuiz E fiui
§.D.= |t _|it

N N

Tf? (Tfa)? .
-h-\’ N (T] -

x; —
P
A and k are constants to be chosen suitably. This method is also known as step
deviation method.

In practical problems, it is advisable to first take deviations ‘d of the values of

where f; is the frequency of x; (1 <1 < n) cand u;= 1<i<n.

the variable (x) from some suitable number ‘A’. Then we see if there is any common |.

factor greater than one, in the values of the deviations. If there is a common factor

h (1), then we calculate = g =X A in the next column. In case, there is no common

h

d
factor greater one, then we take b = 1 and u becomes u = 1 x—A,

In this case, the formula reduces as given below:

S.D.= ‘j%zF—(%f

(d
N N
where d = x — A and A is any constant, to be chosen suitably.

(Individual Series)

S.D.=

(Frequency Distribution)

WORKING RULES TO FIND S.D.

In case of an individual series, choose a number A. Find deviations d(=
x - A) ofitems from A. Find the squares ‘d?’ of the values of d. Find S.D.
by using the formula '

Rule L.

2d? (zdY?
=3

If some common factor h (> 1) is available in the values of d, then we
calculate u’ by dividing the values of d by h. Find the squares ‘u®’ of the

2 2
values of w. Find S.D. by using the formula: \#_E% - (%) x h.

RuleII. In case of a frequency distribution, choose a number A. Find
deviations d(=x - A) of items from A. Find the products fd of f and d.
Next, find the products of fd and d. Find the sums Xfd and Zfd®. Find
S.D. by using the formula:

ezNED)

Measures of Dispersion

NOTES
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If some common factor h(> 1) is available in the values of d, then we
caleulate ‘v’ by dividing the values of d by h. Find the product fu of f
and u. Next find the products of fu and u. Find the sums Zfu and Xfu®.

Business Statistics

NOTES Fufd S.D. by using the formula:
2 2
Zfu” _(&) <.
N N
Rule I11. If the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable.
Example 2.10. The scores of two batsmen A and B for 20 innings are tabulated
below. Which of the two may be regarded as the more consistent batsman?
Score 50 51 52 .53 54 55 56 57
No. of A 1 ] 0 4 3 6 3 32
innings B 1 2 2 6 3 4 .| 2 0
Solution. Calculation of C.V. for Batsman A
Score No. of innings d=x-4A
x- . f A=53 u=d fu fu?
50 1 -3 -3 -3- 9
ol 0 -2 -2 0 0
52 0 -1 -1 0 0
53 4 0 0 0 ]
54 3 1 1 3 3
) 55 6 2 2 12 24
. b6 3 3 3. g 27
57 3 4 4 12 48
N=20 Tfu =33 Tfut =111
_ fu 33
=A+— = —_— =
F=A+-" =53+ o =5465
_(zfd (Efu]z i1 (83
. 8D.= J N N 1720 20) = 1.6815
" (8.D. _ (16815 _ .
.C.V. _for A= ?J 100 = [—-—-5 365 ] 100 = 3.0768%.
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Calculation of C.V. for Batsman B

Score No. of innings u=d=x-4
x f A=53 fu fu?
50 1 58 ~3 9
51 2 -2 i 8
52 2 i -2 2
53 6 0 0 0
54 3 1 3 3
55 4 9 8 16
56 2 3 6 18
57 0 4 0 0
N=20 Sfu=8 fu? =56
Sailfs HE- B,
x=A+ N =53+ on =534
Hul (Fu) |56 (8
SD—" = 20 " |\3g] =16248
CV. forB=[3L:) 100 = (@J 100 = 3.0427%.
X 53.'4

CV.forA>CV.forB
Batsman B is more consistent.

Example 2.11. For the following data, find out which group is more uniform:

Age group No. of persons
(years)
Group A Group B

0—10 Grih ™ 7
1020 15 12
20—30 20 22
30—40 25 30
40—50 18 20
50—60 10

60—70 : 7 4

Self-Instructional Material
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Business Statistics Solution. Calculation of C.V. for group A
Age group No. of x d=x-A| u=dh fu fu?
~ (years) persons A=35 h=10
NOTES f
0—10 5 5 -30 -3 -15 45
10—20 15 15 -20 -2 —30 60
20—30 - 20 25 -10 -1 —-20 20
30—40 25 356 0 0 0 0
" 4050 18 45 10 1 18 - 18
50—60 10 55 20 2 20 40
60—T70 7 65 30 3 21 63
N =100 Sfu=—6 |XEfu? =246
ene (B ] o
x—A+(N h=36+ 100 10=34.4
_Za? (Sfu) 246 [-ef _
SD.= E‘I ( N ] .h= T00. \700) - ‘10— 15.6729
S.D. : :
C.V. for group A= = x 100
156729 s
.= x = - %6. .
344 100 = 45.5608% ‘
Calculation of C.V. for Group B
Age group Né. of . x d=x-4 | u=dh fu fu?
(vears) person (f) A=35 h=10
0—10 7 5 -30 - 3 =21 63
10—20 12 15 -20 -2 -24 48
20—30 22 26 -10 -1 —22 22
. 30—40 30 3b 0 0 0 0
40—50 20 45 10 1 20 20
50—60 5 _ 5b 20 2 10 20
- 60—T0 4 65 30 3 12 36
N=100 $fu = - 25| Ifu? = 209
g=A+ | =35+ [228) 10=325
N 10
_ |z 14 onan
8.D. = N 100 . 10=14.2390,
C.V. for group B = -STD x 100 = 14.2390 100 = 43.8123%
C.V. for Group A > C.V. for Group B.
Group B is more uniform.
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Example 2.12. The A.M. of the runs scored by three batsmen A, B and C in the = Measures of Dispersion

same series of 10 innings are 58, 48 and 12 respectively. The S.D. of their runs are
respectively 15, 12 and 2. Who is the most consistent of the three? If one of these is to be
selected, who will be selected?

Solution. We have

T (A=58 o (A)=15
T (B)=48 o (B) =12
z (C)=12 c(C)=2

15
CV.(A)= (E) 100 = 25.86%

CV.B)= (%JIOO = 25.00%

2
CV.(C)= [ﬁ] 100 = 16.67%.

From this, we conclude that player C is most consistent, whereas the average
score is highest for A. If the selection committee is to select the player on the basis of
consistency of performance, then C would be selected. If on the other hand, scoring of
highest runs is the basis, then A would be selected.

2.13. RELATION BETWEEN MEASURES OF DISPERSION

It has been observed that in frequency distribution, the following relations hold.

1. Q.D. is approximately equal to -g— S.D.

2. MLD. is approximately equal to % S.D.

Merits of S.D.

1. It is simple to understand.
2. It 18 well-defined.

3. In the calculation of S.D., the signs of deviations of items are also taken into
account.

4. It is based on all the items.

5. It is capable of further algebraic treatment.

6. It has sampling stability.

7. It is very useful in the study of “Tests of Significance”.

Demerits of S.D.

1. It is not easy to calculate.

2. It is unduly affected by the extreme items, because the squares of deviations
of extreme items would be either extremely low or extremely high.
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- 2. Find the standard deviation for the following data:

EXERCISE 2.4
Calculate mean, standard deviation and its coefficient for the following data:
Wages uplo(@n?) 10 20 a0 40 50 60 70 . 80
No. of persons 12 30 65 107 | 157 202 220 230

Wages ) 50—60 | 60—70 |.70—80 80—20 | 90—100 | 100—110

No. of workers 8 10 16 14 10 5

Find which of the following batsman is more consistent in scoring:

Batsman A 5 7 |-16 | 27 | 3 | B3 | 56 | 61 | 80 | 101 | 105

BatsmanB | 0 | 4 | 16 | 21 | 41 |43 | 57| 18| 83.| 90 | 95

10.

(@) The mean of '5 observations is 4.4 and the variance is 8.24. If three of the five
observations are 1, 2 and 6, find the other two.

(b) Mean of 48 items is 9 and their standard deviation is 1.6. Find the sum of the squares
of all items. -

If the S.D. of a series is 7.5, find the most likely value of the mean deviation.

From the prices of shares of x and y given below, state which share is more stable in
value: )

x 41 44 43 48 45 46 49 50 42 40

y 91 93 96 92 90 97 99 94 98 95

In a cricket season, batsman A gets an average scoré of 64 runs per inning with a S.D. of
18 runs, while batsman B gets an average score of 43 runs with a 8.D. of 9 runs in about
an equal number of innings. Discuss the efficiency and consistency of both the batsmen.
The mean’and S.D. of 20 items is found to be 10 and 2 respectively. At the time of
checking, it was found that one item 8 was incorrect. Caleulate the correct mean and
8.D., if: ’
(1) the wrong item is omitted. (#7) it is replaced by 12.

For a group of 50 male workers, the mean and standard deviation of their weekly
wages are ¥ 63 and ¥ 9 respectively. For a group of 40 female workers, these measures
are respectively ¥ 564 and ¥ 6. Find the S.D. for the combined group of 90 workers,

Following table gives height of boys and girls studying in a college:

) Boys Girls
Number -T2 38
Average height 68 inches 81 inches
Variance 9 inches 4 inches

Find the (i) S.D. of the héight of boys and girls taken together and (if) whose heights are
more variable,



Answers Measures of Dispersion

. x =%40.52,S.D. =¥ 1741, Coeff. of S.D. =0.4296 2, T14.5079
3. C.V.for A=67.0738% ’

C.V. for B =69.5120%
4. @4,9 : (b) 4010.9 5. M.D.=6
6. S.D.for X =3.2496, S.D. for Y = 2.8723

CV. for X ="7.2536%, C.V.for Y =3.0395%

Stability is more in series Y.
7. C.V.for A=28.125%, C.V. for B=20.9302% -

If average is the criterjon, then A is efficient."

} Ais coﬁsistent.
NOTES

If consistency is the criterion, then Bis efficient.
8. (i) Correct x =10.1053, Correct S.D. =.1.997
(#t) Correct ¥ =10.2, Correct S.D. =1.9899 _
9, ¥=%59,8D.=%9
10. () S.D.=4.2839 inches
(#) C.V. for boys = 4.4118%, C.V. for girls = 3.2887%
Heights of boys are more Variablg. -

2.14. SUMNARY

s The range of a statistical data is defined as the difference between the largest
. and the smallest values of the variable.

. Range=L-8§,
where L =largest value of the variable
S = smallest value of the variable.

¢ The quartile deviati(_m of a statistical data is defined as &‘—;i and is

denoted as Q.D.

¢ Mean deviation is also called average deviation. The mean dev1atmn of a
statistical data is defined as the arithmetic mean of the numerical values of the
deviations of items from some average. Generally, A M. and median are used in .
calculating mean deviation. Let ‘@’ stand for the average used for calculating M.D.

o It is the most important measure of dispersion. It finds indispensable place in
advanced statistical methods. The standard deviation of a statistical data is
defined as the positive square root of the A.M. of the squared deviations of items
from the A M. of the series under consideration. The S.D. is often denoted by
the greek letter ‘o’.

 For comparing two or more series for variability, the corresponding relative
measure, called coefficient of S.D. is calculated.

2.15. REVIEW EXERCISES

1. Explain the merits of quartlle deviation method of measuring dispersion over the range
method.

2. What is meant by dispersion ? What are the requirements of a good measure of éispersion?
In the light of those, comment on some of the well-known measures of dispersion.
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3. SKEWNESS
3.1. Introduction
3.2, Meaning
3.3. Tests of Skewness .
. . 3.4. Methods of Measuring Skewness

8.5. Karl Pearson’s Method
3.6. Bowley's Method
3.7. Kelly’s Method .
3.8. - Method of Moments - - -
3.9. Summary.

3.10. Review Exercises

3.1. INTRODUCTION

We have already seen that a single statistical measure is not capable of telling
everything about a statistical distribution. A single measure cannot explore all the
characteristics of a distribution. As we have already seen that an average of a
distribution gives us an idea about the concentration of items about some value,
Distributions with same average may differ widely in nature. We have already studied
the scatter of items around some average value, in our dlscussmn of measure of - -
dispersiori. Now we shall consider the aspect of ‘symmetry’. in curves of frequency
distributions. The shape of the frequency curve depends upon the frequencies of different
values of the variable under consideration. If the frequencies of items increases with
the equally spaced increasing values of the variable and after a particular stage, the -
[frequencies start decréasing exactly in the same way these were increased, then the
frequency curve of the distribution would be symmetrical, bell-shaped.

3.2. MEANING - -

In symmetrical distribution, the values of mean, mode and median, would coincide. If
the curve of the distribution is not symmetrical, it may admit of tail on either side of
the distribution. Such a distribution lack in symmetry. Skewness is the word used for
lack of symmetry. A distribution which is not symmetrical is called asymmetrical or
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skewed. We can define ‘skewness’ of a distribution as the tendency of a distribution Skewness
to depart from symmetry.

NOTES

X = Mode = Median
Symmetrical distribution

Tail on right Tail on left

Positively skewed Negatively skewed
distribution distribution

If the tail of an asymmetrical distribution is on the right side, then the
distribution is called a positively skewed distribution. If the tail is on left side,
then the distribution is defined to be negatively skewed distribution. Now we shall
account for the situations when skewness can be expected in a distribution.

3.3. TESTS OF SKEWNESS

1. If AM. = mode = median, then there is no skewness in the distribution. In
other words, the curve of the frequency distribution would be symmetrical, bell-shaped.

2. If A M. is less than (greater than), the value of mode, the tail would on left
(right) side, i.e., the distribution is negatively (positively) skewed.

3. If sum of frequencies of values less than mode is equal to the sum of frequencies
of values greater than mode, then there would be no skewness.

4. If quartiles are equidistant from median, then there would be no skewness.

3.4. METHODS OF MEASURING SKEWNESS

1. Karl Pearson’s Method
2. Bowley's Method

3. Kelly’s Method

4. Method of Moments
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3.5. KARL PEARSON’S METHOD

This method is based on the fact that in a symmetrical distribution, the value of A M.
is equal to that of mode. As we have already noted that the distribution is positively
skewed if A M. > Mode and negatively skewed if AM. < Mode. The Karl Pearson’s
coefficient of skewness is given by

A.M. - Mode
S.D. ’
We have already studied .the methods of calculating A.M., mode and S.D. of

frequency distributions. If mode is ill-defined in some frequency distribution, then the -
value of empirical mode is used in the formula.

Empirical mode = 3 Median — 2 A M.

Karl Pearson’s coefficient of skewness =

: A.M.- Mode
. Coeff. o\f sk‘ewness ==—sp
_ AM. -(3Median-2A.M.) _ 3A.M. -3 Median
8.D. S.D.
Karl Pearson’s coefficient of skewness = < (A.M.S_]I;Iedmn)

The coefficient of skewness as calculated by using this method would give
magnitude as well as direction of skewness, present in the distribution. Practically,
its value lies between — 1 and 1. For a symmetrical dlstrlbutmn its value comes out to
be zero.

The Karl Pearson‘s coefficient of skewness is generally denoted by ‘SK.

WORKING RULES FOR SOLVING PROBLEMS
Rulel. Ifthe ualues of x x,0 and mode are given, then find SK, by using the

Jormula:
SK, = x_-m_%_
Rule IL If the values of %, ¢ and median are given, then find SK, by using the
formiula:

SK, = 3 (:Tc—median)

- o

Rule II1, If the values of x, o and mode are not given, then calculate these If
mode is ill-defined, then fmd median.

Rule IV. Find SK, by using formulae given in above rules.

N - N : J.
Example 3.1. Korl Pearson’s coefficient of skewness of a distribution is 0.32, its
standard deviation is 6.5 and mean is 29.6. Find the mode of the distribution.

Solution. We have SKp,=0.32,8D.=6.5, ¥ =296. -

. x — Mode
Now SKP = W
296 — Mode
0. 3_2 = T
= 206 -Mode=0.32x6.5=2.08

U

Mode =29.6 — 2.08 = 27.52,
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Example 3.2. In a certain distribution, the following results were obtained:

AM. = 45, Median = 48, Coefficient of Skewness = — 0.4, The person who gave
you this data, failed to give the value of S.D. You are required to estimate it with the
help of available data.

Solution. We have

coeff. of skewness = — (0.4, AM. = 45, median = 48. _

Now, coeff. of skewness = w
S.D.
= —i=3(45_48).= -9 = 48D.=930
10 S.D. S.D.
= 8D. = 51_0 =22.5.

Example 3.3. The sum of 20 observations is 300 and sum of their squares is

_5000. The median is 15. Find the Karl Pearson’s coefficient of skewness and coefficient

of variation. :
Solution. Let 'z’ be the variable under consideration.
We have n =20, 2x = 300, Zx2 = 5000, median = 15.

Now, r=—=——>=15

n
2 _ 5000
. 8D.= ExT_xz = _26"(1'5)2 = [250 - 225 = /25 =5.

Now, Karl Pearson’s coeff. of skewness _ 4
_ 3(x — Median) _ 3(15-15)
B S.D. 5

_8D.,_ 5 ~ wa ma
CV.= == (100) = 7= X 100 = 33.38%.

0,
0.

Example 3.4. Following is data regarding the position of wages in a factory
before and after the settlement of an industrial dispute: Comment on the gains and
losses from the point of view of the workers and management.

Before setilement After settlement
No. of workers 2400 2350
AM. of wages - T 455 T 475
Median of woges ' T 480 T 450
S.D. of wages T120 - T 100

Solution. Let x denote the variable ‘wage’.
(@ No. of workers before settlement = 2400
No. of workers after settlement = 2350.

After settlement, 50 workers were thrown out of their job. This is a certain
loss to the workers, who lost their job.

(1) A M. of wages before settlement = T 455
AM. of wages after settlement = ¥ 475.

After settlement, the wages of workers have increased. This is a gain to the
workers.
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(1i1) Median wages before settlement = ¥ 480
50% workers were getting less than or equal to ¥ 480.
Median wage after settlement = 7 450 ‘
After settlement, 50% workers were getting less than or equal to T 450.

(v x= % x=n. x )
Wage bill before settlement = ¥ 2400(455) = ¥ 10,92,000
Wage bill after settlement =¥ 2350(476) =T 11,16,250

Increase in wage bill =¥ 11,16,250 — 10,92,000 = ¥ 24,250
This is a loss to the management.

120

(v) C.V. before settlement =155 X100 = 26.374%
' 100
C.V. after settlement =175 x 100 = 21.053%.

We see that C.V. has decreased after settlement.
Disparity in wages has de_creased after settlement.
(vi) Coeff. of skewness (before settlement) _
_ 8(% ~ Median) _3(455-480) _
- §D. 120, =~ 06%
Tail of frequency curve is on left side.

Coeff. of skewness (after settlement)

- - T 3(475-450) -
~ 100 = 0750

Tail of frequency curve is on right side™
After settlement, the management reduced the number of workers getting
high wages.-

.
*

EXERCISE 3.1
1. Find the coeff. of variation of a frequency distribution with the help of following
information: : -
AM. =50 Mode = 56

Karl Pearson’s coeff. of skewness =— 0.4,
2. Find Pearson's coeff. of skewness for the following frequency distribution:

Wage (in 3) 50.00—59.99 | 60—69.99 707999 | 80—89.99
No. of employees 8 10 16 14
Wage (in 3) 90--99.99 100—109.99 110—119.99 h

No. of employees | - 10 5 2
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For the following data, calculate the coefficient of skewness based on mean, median and

S.D.
Variable 100—110 110—120 120—130 130—140
Frequency 4 16 36 52
Variable 140—150 150—160 160—170 170—180
Frequency 64 40 32 11
For the following frequency distribution, calculate the value of Karl Pearson's coeff. of
skewness: :
Temp. (°C) ~ 40 to - 30 —30to—20 —20to—10 ~10to 0
No. of days 10 28 30 42
Temp. (°C) 0—10 10—20 20—30
No. of days 65 180 10
Find the mean wage and coefficient of skewness for the following data:
35 men gets at the rate of ¥ 4.5 per man
40 men gets at the rate of ¥ 5.5 per man
48 men gets at the rate of ¥ 6.5 per man
100 men gets at the rate of ¥ 7.5 per man
125 men gets at the rate of ¥ 8.5 per man
87 men gets at the rate of ¥ 9.5 per man
43 men gets at the rate of ¥ 10.5 per man
22 men gets at the rate of ¥ 11.5 per man
Calculate Karl Pearson’s coefficient of skewness for the following data:
Wage (in ) 70—80 80—90 90—100 100—110
No. of workers 12 18 35 42
Wage (in %) 110—120 120—130 130—140 140—150
No. of workers 50 45 20 8
Answers
1. CV.=30% 2. 0.1454 3. — 0.0087
4. -0.6617 5. Mean wage = ¥ 8.07, Coeff. of skewness = — 0.2445
6. —0.3314.

3.6. BOWLEY’S METHOD

This method is based on the fact that in a symmetrical distribution, the quartiles are
equidistant from the median. In a skewed distribution, this would not happen. The
Bowley's coefficient of skewness is given by
Q; + Q; - 2 Median

Q;-Q,

For a symmetrical distribution, its values would come out to be zero. The value
of Bowley’s coefficient of skewness lies between — 1 and + 1. The coefficient of skewness

Bowley’s coefficient of skewness =

Skewness

NOTES
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Business Statistics as calculated by using this, would give magnitude as well as direction of skewness '
present in the distribution. In problems, it is generally given as to which method is to
be used. But in case, the method to be used is not specifically mentioned, then it is

: advisable to use Bowley’s method. The calculation of Bowley’s coefficient of skewness
NOTES would involve the caleulation of Q,, Q; and median. The calculation of these measures
would definitely take lesser time than for the calculation of % , mode and S.D. It may
also be noted that the values of coefficient of skewness as calculated by using different
formulae may not be same. This method is also useful in case of cpen end classes in
the distribution.

The Bowley’s coefficient of skewness is generally denoted by ‘SKj.

' WORKING RULES FOR SOLVING PROBLEMS
Rulel. If the values of medium, Q ; and Q; are given, then find SK; by using
the formula; SK,, = Qs + @y — 2Median .
o i ' - G-
Rule II. If the values of median, @, and Q, are not given, then find these by
using cumulative frequencies of the distribution. :

Rule IIL. If the name of the method is not mentioned, then the coefficient should
be calculated by Bowley's method. This method will take less time.

Example 3.5. For the followiﬁg dafa, compute quartiles and the coefficient of

skewness:
Income (E4] Below 200 200_400' 400—600 | 600—800 | 800—1000| above 1000
No. of persons 25 40 &0 . 75 20 16
Solution, " Calculation of Q;, Q, and median
"Classes No. of persons (f) - ef.

Below 200 ‘ 25 _ 25

200—400 . 40 65

400—600 80 145

600—800 - 15 . 220

SQO—IOOO 20 . 240 )

above 1000 18 256=N

N=256
N 256
U Pl
" Q, =size of B4th item
Q, class is 200—400 )
Q=L+| A=) _ 900+ (84225) 900 = 200+ 195 = 395,
f - 40
N 256 _

Q,: 3 (Z] =3 [T) =192

Q, = size of 192th item
Qq class is 600—800.
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3(N/M4)-c¢ 192 -145
=L+ |—————h=600+ | —————| 200
Q=+ (207 J &=
=600 + 125.33 = 725.33.
N 256
ian : —==—=128
Median 2 5
Median = size of 128th item
Median class is 400—600.
Median = L + (m - c]h = 400 + (128 = 65) 200
=400 + 157.5 = b57.5.
Bowley’s coefficient of skewness
Q3 +Q, - 2 Median
= Q3 -Q
_ 72533+395-2(5575) 533 ~ 0,016
i 72533 - 395 83033
Example 3.6. Calculate the Bowley’s coefficient of skewness for the following
frequency distribution:
Classes 1-5 6—10 1115 16—20 21-25 26—30 31—-35
Frequency 3 4 68 30 10 6 2
Solution. Calculation of Q,, Q, and median
Classes Ti (o
1—5 3 3
610 4 7
11—15 68 75
16—20 30 105
21—25 10 115
26—30 6 121
31—35 2 1283 =N
N=123
N 123
: —=—=30.75
Q Fl

Q, = size of 30.75th item
Q, class is 10.56—15.5 (actual class limits).

Q=L+ (N";“’] h=105+ (30-7658‘ 7} 5=10.5+ 1.746 = 12.246,

N 123
Q,: 3(;) = S(T) =92.25
Q, = size of 92.25th item
Q, class is 15.5—20.5 (actual class limits)
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3 (N/4)-c 92.25 - 75
Q,=L (—f ]h 15.5+[ 50 J5
= 15.5 + 2.875 = 18.375.
N 123
Median: —= =8L5
edian 2 2 (

Median = size of 61.5th item
Median class is 10.6—15.5 (actual class limits)

 Median =L+ [mf“"] h=105+ [61':8‘ 7]_5= 10,5+ 4.007 = 14.507.

Now, Bowley’s coefficient of skewness
_ Q3 +Q1 — 2 Median

Q-Q
_ 18.375+12.246 - 2(14.507) _ 1.607 _ 0.262
- 18.375 - 12.246 6.129 — <0<
EXERCISE 3.2

1. In a frequency distribution, it is found that Q, = 14.6 ¢m, median = 18.8 cm and
Q; =25.2 em. Find the coefficient of Q.D. and the Bowley’s coefficient of skewness.

2. Caleulate Bowley’s coefficient of skewness for the following data:

Wage (in ?) ‘85| 90| 95 | 100 | 105 110 | 115 | 120 | 125
No.ofpersons | 15| 18| 25 | 19 15 7 28 12 11

8. Caleculate the quartile coefficient of skewness for the following frezlueucy distribution:

Weight No. of persons Weight No. of persons
(in kg) _ (inkg
Under 100 1 150—159 65
"100—109 14 160—169 31
110—11° 66 170—179 12
120—129 122 180—189 5
130—139 145 190—199 : 2
140—149 121 200 and above 2

4. Calculate coefficient of skewness based upon quartiles for the data given below:

Marks (Less than) 10 20 - 30 40 50 60
No. of students 5 12 20 30 40 50
- . Answers
1. Coeff. of Q.D. = 0.2663, Coefl. of skewness = 0.2075-
2. 05 8. 0.0233 ' 4. 0.0397




Skewness
3.7. KELLY’S METHOD

This method is based on the fact that in a symmetrical distribution the 10th percentile
and 90th percentile are equidistant from the median. In a skewed distribution, this NOTES
equality would not hold. The Kelly’s coefficient of skewness is given by
Py + Pyy — 2 Median

Py - Py i

For a symmetrical distribution, its value would come out to be zero. This
coefficient of skewness would lie between — 1 and + 1. The coefficient of skewness as
calculated by this method would give magnitude as well as direction of skewness present
in the distribution.

Kelly’s coefficient of skewness =

- WORKING RULES FOR SOLVING PROBLEMS
Rule 1.  Ifthe values of median, P,,and P, are given, then find Kelly’s coefficient
of skewness by using the formula:
Py + Pig — 2 Median
5 Py — Py

SK

Dy + D; — 2 Median
D; =D .
Rule IIL. If the values of median, P, and P,, are not given, then find these by
using the cumulative frequencies of the distribution.

Rule II. Kelly's coefficient of skewness is also equal to

Example 3.7. In a frequency distribution,
P,, =5, Median = 12 and P, = 22.
Find Kelly’s coefficient of skewness.
Solution. We have P, = 5, median = 12 and P, = 22.
Kelly's coeff. of skewness
_ Py +Pjp—2Median 22+5-2(12) _ 3
g - ST 17
Example 3.8. Calculate Kelly’s coefficient of skewness for the following frequency
distribution:

= 0.1765.

Daily wage 2025 26-30 30—35 35—40 40—45 4550
(in%)
No. of Workers 12 16 5 4 2 1

Solution. Calculation of Kelly’s Coefficient of Skewness

Daily wages No. of workers ol
(in%) 17
20—25 12 12
256—30 16 . 28
30—35 5 33
356—40 4 37
40—45 2 39
45—50 1 40=N
N=40
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P,, = size of 4th item

Business Statistics N 40
Py,: 10 ( J 10 [ ) 4

NOTES o Py classis 2025 _ '
P =L+ [10(Nl100)—c] B
] f -
=90+ (4 "OJ 5=20+ 1.67=% 2167,
| {12
Py, : BO(NJ 0(4"} 36
{100 100

P, = size of 36th item

P90=L+(90(N/100)‘—C] b= 85+ [3&:33} 5

P, class is 35—40.

7
= 35 + 8.75 = T 38.75.
Median: N = 20 =20
2 2
Median = size of 20th item
~. Median class is 26—30
' . N2-¢ 20-12
= + = +
MedlanL[f]h25(16]5
| \ =26+25=%27.50
Now, Kelly’s coefficient of skewness
_ Q3 +Q; — 2Median
Q:-Qy
_ 3875+2167-2(2750) 542 0.3173
- 3875 - 21.67 S 1708 T TN
EXERCISE 3.3
1. In afrequency distribution, P10 =10, median =22 and Py, =25. Calculate Kelly’s coefficient
of skewness.
2. In afrequency dJstnbutmn, P,,=17,Py, =53 and medlan 38. Find Kelly’s coefficient
of skewness,

3. Calculate the coefficient of skewness, using P, a.nd Pg, for the following data:

x 10 11° 12 13 14 156 16 17
f 3 11 18 -15 12 9 6 3
4. Caleulate Kelly's coefficient of skewness for the following frequency distribution:
Marks less than 10 20 30 40 50 60 70
No. of studenls. 0 5 7 10 12 18 30
, . Answers 7
1. —06 ‘ 2.-0.17 . 3.0 - 4. -0.61.
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3.8. METHOD OF MOMENTS

In this method, second and thlrd central moments of the distributicn are used. This
measure of skewness is called the Moment coefficient of skewness and is glven by NOTES

Ug
=.
2
For a symmetrical distribution, its v'alu_e would come out to be zero. The coefficient
of skewness as calculated by this method gives the magnitude as well as direction of
skewness present in the distribution.

Moment coefficient of skewness =

2
By
=

In statistics, we define B, =
’ )

Moment coefficient of skewness can also be written as
2

" 2

The sign with .JE is to be taken as that of p,. The moment coefficient of skewness
is also denoted by ¥,

The moment coefficient of skewness is generally denoted by ‘BK,-

WORKING RULES FOR SOLVING PROBLEMS
Rule I.  Ifthe values of p,andp saregiven, then find SK, by using the formula:

Ka

st

Rule II. If raw moments B, W' and ) are given, then calculate:
Mo =4y —p,/ 2 and py=py — 3u,/p, + 2 /2

_Hg
Now, find SKM 1/_ ]
g

SK,, =

Rule IIL. If moments are not given, then first find i, and u, by using the given

data and then use the formula: SK,, = Ha =
Ug
3 B
Rule IV. B, =% and y, = L,
u2 Ko

Example 3.9. The first three central moments of a distribution are 0 15, — 31.
Find the moment coefficient of skewness.

Solution. We have p, =0, By =15 and p, = - 31.
Moment coefficient of skewness

gy -81 31 31

- 0.53.

" VBas 5808
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Example 3.10. Find the second and third central moments for the frequency
distribution given below. Hence find the coefficient of skewness:

Class 110.0—114.9 115.0—1159.9 120.0—124.9 125.0—129.9
Frequency 5 ) 15 20 35
Class 180.0—134.9 135.0—139.9 140.0—144.9
Frequency 10 10 N 5
Solution. Computation of moments
Class f x d=x-A u=dh| fu fu? fu?
. A=127.45| h=§
110.0—114.9 5 112.45 =15 -3 -15 45 —135
115.0—115.9 15 117.45 -10 -2 - 30 60 —-120
120.0—1249( - 20 122.45 -b -1 —20 [ 20 - 20
125.0—129.9 35 127.46 0 0 0 &) ) 0
130.0—139.9 10 182.45°| - 5 1 10 10 10
140.0—144.9 10 137.45 10 2 20 40 80
5 142.45 15 3 15 45 135
N=100 ' S | Efu? Efu?
- =-20 =220 =—50
, (TR, (-20
Now - ul=[—N—Jh=(m—0} 5=-

o ZEt) e ]
p.a—[NJha—[loo (5 =—62.5.

Central moments
By =1y — % = 55~ (- )? = 54
Mo = My — 3y, + 2,8 = - 62,5 — 3(85)(~ 1} + 2(- 13
_ =-62.5 + 165 — 2 = 100.5.
Moment coefficient of skewness

pg _ 1005 _ 1006 ..
[23 (547 TBax73s oo

EXERCISE 3.4

1. The first three central moments of a distribution are 0, 2.5, 0.7. Find the values of S.D.
and the moment coefficient of skewness. ’

2. In acertain distribution, the first four moments about the point 4 are —1.5,17, - 30 and
: 308. Calculate the moment coefficient of skewness.

3. The first three moments of a frequency distribution about origin ‘5’ are —0.55, 4.46 and
—0.43. Find the moment coefficient of ekewness.
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4. Find the moment coefficient of skewness for the following series: Skewness

x 3 6 8 10 18
5. Calceulate the A M., coefficient of variation and the moment coefficient of skewness for
the following data: NOTES
1] 1 2 3 4 5 6 7 8
H 1 8 28 56 70 56 28 8 1
Answers
1.6811, 0.1771 2. 0.7017 3.0.7781 - 4. 0.7604

AM. =4, C.V. = 35.3553%, coefficient of skewness = 0

3.9. SUMMARY

o Skewness is the word used for lack of symmetry. A distribution which is not
symmetrical is called asymmetrical or skewed. We can define ‘skewness’ of
a distribution as the tendency of a distribution to depart from symmetry.

o [If the tail of an asymmetrical distribution is on the right side, then the
distribution is called a positively skewed distribution. If the tail is on left
side, then the distribution is defined to be negatively skewed distribution.

¢ This method is based on the fact that in a symmetrical distribution, the value of
AM. is equal to that of mode. As we have already noted that the distribution is
positively skewed if AM. > Mode and negatively skewed if A M. < Mode. The

Kar] Pearson’s coefficient of skewness is given by

A.M. - Mode
S.D. ’

» This method is based on the fact that in a symmetrical distribution, the quartiles
are equidistant from the median. In a skewed distribution, this would not happen.
The Bowley’s coefficient of skewness is given by

Qg + Q; - 2 Median

Q-Q

¢ This method is based on the fact that in a symmetrical distribution the 10th
percentile and 90th percentile are equidistant from the median. In a skewed
distribution, this equality would not hold. The Kelly’s coefficient of skewness is
given by

Karl Pearson’s coefficient of skewness =

Bowley's coefficient of skewness =

PBB - P10 )

Kelly’s coefficient of skewness =

3.10. REVIEW EXERCISES

‘1. Define skewness. Explain the difference hetween positive skewness and negative
skewness,

2. Explain what do you understand by “Skewness”. What are the various methods of
measuring skewness?

3. How does ‘Skewness' differ from ‘Dispersion’? Explain the different methaods of studying
skewness.

4. Explain the use of quartiles in studying skewness in frequency distributions.

§. Explain with formulae different measures of skewness.
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4. KURTOSIS

4.1. Introduction ' - .
~4.2, Definitions
4.3. Measure of Kurtosis

4.4. Summary

"4.5. Review Exercises

4.1. INTRODUCTION -

We have already discussed some of the charactéristics of statistical distributions. The
measures of central tendency tells us about the concentration of the observations about
an average value of the distribution whereas the measure of dispersion gives the idea’
of scatter of thie observations about some average. The measure of skewness helps us

‘| in judging the extent of symmetry in the curves of frequency distributions. Now we

shall consider the peakedness and flatness of frequeney distributions. The measure of
peakedness or flatness or the curve of a frequency distribution, relative to the curve of
normal distribution, is called the measure of ‘Kurtosis'. Kurt051s refers to the. bulgmess
of the curve of a frequency dlstrlbutlon

4.2. DEFINITIONS

The éurvg of a fretluency distribution is called ‘Mesokurtic', if it is neither flat nor
sharply peaked. The curve of normal distribution is mesokurtic. The curve of a frequency

TN

Leptokurtic Mesokurtic Platykurtic

ﬂ2>3 - B2=3 ﬁz<3
v,>0 v,=0 ) V<0




distribution is called ‘Leptokurtic, if it is more peaked than normal curve. The curve Kurtosis
of a frequency distribution is called ‘Platykurtic’, if it is more flat-topped than the
normal curve.

NOTES

4.3. MEASURE OF KURTOSIS

The measure of kurtosis is denoted by B, and is defined as

el . 9
Bz I-lz2
where , and p, are respectively the second and fourth moments, about mean of the
distribution. If B, > 3, the distribution is Leptokurtic. If B, = 3, the distribution is
Mesokurtic. If B, < 3, the distribution is Platykurtic. The kurtosis of a distribution is
also measured ]:)y using Greek letter ‘v,’, which is defined as v, = f, — 3.
v,>0 = B,-3>0 = P,>3 = thedistribution is Leptokurtic.
Similarly, if v, = 0, then B, = 3
The distribution is Mesokurtic.
v,<0 = B,<3 = the distribution is Platykurtic.

WORKING RULES FOR SOLVING PROBLEMS
Rule I.  If the values of u, and p, are given, then find B, by using the formula:

By
1 B e T
R
Rule II. If raw moments p,, u,’, u," and p/ are given, then calculate:
B =y~ P and p, = - A gn ) 6y p - 3

Now, find B, = 44
Kz
Rule IIL. If moments are not given, then first find u, and p, by using the given
data and then use the formula: B, = “—‘2.
n

2
Rule IV. The given distribution is leptokurtic, mesokurtic and platykurtic
according as B, > 3, B, = 3 and B, < 3 respectively.

Rule V. y, =B, — 3. The given distribution is leptokurtic, mesokurtic and
platykurtic according as y,> 0, ¥, = 0 and y, < 0 respectively.

Example 4.1. The first four moments about mean of a frequency distribution
are 0, 100, — 7 and 35000, Discuss the kurtosis of the distribution.

Solution. We have B, =0,u, =100, py=-7 and p, = 35000.

py _ 35000
n? (100
The distribution is leptokurtic.

Example 4.2. The first four moments of a distribution about the value ‘4’ of the
variable are — 1.5, 17, — 30 and 108. Discuss the kurtosis of the distribution.

Solution. We have w'=15pn'=17,u,'=-30 and p, =108
: My =Hy = (1,2 = 17— (- 15)2 = 14.75

Now = =358
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1-14 = }Ju;’ - 41-11’ p—g’ + 6“-2‘.-( l-’-l')z - 3(]-‘-1’)4
=108 — 4(- 1.5)(= 30) + 6(1T)(— 1.5)2 — 3(— 1.5)4 = 142.3125.

Bz_

by 1423125 1423125

T up)?  (475)E 2175625

The distribution is platykurtic.

=0.654<3.

Example 4.3. Compute the coefficient of shewness and kurtosis based on moments
for the following distribution:
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" Central moments ji,, i, i,

My = 1 — 2 = 298.667 — (- 4)? = 282.667

My = By — B1,7H, + 21, = — 80 — 3(298.667)(—

My = 1" — 45+ By % - 3

45 | 145 | 245 | 845 | 445 | 54.5 64.5 | 745 | 845 | 94.5
f 1 5 12 22 17 9 4 3 1 1
Solution. Calculation of moments
x f d=x-A u=dh fu. fu? fu? fu?
A=445 | k=10
4.5 1 —40 -4 -4 16 —-64 256
14.5 5 -30 -3 -15 45 -135 405
24.5 12 -20 -9 -24 48 - 96 192
34.5 22 -10 -1 -22 22 - 22 22
44.5 17 0 0 0 0. - 0 0
54.5 g 10 1 9 9 9
84.5 4 20 2 8 16 32 64
74.5 3 30 3 9 a7 81 243
84.5 1 40 4 4 16 64 256
94.5 1 50 5 5 25 125 625
N=75 Tfu= —-30 |Zfu?=2324| Zfud=-6| Ifui=
: 2072
Moments about 44.5
s (Zfu) (30
=22 p=|-Z| 10=-4
MW 75
o () g (224 (10)% = 298.667
SR U R - e
( 3fu? y
Hy = W= (—] (102 =—80
N ) 75 }
4
2072
= | 2| pe= [—J (10)* = 276266.667.
L N 75

4) + 2(~ 4)® = 3376.004

= 276266.667 — 4(— 80)(— 4) + 6(298.66T)(— 4)? — 3(- 4)* = 302890.7.




Skewness
Moment coefficient of skewness,
_ wg _ 3376004 3376004  _
h= Tt " Jios2667)7 2826674282667
The distribution is positively skewed. '
Kurtosis
v, = My _a_ 302890.7
Jua? (282.667)2
The distribution is leptokurtic. )
Example 4.4. Find the measure of kurtosis for the following distribution:

-3=379-3=073>0.

Class 45—52 52—59 59—-66 66—73 78—80 80—87 87—94
Freguency 4 g 12 4 3 2 I

Solution. In order to calculate B,, the measure of kurtosis, we will have to find
- the values of u, and p,.

Class Freq- | Mid- | d=x-A| u=dh fu fu2 | fuf fut
' uency | points | A=63.5| h=7
X
4552 4 48.5 -21 -3 -12 36 | -108 324
52— 59 9 55.5 -14 -2 -18 36 -T2 144
59—66 12 62.5 -7 -1 —-12 12 —-12 12
86—T73 4 69.5 0 -0 0 0 0 0
73—80 3 76.5 7 1 3 3 3 3
80—87 2 83.5 14 2 4 8 16 32
87—94 1 90.5 21 3 3 9 27 81
N=35 Zfu= Tfu? Zfut= | Zfut=
-32 [=104 | -146 596
. Sfu _(=32)__
Now, Ky —(NJh— 35 T=-64
(g 2
r— Eﬁl. 2 = % 2 —
b= ,h = |35 |(MP=1456
Sfu’ —146
= h?= 3=_-1430.8
BTN 35 )7
At
,_(Zfut) (596 ., _
W= N ht= 35 (7)* = 40885.6

By =My = (1,)% = 145.6 — (— 6.4)? = 104.64
Uy = u'4’ - 4“-1’113’ + 6(}»'-1’)2 pz’ - 3(“-1’)4
= 40885.6 — 4(— 6.4)(— 1430.8) + 6(~ 6.4)%(145.6) — 3(~ 6.4)*
= 40885.6 — 36628.48 + 35782.656 — 5033.1648 = 35006.612.

Kurtosis

NOTES

-
e
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g _ 35006612

Bz - R 2
(ng)? ~ (10464)

The distribution is leptokurtic. . _ ]
Example 4.5. For a distribution, the mean is 10, variance is 16. Ify,=1,B,=4

=3.1971 > 3.

find the first four moments about the mean and about the origin.

Solution. _We have . x =10, variance = 16, Y,=18,=4
We know i, = 0 (always), u, = variance = 16

B o 1=Ms o | -16x4=64

P-.zs. B \/(-.LT)a

Bp=d o 4o B ) o 4x256 = 1024,

Y1 =

. w2 - " (16)?
Moments about origin
"W=x= 10

Yy =py+ £2=164 (1002 =116 .
To= M+ B, + £9 =64+ B16)(10) + (10 = 1544

Ty =Hy +4pgx +6u,x 2+ x¢ ,
= 1024 + 4(64)(10) + 6(16)(10)> + (10)* = 23184,

4.4. SUMMARY

The curve of a frequency distribution is called ‘Mesokurtic, if it is neither flat
nor sharply peaked. The curve of normal distribution is mesokurtic. The curve
of a frequency distribution is called ‘Leptokurtic), if it is more peaked than
normal curve. The curve of a frequency distribution is called ‘Platykurtic', if it -
is more flat-topped than the normal curve. ' : T

The measure of kurtesis is denoted by B, and is defined as

By

B, = 4

27 g
where u, and |1, are respectively the second and fourth moments, about mean of
the distribution. If B, > 8, the distribution is Leptokurtic. If B, = 3, the distribution

. 1s Mesokurtic. If f, < 3, the distribution is Platykurtic. The kurtosis of a

distribution is-also measured by using Greek letter ‘v,’, which is defined as
v,=pB, - 3. -

| 4.5. REVIEW EXERCISES

L
2.
.
4.
5
6.
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Expldin the term ‘kurtosis',

How does kurtosis differ from skewness?

Explain the method of studying kurtosis.

What are Skewness and Kurtosis? Give formula for measuring them.
Define Leptokurtic’ distribution.

Define Kurtgsis—. Give Fisher's measure of Kurtosis. Draw rough sketches for different
cases.




7. The first four moments about mean of a frequency distribution are 0, 80, — 50 and 8020 Kurtosis
respectively. Discuss the kurtosis of the distribution.

8. The p, and p, for a distribution ars found to be 2 and 12 respectively. Discuss the kurtosis
_ of the distribution.
9. The first four central moments of a distribution are 0, 2.5, 0.7 and 18.75. Test the kurtosis NOTES
of the distribution. N
10. The standard deviation of symmetric dlstrlbutlon is 3. What must be the value of p,, so
that the distribution may be mesokurtic?

11. If the first four moments about the value ‘5’ of the variable are — 4, 22 — 117 and 560,
find the value of B, and discuss the kurtosis.

12. Compute the value of §, for the following distribution. Is the distribution platykurtic?

Class 10—20 [ 20—30 | 30—40 | 40—50 | 50—60 | 80—70 .| 70—80
| Frequency 1 20 69 108 78 22 2

13. Calculate B, and B, for the following distribution :

Age (in years) 2530 30—356 35—40 40—45
Number of workers 2 8 18 27
Age (in years) 45—50 50—55 55— 60 60—65
Number of workers 25 ' 16 7 7 2
Answers
7. B, =2.2278, Platykurtic 8. B, = 8, Mesokurtic
9. B, =3, Mesokurtic 10. p, =243
11. B, = 0.8889, Platykurtic 12. p, =2.7240, Yes

13. B, =0.033,8,=2.7.
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5. ANALYSIS OF TIME SERIES

o T STRUCTURE |

5.1,
5.2.
5.3.
5.4.
5.5.
5.6.
5.7.
5.8.
5.9.

5.10.

5.11.

5.12.

5.13.

5.14.

5.15.

5.16.

5.17.

5.18.

N

Introducltion

. Méam'ng
Components of Time Series
Secular Trend or L_ong-Term Variations
Seasonal Variations
Cyclical Variations
Irregular Variations l .
Additive and Multiplicative Models of i)ecomposition of Time Series
Determination of Trend
Free Hand Graphic Method
Semi-Average Method -
Moving Average Method
Least Squares Method

Linear Trend )
Non-linear Trend (Parabolic)
Non-linear Trend (Exponential)

. Summary :
Review Exercises

-

5.1. INTRODUCTION K

&,

82 Self-Instructional Material

byy o

We know that a time series is a collection of values of a variable taken at different -
time periods. If y;, ¥y ...... , ¥, be the values of a variable y taken at time periods
... t,, then we write this time series as {{f;, ¥); i = 1, 2, ......, n}. The given time
series data is arranged chronologically. If we, consider the sale figures of a company
for over 20 years, the data will constitute a time series. Population of a town, taken
annually for 15 years, would form a time series. There are plenty of variables whose
value depends on time. t



Anab;sis of Time Series

5.2. MEANING

In a time series, the values of the concerned variable is not expected to be same for
every time period. For example, if we consider the price of 1 kg tea of a particular NOTES
brand, for over twenty years, we will note that the price is not the same for every year.
What has caused the price to vary? In fact, there is nothing special with tea, this can
happen for any variable, we consider.

There are number of economic, psychological, sociological and other forces which
may cause the value of the variable to change with time. In this chapter, we shall
locate, measure and interpret the changes in the values of the variable, in a time
series. We shall investigate the factors, which may be held responsible for causing
changes in the values of the variable with respect to time.

5.3. COMPONENTS OF TIME SERIES

We have already noted that the value of variable in a time series are very rarely
constant. The graph of its time series will be a zig-zag line. The variation in the values
of time series are due to psychological, sociological, economic, etc. forces. The variations
in a time series are classified into four types and are called components of the time
series. The components are as follows:

(®) Secular trend or long-term variations
(i) Seasonal variations
(iit) Cyclical variations
(iv) Irregular variations.

' 5.4. SECULAR TREND OR LONG-TERM VARIATIONS

The general tendency of the values of the variable in a time series to grow or to decline
over a long period of time is called secular trend of the times series. It indicates the
general direction in which the graph of the time series appears to be going over a long
period of time. The graph of the secular trend is either a straight line or a curve. This
graph depends upon the nature of data and the method used to determine secular
trend.

The secular trend of a time series depends much on factors which changes very
slowly, e.g., population, habits, technical development, scientific research, etc. -

If the secular trend for a particular time series is upward (downward), it does
- not necessarily imply that the values of the variable must be sirictly increasing
{(decreasing). For example, consider the data: -

Year 1978 [ 1979 | 1980 | 1981 | 1982 | 1983 | 1984 19.85 1986 | 1987

Profit | 18 17 | 20 21 | 95 | 22 | 26 | 27 | 28 | 35
(0007%) ‘

We observe that the profit figures for the years 1979 and 1983 are less than
those of their corresponding previous years, but for all other years the profit figures
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are greater than their corresponding previous years. In this time s-éries, the general
tendency of the profit figures is to grow.

If from the definition of secular trend, we drop the condition of havmg time
series data for a long period of time, the definition will become meaningless. For
example, if we consider the data:

Year 2002 2003

Price of sugar (1 kg) 214 T14.60

From this time series, we cannot have the idea of the general tendency of the
time series. In this connection, it is not justified to assert that the values of the variable
must be taken for time periods covering 6 months or 10 years or 15 years. Rather we
must see that the values of the variable are sufficient in number. Thus, in estimating
trend, it is not the total time period that matters, but it is the number of time periods
for which the values of the variable are known.

5.5. SEASONAL VARIATIONS

The seasonal variations in a time series counts for those variations in the series -
which occur annually. In a time series, seasonal variations occur quite regularly. These
variations play a very important role in business activities. There are number of factors
which causes such variations. We know that the demand for raincoats rises
automatically during rainy season. Producers of tea and coffee feels that the demand
of their products is more in winter season rather than in summer season. Similarly,
there is greater demand for.cold drinks during summer season. Retailers on Hill stations
are also affected by the seasonal variations. Their profits are heavily increased during
SUImmer season.

Even Banks have not escaped from seasonal variations. Banks observe heavy
withdrawals in the first week of every month. Agricultural yield is also seasonal and
so the farmers income is unevenly divided over the year. This has direct effect on
business activities. '

Customs and habits also plays an important role in causing seasonal variations
in time series. On the eve of festivals, we are accustumed of purchasing sweets and .
new clothes. Generally, people get their houses white washed before Deepawali. Sale
figures of retailers dealing with ﬁreworks immediately boost up on the eve of Deepawali
and in the season of marriages.

The study of seasonal variations in a time series is also very useful. By studying
the seasonal variations, the businessman can adjust his stock holding during the year.
He will not feel the danger of shortfall of stock during any particular period, in the
year.

5.6. CYCLICAL VARIATIONS

The cycliéal variations in a time series counts for the swings of graph of time series
about its trend line (curve). Cyclical variations are seldom periodic and they may or
may not follow same pattern after equal interval of time.
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In particular, business and economic time Boom
series are said to have cyclical variations if these
variations recur after time interval of more than Decline
one year. In business and economic time series,
business cycles are example of eyelical variations.
There are four phases of a business cycle. These
are:

Recovery

(a) Depression (b) Recovery
(c) Boom (d) Decline. Depression
These four phases of business cycle follows each other in this order.

(a) Depression. We start with the situation of depression in business cycle. In
this phase, the employment is very limited. Employees get very low wages. The
purchasing power of money is high. This is the period of pessimism in business. New
equilibrium is achieved in business at low level of cost, profit and prices.

(b) Recovery. The new equilibrium in the depression phase of a cycle; last for
few years. This phase is not going to continue for ever. In the phase of depression, even
efficient workers are available at very low wages. In the depression period, prices are
low and the costs also too low. These factors replaces pessimism by optimism.
Businessman, with good financial support is optimistic in such circumstances. He
invests money in repairing plants. New plants are purchased. This also boost the
business of allied industries. People get employment and spend money on consumers
good. So, the situation changes altogether. This is called the phase of recovery in
business eycle.

(c) Boom. There is also limit to recovery. Investment is revived in recovery
phase. Investment in one industry affects investment in other industries. People get
employment. Extension in demand is felt. Prices go high. Profits are made very easily.
All these leads to over development of business, This phase of business cycle is described
as boom.

(d) Decline. In the phase of boom, the business is over developed. This is because
of heavy profits. Wages are increased and on the contrary their efficiency decreases.
Money is demanded everywhere. This results in the increase in rate of interest. In
other words, the demand for production factors increases very much and this results
in increase in their prices. This results in the increases in the cost of production. Profits
are decreased. Banks insists for repayment of loans under these circumstances.
Businessmen give concession in prices so that cash may be secured. Consumers start
expecting more reduction in prices. Condition become more worse. Products accumulates
with businessmen and repayment of loan does not take place. Many business houses
fails. All these leads to depression phase and the business cycle continues itself.

The length of a business cycle is in general between 3 to 10 years. Moreover, the
lengths of business cycles are not equal.

5.7. IRREGULAR VARIATIONS ‘

The irregular variations in a time series counts for those variations which cannot
be predicted before hand. This component is different from the other three components
in the sense that irregular variations in a time series are very irregular. Nothing can
be predicted about the occurrence of irregular variations. It is very true that floods,
famines, wars, earthquakes, strikes, etc. do affect the economic and business activities.
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Business Statistics The component irregular variations refers to the variations in time series which are
caused due to the occurrence of events like flood, famine, war, earthquake, strike, ete.

NOTES 5.8.. ADDITIVE AND MULTIPLICATIVE MODELS OF
DECOMPOSITION OF TIME SERIES

Let T, 8, C and I represent the trend component, seasonal component, cyclical
component and irregular component-of a time series, respectively. Let the variable of
“the time series be denoted by Y. There are mainly two models of decomposition of time
series.
(i) Additive model. In this model, we have
Y=T+S8+C+L
In this case, the components T, 8, C and I represent absolute values. Here S, C
and I may admit of negative values. In this model, we assume that all the four
components are independent of each other.
(i) Multiplicative model. In this model, we have
Y=Tx8SxCxL
In this case, the components T is in abosolute value where as the components S,

-1 C and I represent relative indices with base value unity. In this model, the four
comporients are not neéessarily independent of each other.

5.9. DETERMINATION OF TREND

Before we go in the detail of methods of measuring secular trend, we must be clear
about the purpose of measuring trend. We know that the secular trend is the tendency
of time series to grow or to decline over a long period of time. By studying the trend
line (or curve) of the profits of a company for a number of years, it can be well-decided
as to whether the company is progressing or not. Similarly, by studying the trend of
consumer price index numbers, we can have an idea about the rate of g'rowth (or decline)
in the prices of commodities.

. We can also make use of trend characteristics in comparing the behaviour of
two different industries in India. It can equally be used for comparing the growth of
industries in India with those functioning in some other country.

The secular trend is also used for forecasting. This is achieved by projecting the
trend line (curve) for the required future value.

The secular trend is also measured in order to eliminate itself from the given
time series. After this, only three components are left and these are studied separately.
The following are the methods of measuring the secular trend of a time series:

(i) Free Hand Graphic Method
(i) Semi-Average Methoed -
(iii) Moving Average Method
(iv) Least Squares Method.

86 Self-Instructional Material



Analysis of Time Series

5.10. FREE HAND GRAPHIC METHOD

This is a graphic method. Let {(t, y):i=1, 2, ... , n} be the given time series. On the
graph paper, time is measured horizontally, whereas the values of the variable y are NOTES
measured vertically. Points (¢,, y,) (£, ¥;), ..... , (t,, ¥,) are plotted on the graph paper.

These plotted points are joined by straight lines to get the graph of actual time series
data.

In this method, trend line (or curve) is fitted by inspection. This is a subjective
method. The trend line (or curve) is drawn through the graph of actual data so that
the following are satisfied as far as possible:

(i) The algebraic sum of the deviations of actual values from the trend values is
Zero.

(ii) The sum of the squares of the deviations of actual values from the trend
values is least.

(iii) The area above the trend is equal to area below it.

(iv) The trend line (or curve) is smooth.

Example 5.1. Fit a straight line trend to the following data, by using free hand
graphic method:

Year 1980 1981 1982 1983 1984 1985 1986
Profit of Firm 20 30 25 40 42 30 50
X (000%)
Solution.
4 TREND BY FREEHAND METHOD

g

N
o

na
o

Profit of Firm ‘X’ (,000 Rs.)
8

o
-
v

Merits of Free Hand Graphic Method

1. This is the simplest of all the methods of measuring trend.

2. This is a non-mathematical method and it can be used by any one who does
not have mathematical background.

3. This method proves very useful for one who is well acquainted with the
economic history of the concern, under consideration.

4. For rough estimates, this method is best suited.
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Demerits of Free Hand Graphic Method

1. This method is not rigidly defined.
2. This.method is not suited when accurate results are desired.
3. This is a subjective method and can be affected by the personal bias of the

‘person, drawing it.

EXERCISE 5.1
1. Fit a straight line trend to the following data by using free hand graphie method:
Year 1992A 1993 1994 1985 1996 1997
Profit (in T 27000 28OOQ 30000 35000 42000 40000

2. F1t a straight line trend to the following data by using free hand graphie method:

Year 1992 1993 1994 -1996 1996 .1997 1998
X 10 8 7 ‘15 16 25 30

5.11. SEMI-AVERAGE METHOD

This is a method of fitting trend line to the given time series. In this method,; we divide
the given values of the variable (y) into two parts. If the number of items is odd, then
we make two equal parts by leaving the middle most value. And in case, the number of
items is even, then we will not have to leave any item. After making two equal parts,
the AM. of both parts are calculated. -

On graph paper, the graph gf actual data is plotted. The A.M. of two parts are
considered to correspond to the mid-points of the time interval considered in making
the parts. The points corresponding to these averages of two parts are also plotted on
the graph paper. These points are then joined by a straight line. This line represents
the trend by semi-average method. From the trend line, we can easily get the trend
vialues. This trend line can also be used for predicting the value of the variable for any
future period.

Example 5.2. Fit a straight line trend to the follmﬁing data by using semi-querage
method ; - '

‘ Year 1981 1982 1983 1984 1985 1986
Cost OfLiUing' 100. 110 120 118 | 180 . 159
Index No. .
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Solution. Trend Line by Semi-Average Method Analysis of Time Series

Year Cost of Living Index Year Cost of Living Index
1981 100 1984 118 NOTES
330 407
1982 110 "3— =100 1985 4 130 T = 1356.67
1983 120 1986 159
A
160 - TREND BY SEMI-AVERAGE METHOD
; 150 - s
g e
x 140 - Trend
E 130 H
g )
s 120 !
o= | ]
s 110 :
3 1o .
1981 82 83 B84 85 86 4
Years

Example 5.3. Fit a straight line trend by using the following data:

Year 1981 1982 1983 1984 1985 1986 1987
Profit ('0003%) 20 22 a7 26 30 29 40
Semi-average Method is to be used. Also estimate the profit for the year 1988.
Solution. Trend Line by Semi-Average Method
Year Profit (000%) Year Profil (000%)
1981 - 20 1985 30
99
1982 22 % =23 1986 arid —'3" =33.
1983 27 ; 1987 40
1984 26
40“ TREND BY SEMI-AVERAGE METHOD
a7
35

8

Profit ('000 Rs.)
n
[4]]

8

1981 82 83 84 85 86 a7 88

The estimated profit for the year 1988 is T 37000.
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Business Statistics Merits of Semi-average Method

1. This methed is rigidly defined.
2. This method is simple to understand.

NOTES
Demerits of Semi-average Method

1. This method. assumes a straight line trend, which is not always true.

2. Since this method is based on A.M., all the demerits of A.M. becomes the
demerits of this method also.

EXERCISE 5.2
1. “Fit a straight line trend for the following data, by using semi-average methed:
Year 1990 1991 1992 1993 1994 1995°
Profil 80 82 85 .70 89 95
(0007

2. Estimate the preduction for the year 1987, by using semi-average method:

Year 1980 1981 1982 | 1983 1984 1985 1986
Produciion 50 40 45 585 75 70 72

8. Apply the method of semi-averages for determining trend of the following data and
estimate the value for 1990:

Year (March-ending) 1983 1984 1985 1986 1987 1988
Sale (in 000 unils) 20 24 22 30- 28 32

If the actual figure of sale for 1990 is 35000 units, how do you account for the difference
between the figure you obtain and the actual figure given to you,

5.12. MOVING AVERAGE METHOD

Let{(t,y):i=12, .. , n} be the given time series. Here y;, ¥y, .-.... . ;;!n are the values
of the variable (y) corresponding to time periods ¢, L, ...... , t, respectively.
We define moving totals of order m as y, +y, + ...... Y, Yot ¥zt
TV Ya T Y P T ¥ ey e _ :
The moving averages of order m are defined as
YitYotont ¥, Yo+ ¥gt... +¥m+1 Yt ¥astet¥mso

N 3 Jurana .

m m m

These moving averages will be called m yearly moving averages if the values,
Y1 Yas cerees ¥, of ¥ are given annually. Similarly, if the data are given monthly, then the
moving averages will be called m monthly moving averages.

. In using moving averages in estimating the trend, we shall have to decide as to
what should be the order of the moving averages. The order of the moving averages

~
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should be equal to the length of the eycles in the time series. In case, the order of the  Aralysis of Time Series
— moving averages is given in the problem itself, then we shall use that order for

computing the moving averages. The order of the moving averages may either be odd

or even.

Let the order of moving averages be 3. The moving averages will be NOTES

NtYet¥s Yat¥s+Yse Vst YatYs Yn-2tYn-1%¥,
3 ' 3 ’ 3 e 3 '
These moving averages will be considered to correspond to 2nd, 3rd, 4th, ......
{n — 1)th years respectively. :
Similarly, the 5 yearly moving averages will be

y1+y3+3'3+y4 + Y5 y2+ ..... + ¥ ¥Ypeqa Tt ¥,
5 ’ 5 yorenne ,—"-5 .

These § yearly moving averages will be considered to correspond to 3rd, 4th,
...... y weeee (0 — 2)th years respectively. These moving averages are called the trend

Caleulation of trend values, by using moving averages of even order is slightly
complicated. Suppose we are to find trend values by using 4 yearly moving averages.
The 4 yearly moving averages are:

VitVet¥g+ys Vot¥st¥it+¥s Ya-3+Yn-2t¥n_1%t0n
2 ) y N , 1 .
These moving averages will not correspond to time periods, under consideration.
The first moving average will correspond to the mid of ¢, and ¢,. Similarly, others.

In order that these moving averages may correspond to original periods, we will
have to resort to a process, called centering of moving averages. There are two methods
of finding centered moving averages. Suppose we are to find 4 yearly centered moving
averages for the times series:

. . y)ri=12, ... , nh

Method [

In this method, we first calculate 4 yearly moving totals from the given data. Of these
4 year moving totals, 2 yearly moving totals are computed. These 2 yearly moving
totals are then divided by 8 to get 4 yearly centered moving averages. These centered
moving averages will correspond to 8rd, 4th, ...... (n — 2)th years, in the table.

Method li

In this method, we first calculate 4 yearly moving averages. The first 4 yearly moving
average will correspond to the mid of 2nd and 8rd years. Similarly, others. We now
calculate 2 yearly moving averages of these 4 yearly moving averages. These averages
will be 4 yearly centered moving averages. These averages will correspond to 3rd, 4th,
...... , (n — 2)th years, in the table.

It may be carefully noted that the centered moving averages as calculated by
using these methods will be exactly same.
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In the moving average method of finding trend, the moving averages will be the

trend values. These trend values may be plotted on the graph. The graph of the trend
values will not be a straight line, in general.

Example 5.4. Compute 5 yearly, 7 yearly and 9 yearly moving averages for the

NOTES following time series:
Year .| Value of the Variable Year Value of the Variable
1955 . 1965 9
1956 10 - 1966 11
1857 11 1967 13
1958 10 1968 g
1959 10 1969 10
1960 9 1970 8
1961 9 1971 11
1962 11 1872 9
- 1963 7 1973 12
1964 9 1974 11
Solution. " Trend by Moving Average Method -
Year |Valueofthe| 5 Yearly| 5 Yearly | 7 Yearly | 7 Yearly | 9 Yearly | 9 Yearly
Variable m.t. m.a. m.t. m.a. m.1. m.a.
1955 8 — — — — —_ —
1956 10 — —_— — — — —
1957 11 49 9.8 — —~ — —
1958 10 50 10 67 9.57 — —
1959 10 49 9.8 70 10 85 9.44
1960 a 49 9.8 67 9.57 86 9.55
1961 9 46 9.2 65 9.29 85 9.44
1962 11 45 9 64 9.14 85 9.44
1963 7 45 9 - 65 9.29 88 9.78
1964 9 47 9.4 69 9.86 87 9.67
19656 g9 49 9.8 69 9.86. 88 9.78
1966.- 1 51 10.2 68 9.71 87 9.67
1967 i3 52 10.4 69 9.86 87 9.67
1968 a 51 10.2 71 10.14 89 9.89
1969 10 51° 10.2 71 10.14 92 10.22
1970 8 47 9.4 72 10.29 94 10.44
1971 11 50 10 70 10 — —
1972 9 51 10.2 - —_ — — —
1973 12 — — — —_ —_ —
1974 11 — — — — — —_
. Example 5.5. Following figures relate to output of cloth in'a factory (output in
lakhs of metres): )
Year 1967 | 1968 | 18969 | 1870 1971 1972 .H.@Nw 1974 | 1975 | 1976
Oulput 72 68 64 60 68 72 72 76 72 68
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Solution. ‘Trend by Moving Average Method Analysis of Time Series

Year Oulput 4 yearly 2 yearly moving total | 4 yearly ceniered
: moving lolal ofcolumn3 | moving average
1967 72 — — NOTES
1968 68’ — —
264
1969 64 . b24 65.5
260 .
1970 60 524 65.5
: 264
1971 68 b3o 67
_ 272 :
1972 72 560 70
288
1973 72 580 72.5
232
1974 76 580 72.5
288
1975 72 — —
1976 68 : — —

Merits of Moving Average Method

1. This method is rigidily defined, so it cannot be affected by the personal
prejudice of the person computing it.

2. If the order of the moving averages is exactly equal to the Iength of the cycle
in the time series, the eyclical variations are eliminated.

3. If some more values of the variablé are added at the end of the time series,
the entire calculations are not changed.

4. This method is best suited for the time series whose trend is not linear. For
such series, the general movement of the variable will be best shown by moving
averages. '

Demerits of Moving Average Method

-1. Moving averages are strongly affected by the presence of extreme items, in
the series.

2. It is difficult to decide the order of the moving averages, because the cycles in
time series are seldom regular in duration,

3. In this method, we lose trend values at each end of the series. For example, if
the order of the moving averages is five, we lose trend values for two years at each end
of the series.

4. Forecasting is not possible in this method, because we cannot objectively
project the graph of the trend values, for a future period.
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EXERCISE 5.3
1. Find trend values for the following data, by using 3 yearly moving averages:
Year Production Yeor Production
(Lakh tonnes) (Lakh tonnes)
1973 17.2 1581 25.3
1974 17.3 1982 249
1975 17.7 1983 23.2
1976 18.9 1584 24.3
1977 19.2 1985 -~ 25.2
1978 19.3 1986 26.3
1979 N 18.1 1987 27.3
1980 20.2

Self-Instructional Material

3.

5.

and industrial failures in a country during 1929—44;

2. Caleulate a 7 yearly moving average for the following data on the number of commsreial

rupees)

Year No. of failures 1 Year No. of fatlures
1929 23 1937 9
1930 26 . 1938 13
1931 28 1939 11
1932 32 1940 14
1933 20 1941 12
1934 12 1942 9
.1935 12 1943 3
1936 10 1944 1
Work out the centered 4 yearly moving averages for the following data:
Year Tonnage of Year Tonnage of
cargo cleared cargo cleared
1957 1102 1563 © 1452
1958 1250 1964 1549
1959 1180 1965 1586
1860 1440 1566 1476
1961 1212 1967 1625
1962 - 1317 1968 1586
4. Obtain the trend of bank clearances by the method of moving averages (assume a five
yearly cycle):
Year 1951(1952(1953 [1954 (1955|1956 1957 |1958 |1953 1960|1961 |1262
Bank Clearance . -1
(in crores of 53 | 79 | 76 |66 | 69 | 94 (105 B7 | 79 |104 | 97 [ 92

Find the trend values for the following data, by using 4 yearly moving averages:

Year 1980 [ 1981 1982 | 1983 198_4 1985 | 1986 | 1987
Sale (in lakhs | 20 22 25 24 26 30 35 40
of rupees) ’




6. Calculate trend from the following data by using four yearly moving averages:

Analysis of Time Series

NOTES

Year Production Year Production

1 52.7 8 87.2

2 79.4 9 79.3

3 76.3 10 103.6

4 66.0 11 97.3

5 68.6 12 92.4

6 93.8 13 100.7

ol 104.7

Answers

17.4,17.967,18.6,19.133, 18.867, 19.2, 21.2, 23.467, 24.467, 24.133, 24.233, 25.267, 26.267
21.857, 20, 17.571, 15.429, 12.429, 11.571, 11.571, 11.143, 10.143,9

1256.75, 1278.875, 1321.25, 1368.875, 1429.25, 1495.875, 15637.375, 1563.625

68.6, 76.8, 82, 84.2, 86.8, 93.8, 944,918

23.5, 25.25, 27.5, 30.75

70.59, 74.38, 79.73, 85.93, 89.91, 92.48, 92.78, 92.50, 95.82

§ i BN

5.13. LEAST SQUARES METHOD

This is a mathemetical method. Let {(, y):i=1,2, ...... , n} be the given time series. By
using this method, we can find linear trend as well as non-linear trend of the
corresponding data.

In this method, trend values (y) of the variable (y) are computed so as to satisfy
the following two conditions:

(1) The sum of the deviations of values of y ( =y, ¥, ...... , ¥,) from their
corresponding trend values, is zero, i.e., Z(y -y, = 0.

(ii) The sum of the squares of the deviations of the values of y from their
corresponding trend values is least i.e., Z(y —y)? is least.

On the graph paper, we shall measure the actual values and the estimated
values (trend values) of the variable y, along the vertical axis. Let x denote the deviations
of the time periods (¢, ¢, ...... , t,) from some fixed time period. The fixed time period is
called the origin.

5.14. LINEAR TREND

From the knowledge of coordinate geometry, we know that the equation of the required
trend line can be expressed as

y,=a+bx,
where a and b are constants. We have already mentioned that our trend line will
satisfy the conditions:

(@) Z(y-y)=0and (i) Z(y — y))* is least.

Self-Instructional Material 95



Business Statistics In order to meet these requirements, we will have to use those valuesof @ and b
in the trend line equation which satisfies the following normal equations:

Yy=an+ bZix o WD
=qaXx +
NOTES _ Zxy = aXx + bEZx? . (@
In the equation y, = @ + bx, of the trend, a represents the trend value of the -
variable when x = 0 and b represents the slope of the trend line. If b is positive, the
trend will be upward and if b is negative, the trend of the time series will be downward.
It is very important to mention the origin and the x unit with the trend line
equation. If either of the two is not given with the equation of the trend, we will not be
able to get the trend values of the variable, under consideration.
Example 5.6. Calculate trend values by the method of least squares and estimate
sales for 1983;
Year 1975 1876 1977 1978 1979 1980 1981
Sale @) 800 900 920 930 . 940 980 930
Solution. Trend Line by Least Squares Method
S.No.| Year ‘Salesy | x=year— 1976 x? xy y,=a+tbx
1 1975 800 -1 1 - 800 873.672 + 20.357.(~ 1)
: A = 853.215
2 1976 900~ 0] 0 0 873.572 + 20.357(0)
’ o : = 873.572
3 1977 920 1 1 920 ~ 873.672+ 20.357(1)
7 = 893.929
4 1978 930 2 "4 1860 873.572 + 20.357(2)
o ’ . =914.286
5 1979 940 3 9 2820 873.572 + 20.357(3)
> = 934.643
6 1980 980 4 16 3920 873.572 + 20.357(4)
. =955.000
n=7| 1981 930 5 25 | 4650 |  B73.572 + 20.357()
. = 975.357
Total 6400 - .14 | 58 13370
Let the equation of the trend line by ¥, = a + bx.
The normal equations are: -
IZy=an + bZx ' ...(1)
and Zxy = aZx + bEa?. (2
(1 = 6400 ="Ta + 14b- ...(3)
(2) = 13370=14a+56b _ - _ ..(d
(B x2 = 12800 = 14a + 28b : ..{8)
DH-G = 570 = 28b = b==570/28 = 20.357.
S~ B = 6400 = Ta + 14(570/28) = a=86115/7=873.572.
The equation of the trend line is y, = 873.572 + 20.357x, with origin 1976
and x unit = 1 year. :
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For 1983, x= 1983 - 1976 = 1.
¥, (1983) = 873.572 + (20.357)7 =¥ 1016.071.

In the above two examples, we have seen that no particular rule is applied in
choosing the origin. It is generally observed that the time periods in the time series
are of uniform duration. If this is so, we prefer to take the origin in such a way so as to
make Zx =0.

If the known values of the variable are odd in number, then we take the middle
most time period as the origin. This choice would make Zx = 0.

. If the known values of the variable are even in number, then we take the A M. of
the two middle most time periods as the origin. Here also, this choice of origin would
make Zx =0,

If for a time series, the origin is chosen so that Zx =0, then the normal equations
reduces to

. Zy=an+b0 and Sxy=a.0+ bZa2.
z
a= <~ =

o and =5
In practical problems, we prefer to choose origin in such a way that Zx= 0. This
will facilitate the computation of constants e and b.

Example 5.7. Below are given figures of production (in '000 tonnes) of a sugar
factory: . .

Year _ 1981 1982 1983 1984 1985 1986 1887
Production 80 1) 92 83 94 99 92

Find the slope of a straight line trend to these figures by the method of least
squares. (Plot the trend values on the graph).

Solution. Here the number of periods is equal to seven. Therefore, we shall
take 1984 (the middle most period) as the origin.

Linear Trend by Least Square Method

S. No. Year Production x = year - 1984 X2 xy
¥ (in 000 tonnes)
1 1981 80 -3 9 — 240
2 1982 a0 -2 4 —180
3 1983’ 92 -1 1 - 92
4 1984 | 83 0 - 0 0
5 1985 _ 94 1 1 94
B 1986 99 2 4 198
n=T7 1987 92 3 . 9 276
Total 630 0 28 &6
Let the equation of trend line be y, = a + bx.
The normal equations are:
Ty=qan+ bZx . CLa(
and Zyy = aZx + bEx?. , (2
H = 630 =Ta+b.0 = a=90

2 = 56 =a.0 + 28b = “b=2
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The equation of trend is y, = 90 + 2x, with origin 1984 and x unit = 1 year.
The slope of the straight line trend is 2. This represent the average rate of

- increase of y w.r.t. time. The graph of the trend values is same as that in example 5. 1

Example 5.8. Find the trend values for the following series by the method of
least squiares:

Year . 1976 1977 1978 1979 1980 1981

Produciion 7 10 12 14 17 24
(in crores kg)

Solution. Here the number of periods is equal to six. Therefore, we take

197 - . . . . .t ,
w = 1978.5 as the origin. Let y denote the variable ‘production (in crores kg)'.
Trend Line by Least Squares Method

S. No. ~ Year ¥ x=year — 1978.5 2 Xy
1 1976 7 -25 6.25 -175
2 1977 10 -1.5 - 22 |- =15
3 1978 12 -0.5 0.25 -8
4 1979 14 0.5 0.25 7
5 1980 17 1.5 2.25 256.5
n=6 1981 24 2.5 6.25 _ 60
Total 84 . 0 1750 54

Let the equation of trend line be Y, =a + bx.
* The normal equations are: -
Zy=an+bZx : ..(D

~ and Sxy = aZx + bZa?. : (2
() = ~  84=6a+b0) = a=§65=14

F @) = 54 = a(0) + b(17.5) = b= % = 3.0857.

The equation of trend line is y,= 14+ 3.0857x, with origin 1978.5 and x unit
=1 year. .

Trend Values
For 1976, =-25 o .y, (1976) = 14 + (3.085T)(~ 2.5) = 6.2857
For 1977, °~ x=-15 oy, (1977) = 14 + (3.0857)(- 1.5) = 9.3714
For 1978,  x=-0.5 ~ y,(1978) = 14 + (3.0857)(~ 0.5) = 12.4571
For 1979, x=05 o 3, (1979) = 14 + (3.0857)(0.5) = 15.5428
For 1980, x=15. ~ 3, (1980) = 14 + (3.085T)(1.5) = 18.6285
For 1981, x=25 oy, (1981) = 14 + (3.085)(2.5) = 21.7142,
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Example 5.9. Below are given figures of production (in thousand tonnes) of @ Analysis of Time Series

sugar factory:
Year 1976 1978 1979 1980 1981 1982 1985
Production 77 88 94 85 91 98 90 NOTES

FEit a siraight line by the least squares method and calculate the trend values.
Solution. We dgﬁne x=year — 1980 and y = production.

Trend Line‘by Least Squares Method

S. No. Year ¥ x =year — 1980 xZ xy

1 1976 77 -4 16 — 308

2 1978 88 -2 4 -176

3 1979 | 94 -1 1 - 94

4 1980 85 0 0 0

5 1981 o1 1 1 91

6 1982 98 2 4 196
n="7 1985 90 5] 25 450
623 1 51 159

Let the equation of the trend line be y,=a+bx.
The normal equations are:

Zy=an+ bix _ (D
"and Sxy = aZx + I, )
aQ = 623=Ta+b BRG]
@2 = 189 =a+ 51b (D)
4 =<7 = 1113="Ta+ 357b ...(B)
. 490
B-3@ = 490 = 356b = b= 356 =1.376
b = a=159 - 51b = 159 - 51(1.376) = 88.824

The equation of the trend lineis y, = 88.824 + 1. 3‘76x with origin
= 1980 and x unit =1 year.,

. Trend values

For 1976, x=—4 ~  y,(1976) = 88.824 + 1.376(- 4) = 83.32
For 1978, x=—2 oy, (1978) = 88.824 + 1.376(— 2) = 86.072
For 1979, x=—1 oy, (1979) = 88,824 + 1.376(— 1) = 87.448
For 1980, x=0. ~ y, (1980) = 88.824 + 1.376(0) = 88.824
For 1981, £=1 y, (1981) = 88.824 + 1.376(1) = 90.2

For 1982, x=2. ¥, (1982) = 88.824 + 1.376(2) = 91.576
For 1985, x=9,

y, (1985) = 88.824 + 1.376(5) = 95.704.
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EXERCISE 5.4
.Fit a straight line trend by the method of Least Squares for the following series:
Year 1981 1982 1983 1984 1985 1986
Production 7 17 12 19 22 27

Bolow are given the produection (thousand quintals) figures of a sugar factory. Fit a
straight line by Least Squares method and tabulate the trend values:

Year 1972 | 1973 | 1974 1975 | 1976 | 1977 | 1978
Production 12 10 14 11 13 " 15 16

Find out trend values by the methed of Least Squares for the following series:

Year 1980 1981 .| 1983 1983 1984 1985
Production 7 10 12 14 17 | 24
(in lakh uniis) :

Fit a stralght line trend for-the following series by the method of least squares. Also,

estimate the value for the year 1993:

Year 1984 1985 1986 1987 1988 | 1989 1990
Output 125 128 133 135 140 - 141 143
Compute secular trend by least square method from the following data:
Year 1970 1971 1972 1973 1974 1975 1976
" Supply 23 25 26 24 | 25 29 | 30

Your are given the annual profits (in ,000) for a certain firm for the years 1982-1988.
Make an estimate of profit for the year 1989. You may assume linear trend in profits:

Year 1982 | 1983 | 1984 | 1985 | 1986 | 1987 -| 1988
Profit (in '0003) 60 | -T2 75 65. | 80 | 85 95

Explain clearly what is meant by time series anlysis. )
The following are the figures of production (in thousand tonnes) of a sugur factory:

' Year 1941 1942 | 1943 1944 1945
Production |, 80 90 - 92 - 83 . 94

Fit a straight line by the least squares method,

Thé sales figures of a company in lakhs of rupees for the years 1974-1981 ave given'
bolow:

Year 1974 | - 1975 1976 1977 1978 | 1972 | 1980 1981
Sales 550 560 5565 585 540 525 545 585

Fit a linear trend equation and estimate the sales for the year 1973.



9. Calculate trend values from the following data by applying the method of least squares:  Analysis of Time Series

Year 1973 1974 1975 1976 1977 1978 18919
Sales 20 23 22 25 26 29 30
(in crore rupees) NOTES
10. Fit a straight line trend by the least squares method for the following data:
Year 1951 1961 1971 1981 1991
y 34 50 67 75 85

Estimate the value of y of for the year 2001.
Answers
1. y,=5.12+3.49 x where origin = 1981, x unit = 1 year
2. 5,=13+0.75x, with origin = 1975 and x unit = 1 year. Trend values are 10.75, 11.5,
12.25, 13, 13.75, 14.5, 15.25
8. Trend values (in lakh units) : 6.2857, 9.3714, 12.4571, 15.5428, 18.6285, 21.7142
4. y,=135+ 3.1 x, where origin = 1987 and x unit = 1 year; 153.6
5. y,= 26+ x, where origin = 1973 and x unit = 1 year
6. T95428.40
7. y,=87.8+2.1 x, where origin = 1983 and x unit = 1 year
8. y,=555.625+ 04167 x, where origin = 1977.5 and x unit = 1 year. y, (1973) = 553.7498
9. 20.071, 21.714..23,357, 25, 26.643, 28.286, 29.929 ; estimated value for 1982 = 34.858
10. y,=62.2 + 1.27 x where origin = 1971 and x unit = 1 year, y, (2001) = 100.3

5.15. NON-LINEAR TREND (PARABOLIC)

There are situations where linear trend is not found suitable. Linear trend is suitable
when the tendency of the actual data is to move approximately in one direction. There
are number of curves representing non-linear trend. In the present section, use shall
consider parabolic trends. Parabolic trends will give better trend then the straight
line trends.

Let {(t, ):i=1,2, ...... , n} be the given time series. Let x denote the deviations
of the time periods (¢, ¢, ...... , t,) from some fixed time period, called the origin. Let y,
denote the estimated (trend) values of the variable.

Let the equation of the required parabolic trend curve be

y,=a+bx+ca?
where, a, b, ¢ are constants. This trend curve will satisfy the conditions:
WZe-)=0

(i) Z(y — y,)* is least.
In order to meet these requirements, we will have to use those values of a, b and
¢ in the trend curve equation which satisfies the following normal equations:

Ty =an + bZx + cZx? b
Zxy = aZx + bZx? + cZx® ..(2)
Zxly = aZx? + bZad + cZxt. ...(3)

Here also, it is very important to mention the origin and the x unit with the
trend curve equation.
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Business Statistics ) There is no specific rule for choosing the origin. But if we manage to choose the
' origin so as to make.Zx = 0, then we shall be reducing the calculation involved in

computing a, b and ¢. In case the time periods Loty ... t, advances by equal intervals
and Zx = 0, then we will also have Zx® = 0. Here, the normal equations will reduce to:
NOTES Iy =an+b.0 + cZx?

Exy=d.0+b2x2+c.0
Zxly=aZx?+ b .0+ cZxt

or , Zy = an + cZa? . (19 '
Zxy = bEx? L(2)
Ix’y = aZx® + cZat, -(3)

@) = b = Zxy/Zx® The values of a and ¢ will be obtained by solving the
equations (19 and (3.

Example 5.10. The following table shows our urban population as percentage
of total population (1921-1961):

Census year 1921 1931 1941 1951 1961

% of iotal population | 11.4 12.1 ‘ 18.9 17.3 18.0

Compute the second degree trend equation for the data given above and from the
equation obtained, determine the trend value for the census year 1991.

. Solution. Here the number of periods is five. Therefore, we take 1941 as the
origin.
Let y denote the variable “ % of total populatlon

"z}‘_‘_‘*-.._,

Second Degree Trend Equation by Least Sq,uares Method

Thbo

S.No. | Year y x x? & N o | xy ?? -
1 1921 11.4 —20 400 | —8000 | 160000 {=228 | 4560
2 1931 121 | =10 T 100-sdmm 1000 10000 | —121 | 218
3 1941 139 0 0 0 0 0 0
~ 4 1 1951 17.3 10 100 . 1000 10000 173 1730 -
n=>5 1961 18.0 20 400 | 8000 160000 360 7200
Total 73.7 0 1000 0 340000 184 |14700
Let the second degree trend equation be
y,=a+bx+cal
" The normal equations are:
Iy = an + bIx + cEx? (D
Sy = aZx + bZx? + ¢Xad (2
Zx’y = aZa? + bZx® + Tyt -3
or 72.7=5a + 5.0 + 1000¢c
184 = ¢.0 + 1000b + ¢.0
_ 14700 = 1000a + b.0 + 340000¢
or 72.7 = 5a + 1000¢c : ...{4)
184 = 1000b _ G
14700 = 1000a + 340000¢ .(6)
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(5) = b= 184/1000 = 0.184 Analysis of Time Series

(4) x200 = 14540 = 1000 + 200000¢ <2}
6 -7 = 160 = 0 + 140000¢ = ¢=0.001143
s 4 = 72.7=5a + 1000 (0.001143) = a=14.3114. NOTES

The required equation of trend is
y, = 14.3114 + 0.184x + 0.001143x?* with origin = 1941 and x unit
=1 year.
For 1991, x=1991 - 1941 = 50.
¥, (1991) = 14.3114 + 0.184(50) + 0.001143(50)* = 26.3689.
The estimated percent of urban population for the census year 1991
= 26.3689%.

EXERCISE 5.5
1. Find the equation of parabolic trend of second degree to the following data:
Year 1980 1981 1982 1983 1984 1985 1986
Outstanding loan
of company X’ 83 60 54 21 22 13 13
(in thousand %)

2. Fit a second degree parabolic trend to the data given below:

Year 1982 1983 1984 1985 1986
Variable 7 8 10 15 20
3. The following are the production figures of an aluminium plant for the years 1990 to
2002:
Year Production ' Year Production
(in ‘000 lonnes) (in ‘000 lonnes)
1990 12 1997 21
1991 20 1998 30
1992 10 1999 35
1993 11 2000 40
1994 12 2001 37
1995 13 2002 40
1996 10

() Find the equation of parabolic trend.

(i7) Find the trend values for the years 1990—2002,
(ii1) Plot the original data and trend values on a graph paper.
(iv) Estimate the production figure for the years 2003 and 2004.

Answers
1. y =30-12x+ 22% where origin = 1983 and x unit = 1 year.
2. y,=10.4286 + 3.3x + 0.7857x%, where origin = 1984 and x unit = 1 year.
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Business Statistics 3. ()y=17.9+2.69x+ 0.312x* where origin = 1996 and x unit = 1 year.

(i) 13.28, 12.45, 12.26, 12.71, 13.80, 15.53, 17.90, 20.91, 24.56., 28.85, 33.78, 39.35, 45.56
thousand tonnes.

(i) 52.41 thousand tonnes, 59.9 thousand tonnes.
NOTES .

5.16. NON-LINEAR TREND (EXPONENTIAL)

In this sectibn, we shall study the method of finding non-linear exponential trend of a
given time series.

_ Let {(t, y):i= i,_ 2t , } be the given time series. Let x denote the deviations
of the time periods {t, t,, ...... , t.} from some fixed time period, called the ongm Lety,
denote the estlmated (trend) values of the variable.

Let the equation of the required exponeniial trend curve be
'y, =ab* : RN ¢ )

where a, b are constants. . N .

(1 = ) logye=loga+xlog b. - )

The exponential trend curve will satisfy the conditions:

@ Z(logy ~log y) =0

(&) Z(log ¥ ~log y)? is least.

In order to meet these requirements we will have to use those values of ¢ and b

in the trend curve equation which satisfies the following normal equations:

Tlog y = (log @)n + (log b)Ex ' e
Zxlogy = (log @) Zx + (log b) Zx2. - G

Here also, it is very important to mention the origin and the x unit with the
trend curve equation. -

If origin be chosen so that Zx = 0, then the above normal equations reduces to
Zlogy = (log a)n + (log b).0
and Zx log ¥ = (log @).0 + (log b) Tx?.
Tlogy
x

Zxlogy
—

loé a= and logb=

Tlogy) Ix logy
a=AL (TJ and b=AL (? .
In practical problems, we prefer to choose origin in such a way that Zx = 0. This
will facilitate the computation of constants a and b.

Example 5.11. You are given the population figures of India as follows:

Census year 1911 1921 1531 1841 1951 1961 1871

~ Population 25.0 25.1 279 | 319 36.1 43.9 54.7
{in crores)

. Fit an exponential trend te the above data by the method of least squares and
find the trend values. Also estimate the population for 1991 and 2001.

Solution. Here the number of periods is equal to seven, an odd number,
We take 1941 (the middle most period) as the origin.

104  Self-Instructional Material



Exponential Trend by Least Squares Method

— 1941
S. No. Census | Population logy |x= z_earT X2 xlogy
year (in crores)
1 1911 25.0 1.3979 -3 9 —4.1937
2 1921 25.1 1.3997 -2 + —2.7994
3 1931 27.9 1.4456 -1 1 —1.4456
4 1941 31.9 1.5038 0 0 0
5 1951 36.1 1.5575 1 1 1.5575
6 1961 439 1.6425 2 4 3.2850
i 1971 54.7 1.7380 3 9 5.2140
n="7 Zlog y = =0 Ix% =28 Zxlogy
'10.6850 =1.6178
Let the equation of the exponential trend be y = ab*.
; logy=loga+xlogh (1)
The normal equations are:
Zlog y = (log a)n + (log b) Zx A2)
and Zxlog y = (log @) Zx + (log b) Zx2. ..(3)
10.6850
(2) = 10.6850 =7 log a + (log b).0 = loga= =1.5264
' 1.6178
(3) = 16178=(loga).0+ (logh).28 = logh= =0.0578.
3. = log y, = 1.5264 + 0.0578x ..(4)
Also loga=15264 = a=AL 1.5264 = 33.60
and logb=0.0578 = b=ALO0.0578=1.142
-1941
y,=ab* = y,=33.6x(1.142)x, wherex = L’H-T

This represents the exponential trend equation.

Trend values

For 1911,
F_or 1921,

For 1931,
For 1941,
For 1951,

For 1961,

For 1971, -

x=-3

x=-2 and
x=—1, and
x=0 and
=1 and
£=2-_ and
x=3 and

and y,=33.6 x (1.142) = 22.5601 crores

y,=33.6 % (1.142)2 = 33.6 x (1.142)" x 1.142
=22.5601 x 1.142 = 25.7636 crores

y,=33.6 % (1.142)"! =33.6 x (1.142)~2 x 1,142
=25.7636 x 1.142 = 29.422 crores

¥, = 33.6 % (1.142)° = 33.6 crores

¥, = 33.6 x (1.142)" = 38.3712 crores

y,=33.6 x (1.142)* = 33.6 x 1.142 x 1.142
=38.3712 x 1.142 = 43.8199 crores

¥,=33.6x (1.142)* = 33.6 x (1.142)? x 1.142
=43.8199 x 1.142 = 50.0423 crores
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Estimated population for 1991 and 2001

For 1991, x= w=5.
, . ST I :
" y,(1991) = 33.6 % (1.142)% = 33.6 x (1.142)% x (1.142)?
' = 50.0423 x (1.142)2 = 65.2634 crores.
2001 1941 '

For 2001, x= —16—=6'

¥,(2001) = 33.6 x (1.142)°
= 33.6 x (1.142)° x 1.142 = 65.2634 x 1.142

.= "74.5408 crores.

'EXERCISE 5.6
1. Fit an exponential trend to the following data:
Year 1598 1599 2000 2001 2002
y i 1.6 4.5 - 13.8 402 . 135.0

2. Fit an exponential trend to the following data:

Year 1886 1997 1998 1299 2000
Profit (0007 65 92 132 190 275

3. Growth of Indian merchant shipping fleet from 1968 to 1977 is given below. Fit a trend
function y = AB® where y represents shipping fleet measured in mﬂhon gross registered
tonnes and x is the year while A and B are constants:

Year - | Shipping fleet - Yeor Shipping fleet
(million tonnes) . (million tones)

1968 1.95 1973 2.89

1969 2.24 . 1974 3.49

1970 2.40 -1975 3.87

1971 - 2.48 1976 5.09

1872 _ 2.65 1977 5.48

Answers

1. y=13.79 (2.977)%, where x = year — 2000
2. y=133 (1.43)", where x = year — 1998
/8. y=2807(1.06) where u=2(x—1972.5).

5.17. SUMMARY

¢ A time series is a collection of values of alvariable taken at different time
periods. K 3,, ¥,, ... , ¥, be the values of a variable y taken at time periods
L, by, e £, then we write this time series as {(¢;, ¥); =1, 2, , i}
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» The general tendency of the values of the variable in a time series to grow or to  Analysis of Time Series

decline over a long period of time is called secular trend of the times series. It
indicates the general direction in which the graph of the time series appears to
be going over a long period of time.

o The seasonal variations in a time series counts for those variations in the NOTES
series which occur annually. In a time series, seasonal variations occur quite
regularly. These variations play a very important role in business activities.

¢ The eyclical variations in a time series counts for the swings of graph of time
series about its trend line (curve). Cyclical variations are seldom periodic and
they may or may not follow same pattern after equal interval of time.

e The irregular variations in a time series counts for those variations which
cannot be predicted before hand. This component is different from the other
three components in the sense that irregular variations in a time series are
very irregular.

5.18. REVIEW EXERCISES

1. Describe briefly the various characteristic movements of time series. Discuss briefly any
one procedure for estimating secular trend.

2. Critically examine the different methods of measuring trend. Point out their merits and
demerits.

3. Write a short note on semi-average method of estimating trend of time series.
4. Discuss the components of time series, in detail.

5. What is the time series analysis? What are the components of time series? Explain the
various methods of estimating the secular trend of a time series.
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6. INDEX NUMBERS
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6.1. INTRODUCTION

We are generally interested in knowing as to whether the price level of a particular
group of commodities is rising or falling. A teacher is interested in estimating the
growth of intelligence in his students. Government may declare that the exports have
increased during the current year. In all such statements, it is not possible to measure
the changes in the concerned variables directly. If the exports for the current year
have increased, it may not mean that exports of every item has increased. Exports of
different items might have increased in different proportions, even the exports might
have decreased for some of the items. We may compare the general price level of
commodities in 1986 with that of price level in 1980. For this purpose, we will have to
take into account the prices of all important items for both years. But, the percentage
rise or fall in the prices of items is not expected to be same for each item. Had it been
so, we would have immediately declared the rise or fall in the general price level of
items in 1986. The change in price vary for different items. The percentage rise may
be different for different commodities. It may even decrease for some items as well.
Under such circumstances, we feel the necessity of some statistical device which may
help us in facing such problems. The statistical devices used to measure such changes
are called Index Numbers. Let us define ‘index numbers’ in a formal way.

6.2. DEFINITION AND CHARACTERISTICS OF INDEX
NUMBERS

The index numbers are defined as specialized averages used to measure change in a
variable or a group of related variables with respect to time or geographical location or
some other characteristic.

In our course of discussion, we shall restrict ourselves to the study of changes in
a group of related variables with respect to time only. Changes in related variables are
expressed clearly by using index numbers, because these are generally expressed as
percentages.

The index numbers are used to measure the change in production, prices, values,
ete. in related variables over time or geographical location. The barometers are used
to study changes in whether conditions, similarly the index numbers are used to study
the changes in economic and business activities. That is, why, the index numbers are
also called ‘Economic Barometers’.

6.3. USES OF CONSTRUCTING INDEX NUMBERS

1. Index numbers are used for computing real incomes from money incomes.
The wages, dearness allowances, etc. are fixed on the basis of real income. The money
income is divided by an appropriate consumer’s price index number to get real income.

2. Index numbers are constructed to compare the changes in related variables
over time. Index numbers of industrial production can be used to see the change in the
production that has occurred in the current period.

3. Index numbers are used to study the changes occurred in the past. This
knowledge helps in forecasting.

4. Index numbers are used to study the changes in prices, industrial production,
purchasing powers of money, agricultural production, ete. of different countries. With
the use of index numbers, the comparative study is also made possible for such variables.

Index Numbers

NOTES
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6.4. TYPES OF INDEX NUMBERS

There are mainly three types of index numbers:
I. Price Index Numbers,
II. Quantity Index Numbers,
ITI. Value Index Numbers.

In our course of discussion, we shall confine mainly to ‘Price Index Numbers'.
Price index numbers measure the changes is prices of commodities in the current
period in comparison with the prices of commodities in the base period.

I. PRICE INDEX NUMBERS

6.5. METHODS

For constructing price index numbers, the following methods ‘are used:
@ Slmple Aggregative Method ’
(i1) Sunple Average of Price Relatives Method
(Lu) Laspeyre's Method
(iv) Paasche's Method
- () Dorbish and B-ov\'fley’ 8 Method
(vi) Fisher's Method .
(vii) Marshall Edgeworth's Method
(viii) Kelly's Method
(ix) Weighted Average of Prlce Relatives Method
(x) Chain Base Method
First nine methods are fixed base methods of constructing price index number.

6.6. SIMPLE AGGREGATIVE METHOD

This is the simplest method of computing index number. In this method, we have

Ipy
Py = E x 100

where 0 and 1 suffixes stand for base period and current period respectively.
P, =price index number for the current period
Zp, = sum of prices.of commodities per unit in the current period
Zp, = sum of prices of commodities per unit in the base period. .

In other words, this price index number is the sum of prices of commodities in
the current period expressed as percentage of the sum of prices in the base period.
Consider the data: -
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Item Price in base period Price in current period
p,(inv) P,(in%)
A 5 6
B 8 10
C 18 27
D 112 84
E 12 15
F 6 9
Total 2p, =161 %p, =151
Here P, =224 x 100= 152 x 100 = 93.79.
Zp, 161

This index number shows that there is fall in the prices of commodities to the
extent of 6.21%. It may be noted that the prices of every item has increased in the
current period except for the item D. On the other hand, the index number is declaring
a decrease in prices on an average. This is not in consistency with the definition of
index numbers. In fact, this unwanted result is due to the presence of an extreme
item (D) in the series. So, in the presence of extreme items, this method is liable to

give misleading results. This is a demerit of this method.
Let us find price index number for the data given below:

Price (in %)
Item Unit 1994 1996
(py) (py)
Sugar kg 6 7
Milk litre 3 4
Ghee kg 45 50
Here Ip,=6+3+45=>54
and Ip,=T+4+50=61
£ 5 =
Py, = %5 x 100 = 54 x 100 = 112.96.

Here we have considered the price of sugar per kg. Now we use the price of

sugar per quintal, for calculating index number for the year 1996.

Price (in ?)
Item Unit 1994 1996
(py) (ry)
Sugar quintal 600 700
Milk litre 3 4
Ghee kg 45 50
In this case, Zp, =600+ 3 + 45 = 648
and Zp, =700 + 4 + 50 = 754
E e
P, = 3o x 100 = 648 x 120 = 116.36.

The index number has changed, whereas we have not affected any change in
the data except for writing the price of sugar in a different unit. This type of variation
in the value of index numbers is beyond one’s expectation. This is another limitation

with this method.

Index Numbers

NOTES
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6.7. SIMPLE AVERAGE OF PRICE RELATIVES METHOD

Before introducing this method of finding index number. we shall first explain the
concept of ‘price relative’. The price relative of a commodity in the current period
with respect to base period is defined as the price of the commodity in the current
period expressed as a percentage of the price in the base period. Mathematically,

Price Relative (P) = % x 100,
o
For example, if the prices of a commodity be ¥ 5 and % 6 in the years 1995 and
1986 respectively, then the price relative of the commodity in 1996 w.r.t. 1995 is

g x 100 = 120.

In the simple avérage of price relatives method of computing indekx numbers,
simple average of price relatives of all the items is the required index number.

Mathematically,
E(ﬂ X 100]
Do . .
Py = — _ (Gf AM. is used)

. _IP
ie., I_’m =
where P, is the required price index pu’mber,

)

X 100 = Price relative =P
Dy .

n = no. of commodities under consideration.

In averaging price relatives, geometric mean is also used. In this case, the
formula is

. P,, = Antilog (’3 log P J
n

It has already beeén observed that the index number computed by using simple

.aggregatlve method i 1s unduly affected by the extreme items, present in the series.

"We shall ]ust show that this method of computing index number is not at all

‘affected by the extreme items. We compute the index number for the data considered

in the prevmus method
E“‘ 1

Index No. by Simple A.M. of P.R. Method

[ R

Item e Price in the Price in the Price Relatives
base period current period ) ™
" - = 100
L S
A 6 HE N 6 120
B 8 . 10 125
C WOIB e |-l et 150
LR RV i -
D . . 12 o 84" 75
AL SIS Y PR B " GO | S f boeworoele
R LY B 12 ) s’ 125
e e deer vl o, 1 |1'\,“¢; 'r\ N 1 T+ Yl )t""
[t -F"u Sty 1‘- i ' 116- i1 ‘ i.r 1 ,9 H { 150
ZP =745
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ZP 746
o1 = T=T =124.17.

Here the index number is advocating the fact that the prices of commodities
have raised on an average.

There is one more advantage of using this method. The index number, computed
by averaging the price relatives is not affected by the change in measuring unit of any
commodity. We illustrate this by using the data taken in the previous method:

Item Unit Py P, P:fjxmo
Sugar kg 6 7 116.67
Milk litre 3 4 133.33
Ghee kg 45 50 111.11
IP=361.11
= B 1y
n

Now, we consider this data once again and change the measuring units for sugar:

Item Unit Py P, P=LLy 100
Po
Sugar quintal 600 700 116.67
Milk litre 3 4 133.33
Ghee kg 45 50 111.11
IP=2361.11
ZP _ 36111
P, =—=——=120.317.
01 n 3

We see that this index numbér is same as that for the data when the rate of
sugar was expressed in kg.

Thus, the index number as calculated by this method is not affected by changing
measuring units.

In averaging the price relatives, we can also make use of median, harmonic
mean, etc. But, only AM. and G.M. are generally used for this purpose.

Example 6.1. Calculate index number for 1994 on the basis of the prices of 1991
for the following data:

Article A B C D E
Prices in 1991 12 25 10 5 6
Prices in 1994 15 20 12 10 15

Index Numbers

NOTES
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Solutilon. Calculation of Inedx Nos (1991) = 100
Article Py o, P=2Lx 100 -
. Py
. 15
—x100=125
A 12 B g X 100=1
: 20 _
B 25 _ 20 o X 100=80
12
. 12 —19
C 10 . 12 0 x 100 =120
D 5 10 159 » 100 = 200
E 6 ' - 15 -%5- x 100 = 250
Zp, =58 $p, =12 P =775
° By simple aggregative method
Iy 72
P. =—%x100=— x 100 = 124,41.
01 Zpﬂ 58
By AM. of price reiatives method
P _ 775
P,=—=—" =155
o n 5

Example 6.2. From the information given below, prepdre index numbers of prices

for three years with average price as base:

Rate per rupee
Ye.ar Wheat Rice Sugar
1st year 1.38kg 1kg 0.40 kg
2nd year 1.6kg 0.8kg 0.40 kg
3rd year 1kg 0.75 kg 0.25 kg

Solution. Since the pﬁcés of commeodities are given in the form of ‘quantity
prices’, we shall convert these quantity prices into ‘money prices’. '

Price of wheat in the 1st year

= 2 kg per rupee
- Price of wheat per quintal
. 100
=—=%50
. 2

Similarly, we shall express the prices of other commodities per quintal.



[PLBIDJY [oUoyINySU-fjag

SII

Com- Ist year  2nd year 3rd year
modity Unit Average price
P, P Py p p, P Py
100 50 100 625 100 100 72.46 + 625 + 100
; 200 _ 2046 100 | 190 _go5 | 625 490 | 100_,q 100
Wheat | Quintal |59 7833 16 7833 1 78.33 3
- 63.83 =79.79 = 127.67 = 78.33
100 100 100 125 100 133.33 100 + 125 + 13333
; i 100 _ 400 | 190 . 300 | 100 _ 495 100 | 100,300 | 13333, 100
Rice’ | Quintal | = 119.44 08 119.44 075 119.44 3
= 83.72 ~ 104.66 = 133.33 =111.63 =119.44
100 250 100 250 100 400 250 + 250 + 400
- L BT (R TR T o B 250 . 100 OO 400 e R e
Sugar | Quintal | G4 300 04 300 0.25 300 3
- 83.33 -83.33 = 133,33 =300
Total 400 230.88 4375 267.78 633.33 372.63 497.77
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Zp, 400 :
=—=x100 = = 83.
Index no. for 1st year T X 29777 = 100 = 83.36
- Zp "~ 4375
NOTES Ind . for 2nd =21 x100 = =212+ 100 = 87.89
ndex no. for 2nd year 7 49777 87
Ip 633.33
Index no. for 3 =7 x100 = 22222 5 100 = 127.23
ndex no. for 3rd year %70 49777 X 127.2
Index numbers by Simple A.M. of Price Relatives Method
Index no. for Ist year = % = &388- =176.96
Index no. for 2nd year = i—P = 2—6¥ = 89.26
Index no. for 3rd year = Enp— = 87283 _ 124.21.
EXERCISE 6.1

1. From the following data, construct an index number for 1996 by using the method of
taking A M. of price relatives:

Iiem A B C D E F
Price in 1995 10. 12 6 5 5 9
(in3) i

Price in 1996 10 15 8 6 6 18
(in?)

2. From the following data, construct price index nos. for the year 1956 by the methods:
(#) simple A.M. of price relatives

(¢f) simple G.M. of price relatives. ”
Commodity A B C D E F
"Price in 1995 4 5 10 7 3 9
(inT)
Price in 1996 6 8 12 14 6 12
(in3)
3. From the following data, construct the price index number with average price as base:
Rate per ru;IJee
Year Wheat Rice ’ Oil
I 10 kg 4 kg 2kg
It Blkg 2.5keg 2kg
S " Bkg 2kg lkg
Answers
1. 133.068 2. () 160.55 @) 167.7

3. 70.26, 89.16, 140.53 by using simple A.M. of price relative method
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6.8. LASPEYRE’S METHOD

This is a method for finding weighted index numbers. In this method, base period
quantities {g,) are used as weights, If P, is the index number for the current pericd,
then we have

Py, = P10 , 109
Zpodo . ‘
where ‘0’ and ‘T’ suffixes stand for base period and current period respectively.
Zp,q, = sum of products of prices of the commodities in the current period with their
corresponding quantities used in rhe base period.
Zpa, = sum of produet of prices of the commodities in the base period with their
corresponding quantities used in the base period.

6.9. PAASCHE’S METHOD

This is a method for finding weighted index numbers. In this methods, current period
quantities (g,) are used as weights.

If Py, is the required index number for the current period, then
o = —-Zplql x 100
1 - ZPedy

where p, p, represents prices per unit of commodities in the base period and current
period respectively.

6.10. DORBISH AND BOWLEY’S METHOD

This is a method for computing weighted index numbers.
If Py, is the required index number for the current period, then

(73131% 4+ ZP19y
_\ZPo90  Zpoq:
Pnl - P)

where p,, p; represents prices per unit of commodities in the base period and current

period respectively, g, ¢, represents number of units in the base period and current
period respectively.

Jx100

(Eplqﬁ + EplqlJ EPIQD % 100 + _EPIQI x 100
Ipoqde It %100 = ZpoGy Ipogr
2 2

We have Py =

_ Laspeyre’s index no + Paasche’s index no.
B 2

Dorbish and Bowley’'s index numb;;r can also be obtained by taking A.M. of
Laspeyre’s and Paasche’s index numbers.

Index Numbers
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6.11. FISHER’S METHOD

This is a method for computing weighted index numbers.
NOTES If Py, is the required index number for the current period, then

P JZPMQ Zp19: % 100
0 Zpgde Zpoda

where symbols p,, qa, P;» ¢, have their usual meaning.

2171‘10 Eplfh D190 g 1
Weh P, x100 = | ==t %100 || =—==x100
¢ have ) U zPtho 2}C’u"h 2Poo 2Poqy

Laspeyre’s ) Paasche’s

~ Yl Index ne. )\ Index no.
TFisher's index numbers can also be.obtained by taking G.M. of Laspeyre's
and Paasche's index numbers. Fisher's method is considered to be the best method of
computing index numbers because this method, satisfies unit test, time reversal test

and factor reversal test. That is why, this methed is also known as Ftshers Ideal
Metheod.

6.12. MARSHALL EDGEWORTH’S METHOD . |

This is a method of compuiing weighted index numbers. In this method, the sum of
base period quantities and current period quantities are used as weights.

If P, is the required index number for the current period, then -
2"l:'l(ql.l +q1) % 100 i

Zpo(dp +qy)
where p,, q,, py; g, have their usual meaning.

POl

We can also-write this index numbers as

Eplqﬂ + ‘-'pl(h % 100
ZpeQo + 2oy
This form is generally used for computing index numbers.

o=

6.13. KELLY’S METHOD

This is 2 method of computing weightéd index numbers. In this method, the quantities”
() corresponding to any period can be used as weights. We can also use the average of
guantities for two or more periods as weights.

If P, is the required index numbers for the current period, then

Epl‘l % 100 '
"7 Epeg o
where q represents the quantities which are to be used as weights. p,, p, have their

usual meanings. This index number is also known as Fixed Weights Aggregative
Method.
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6.14. WEIGHTED AVERAGE OF PRICE RELATIVES
METHOD

This is a method of computing weighted index numbers. In weighted index numbers,
we give weights to every commodity in the series so that each commodity may have
- due influence on the index number. Till now quantity weights were used for constructing
price index numbers.

In the weighted average of price relatives method, value weights (W) are used.
The values of commodltles may correspond to either base period or current period or
any other period.

If P, is the required index number for the current perlod then

WP
n= Tw o WhereP=p— % 100.
) 0
Do, Py have their usual meanings. :
In this method, we have infact taken the welghted arithmetic mean of the price
relatives. In constructing this index number, geometric mean is also used. In this
case, the formula is

P

Py = Antlog ZVEER)

W
Example 6.3. Construct index numbers of price for the year 1994 from the
Jollowing duota by applying: )

1. Laspeyre’s method

3. Bowley’s method

5. Marshall Edgeworth’s method

2. Paasche’s method
- 4. Fisher’s method

1993 ' 1994
Commodity
Price Quantity Price Quantily
A 2 8 4 -8
B 5 10 6 5
C 4 4 5 10
D 2 19 2 13
Solution. Calculation of Index Nos. (1993 = 100)
Commeodity | p, % Py A Py P P | P19y
A .2 8 4 6 16 24 12 32
B 5 10 | 6 5 50 30 25 80
c 4 14 5 10 56 ‘50 40 70
D 2 19 2 13 a8 26 | 2 |- 38
Total 160" |° 130 103 200

5 .
Laspeyre’s price index number = E_Pﬂ x 100 = % x 100 = 125,

Lodp

pg 130

Paasche’s price index number = x 100 =—— x 100 = 126. 21
P o 103

Index Numbers
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Bowley’s price index number

[Eplqo +Ep1q1] | [200 130
100 =

+
2 15)
_ Dodo  ZPod1 _M 100 = 125.607.

J —x100 =
160 103X 125.605.

TFisher's price index number

P19 5 Ingq % 1
Ipoge  ZPoth
Marshall Edgeworth’s price index number

ZPI(QU + QI) = Epqu.'] + zpl‘h % 100
" Zpolgy + ‘h) ZpyGo + TPedy
200+ 130
= —x100 =
160 £ 103 X 125.47,

Example 6.4. Prepare the index number for 1982 on the basis of 1962 for the
following data: '

Year Commodily

Commodity Commodity
4 B _ C.
Price Expénditﬁre Price ~| Expenditure |- Price Expenditure
1962 ] 60 8 48 & 24
1982 4 48 7 49 5 15

Solution. We calculate price index number for the year 1982 by using Fisher’s
method.

Caleulation of Index Number

1962 1982 Py Dy
Commodily -
. By Pog q - By P 4
A 5 50 10 4 48 1_2 ’ 60 40
B 8 48 6 7 49 | 7 66 42 .
C 6 24 4 5 15 3 18 20
Total 122 112 134 102

Fisher’s price index number

Ingo . Ig {102 112
x =22 % 100 = x 100 = 83.59.
\'Zpu% Ipedy 122" 134

Example 6.5. Calculate the wezghted price index number for 2000 for the
following data:

Material Unit Quaniily Price during
required required
‘ 1999 2000
® ®
A 100 kg 500 kg 5 . 8
B mi 2000 mt 8.5 14.2
C kg 50 kg 34 42.2
D litre . 20 litres . 12 24
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Solution. Here we shall use Kelly’s method because quantities are fixed Index Numbers
irrespective of base and current years. * ‘

Calculation of Index Number (1999 = 100)

Material Py P, q Py P,4q NOTES
A 5 8 % =5 25 40
B 9.5 14.2 2000 19000 28400
C 34 42.2 50 1700 2110
D 12 24 20 240 480
Total - 20965 31030
Kelly’s price index number =Ipg x 100 = 31030 x 100 = 148.
Inyg 20965

Example 6.6. Construct an index number for the following data using weighted
average (A.M, and G.M.) of price relatives method:

Commodily Current year Base year Weighis

prices (in ) prices (in %)

A 4 5 1

B & 5 2

C 10 8 3

D - 12 10 I

Solution. Calculation of Index Numbers
Commodity | p, | bp, W |P=2Lx 100 log P WP | WlogP
Po -

A 5 4 1 80 1.9031 80 1.9031
B 5 6 2 120 ° . 2.0792 240 4.1584
C 8 10 3 125 2.0969 375 6.2907
D 10 12 1- 120 2.0792 120 2.0792
Total 7 815 14.4314

Price index no. by weighted A M.

WP _ 815
=——=——=116.43.
W 7

Price index no. by weighted G.M. -

= AL (EW log P) = AL (144314]
. W 7

= AL (2.0616) = 115.3.
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Example 6.7. Prepare Index Number from the following information for the

year 1980 taking the prices of 1975 as base:

NOTES

Commodily
Wheat Rice Gram Pulse
Price 1975 10 5 2 2
Price 1980 12 7 3 4
Give weights to above commodities as 4, 3, 2, 1 respeciively.
Solution. Calculation of Index Number
Commodily Po P; W P= il- x 100 WP
0 .
Wheat 10 12 4 120 480
Rice b 7 3 140 420
Gram 2 3 2 150 300
Pulse 2 4 1 200 200
"Total 10 ' 1400
' . SWP _ 1400
ice i ) hted AM. =—(—-=—7"= .
Price index no. by weighted W 10 140
EXERCISE 6.2
1. Apply Fisher's method and caleulate the price index number for 1995 from the following
data:
1994 1995
Commaodity
) By 9 Py q
A 10 4 12 3
B 15 6 20 5
C 2 5 5 6
D 4 4 _ 4 4
2. Compute Fisher's ideal price index number for 1994 for the following data:
1933 1994
Commaodity
Price per unit Expenditure Price per unit Expenditure
A 6 125 6 180
B 10 50 15 90
c 2 30 3 60
"D 3 36 5 75
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3. Use the data given below and calculate Fisher's ideal price index number for the year
1993 with 1990 as base:

Price (in%) Quanlily
Commodity Unit
1990 1993 1990 1993
Wheat Quintal 90 100 20 25
Potatoes Kilogram 1 1.20 100 130
Tomatoes Kilogram 1 1.30 50 40

Construct Fisher's and Marshall’s price index numbers by using the following data:

Commodity Base year Base year Current year | Current year
price quantily price quantity
A 12 100 20 120
B 4 200 4 240
C 8 120 12 120
D 20 "8 24 48
E 16 80 24 52
5. From the data given below, calculate the price index number by using Fisher's ideal
formula:
Base year Current year
Commodity
Price Quantity Price Quantity
A 10 50 12 60
B 8 30 9 32
C 5 35 7 40

L
4.

From the following data, find price index number for the year 2002:

Item Price per unil Value

2001 2002 (2001)

A T13.75 T 13.75 T 8364

B 9.70 T9.70 T 2207

C ¥6.03 T 8.00 T 876

D T 466.00 T 433.00 T 701

E T1.256 1956 T 534

Answers

135.4 2.137.11 3.111.98
139.729, 139.728 5. 121.91 6. 103.53

6.15. CHAIN BASE METHOD

In this method of computing index numbers, link relatives are required. The prices of
commodities in the current period are expressed as the percentages of their prices
in the preceding period. These are called link relatives.

Index Numbers

NOTES
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Mathematically,
Price in current period
Price in preceding period
If there are more than one commodity under consideration then averages
of link. relatives (A.L.R.) are calculated for each period. Generally A M. is used for
averaging link relatives. These averages of link relatives (A L.R.) for different time
periods are called chain index numbers. The chain index number of a particular
period represent the index number of that period with preceding period as the base
period. This would be so except for this first period.

Link Relative (L.R.) = x 100

These chain indices can further be used to get index numbers for various periods
with a particular period as the base period. These index numbers are called chain
index numbers chained to a fixed base. ', '

For calculating these index numbers, the following formula is used:
C.B.L for current period (Base fixed)
_ A.L.R.for current period x C.B.L for preceding period (Base fixed)

100
There are certain advantages of using this method. By using chain base method,

-| comparisen is possible between any two successive periods. The average of link relatives

represent the index number with preceding period as the base period. This characteristic
of chain base index numbers benefit businessmen to a good extent. In calculating chain

‘base index number, some items can be introduced or withdrawned during any period.

In practice, the chain base index numbers are used only in those circumstances, where
the list of items changes very frequently.

Example 6.8. Calculate the fixed base index numbers and chain base index
numbers from the following data. Are the two results same? If not, why?

Price (in rupees)
Commodity
-1986 1987 N 1988 1989 1990
X 2 3 1 7 8
Y 8 10 12 4 18
Z 4 5 7 9 12
Solution. Calculation of F.B.1. (1996 = 100)
Price Relaiives
Commod_ity
1986 1987 1988 ° 1989 1990
3. 100 5 7 8 -
X 100 Ex 100 = 150 _2_x 100 =250 EX 100 = 350 —2->< 100 = 400
¥ 100 %x 100 = 125 %"x 100 = 150 %x100=50 %Bx 100 = 225
7 100 | 2x100=125 | Tx100=175 | 2x100=225 |12 100=300
4 " 4 4
Total 300 400 - 575 625 9256
Average of P.R| 100 % =133.33 5—;5 = 191.87 % =208.33 -9%5- =308.33
-or F.B.I.
(19886 = 100)
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F.B.IL for years 1987, 1988, 1989, 1990 with base 1986 are 133.33, 191.67,
208.33, 308.33 respectively. ‘

Calculation of C.B.1. (1986 = 100)

Link Relatives
Commodily d
1986 1987 1988 1989 1990
3 5 _ 7 8
X 100 E x 100 =150 E x 100 = 166.67 E x 100 = 140 ? x 100=114.29
: 10 12 4 18
— = — = —x100=3 - =
Y 100 3 x 100 =125 10 x 100 =120 12 X 333 4 x 100 =450
7 100 %x 100 = 125 —;-x 100 = 140 %x 100 = 128,57 % x 100 = 13333
Total 300 400 426,67 301.9 697.62
Avérage 100 4—:[;(] =133.33 42667 =142.22 ﬂ =100.643 697.62 =232.54
of L.R.
or CBL .
’ CBI 100 133.33 x 100 142922 % 13333 | 10063 x 18962 | 23254 x 190.81
R 100 100 100 100
(1986 =100 =133.33 = 189,62 =190.81 =443.71

C.B.L for years 1987, 1988, 1989,

190.81, 443.71 respectively.

Example 6.9. The following table gives the average wholesale prices of three

groups of commodities for the years 1991 to 1995. Compute chain base index numbers
chained to 1991, )

1990 with base 1986 are 133.33, 189.62,

Year
Group
- 1991 1992 1993 1994 1995
1 4 6 3 10 12
I 16 20 24 30 36
m 8 10 16 20 24
Solution. Calculation of C.B.1. (1891 = 100)
Link Relatives
Group
1991 1992 1993 1994 1995
I 100 | Ex100-150 | Ex100-13333| 22 x100=125 | 12 100=120
4 6 8 10
20 24 30 36
2 100=125 | 22 x100-120 |2%x100=125 | 3 x100=120
I 100 | 76 20 24" 30
I 100 | 2x100=125 | 18 100-180 |20, 190 =125| 2%x100=120
8 10 16
Total 300 | 400 413.33 375 360

Index Numbers
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Average of | 100 % —133.33 | 21333 _ 13778 %ﬁ T
LR. of C.BL , |
GBI loo | 18888x100 | 13778x13333 | 125x 18370 | 120 22962
o 100 100 100 100
(1891 = 100) =133.33 =183.70 =229.62 = 275.54

C.BI. for years 1992, 1993, 1994, 1995 with base 1991 are 133.33, 183.70,
229.62, 275.54 respectively.

EXERCISE 6.3

1. From the following average prices of the groups of commodities given in rupees per unit,
find chain base index numbers with 1988 as the hase year:;

Group 1988 1989 1990 1991 1992

Ist 2 3 4 5 R
IInd 8 10 12 15 18
Ird 4 5 8 10 12

2. Calculate the chain base index numbers chained to 1972 from the average prices of
following commodities:

Commodity 1592 1993 1994 1995 1996
Wheat 4 6 8 10 12
Rice 16 20 24 - 30 36
Sugar 8 10 16 20 24
3. Compute chain base index number for 1996 with 1993 as base, by using the following
data:
Year
Commodily
1993 19594 1995 - 1996
Sugar (Price per kg) 8.4 6.5 6 6.5
Gur (Price per kg) 4 3.7 - 4 - 4.5
Answers o -

1. 100, 133.33, 183.70, 229.62, 275.54
2. 100, 133.33, 183.7, 220.63, 275.56
3. 107.38.

II. QUANTITY INDEX NUMBERS

6.16. METHODS

Quantity index numbers are used to show the average change in the quantities of
related goods with respect to time. These index numbers are also used to measure the
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level of production. In computmg quantity index numbers, either prices or values are

used as weights.

Index Numbers

Let Q,, denotes the quantity index number for the current period. The formulae
for calculating quantity index numbers are obtained by interchanging the role of ‘p’

and ‘¢’ in the formulae for computing price index numbers. Various methods for

computing quantity index numbers are as follows:
1, Simple Aggregative Method

Qp = 2 x 100,
0

2. Simple Average of Quantity Relative Method
- 2q

QOI_ n

= Antilog (—Z log QJ

n

where  Q = quantity relative = L2 x 100.
o

3. Laspeyre’s Method

2q1D0
Q. = =P« 100,
o Zgupy

4. Paasche’s Method
Q,, = =Ly 100,

Zqop1
5. Dorblsh and Bowley’s Method
[59'1130 + E‘Q’1P1]
Q,, = Zq0P0 . Pt 100.

6. Fisher’s Ideal Method

E‘hpﬂ qupl 100
U = vz%l’o " 34001 Zqop e

7. Marshall Edgeworth’s Method

2q,(po + py) |,
——— 22 %100,
U = Zqo(po + pp)

8. Kelly’s Method

_Zqp
QOI—%XIOO'

9. Weighted Average of Quantity Relative Method
SWQ

= Tw
i (59

10. Chain Base Method

Here also, we define chain base quantity index numbers for a period as the
average of link relatives (L.R.) for that particular period. These chain mdlces can be

used to obtain quantity index numbers with a common base.

- (Using G.M.)

NOTES

(Using A.M.)

(Using A.M.)

{Using G.M.)
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In all the above formulae, suffixes ‘0’ and ‘I’ stand for base period and current
period réspectively and

b, = current period price of an item
D, = base period price of an item
¢, = current period quantity of an item
= base period quantity of an item
Q = quantity relative of an item = Ly 100

%
W = value weight for an item

p = price of an item in a fixed period
n = no. of itam under consideration.

6.17. INDEX NUMBERS OF INDUSTRIAL PRODUCTION

The indices of industrial production are ¢alculated by using the methods of quantity
index numbers: In the formulae for quantity index numbers, we shall take production
in place of quantities.

Example 6.10. Calculate the quantity index number for 1986 by using Fisher’s
formula for the following data:

1995 19596
Commodity
b Price Quantity Price Quantity
A 6 70 8 120
B 8 <90 10 100
C 12 . 140 16 280
Solution. Calculation of Fisher’s Quahtity Index No. (1995 =100)
Commaodily | p, 9y P, q Py Np 0P, APy
A 6 70 8 .120 420 960 560 720
B 8 90 10 100 720 1000 900 800
_ C 12 140 16 280 1680 4480 2240 3360
Total 2820 6440 3700 4880.

. s F-‘hl’o Zq1
Fisher's quantity index number= |=212% x 1 « 100
o d y IqoPy  XguDy

’4880 6440 '
= %x 3700 x 100 = 173.55.

Example 6.11. From the following data, consiruct quantity index numbers for
1986, by using the following methods:
(&) Simple aggregative method
@i1) Paasche’s method
(vy Fisher's method

(i) Laspeyre’s method
(iv) Dorbish and Bowley’s method
(vi) Marshall Edgeworth’s method
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1995 1996
Commodily
Price Value Price Value
A . 8 &0 10 110
B 10 80 12 108
C : 16 256 20 340

Solution. Calculation of Quantity Index Nos. (1995 = 100)

Commodily Do Value q, b, Value q, Py | QP
Py B 7 .

A 8 80 10 " 10 110 11 88 | 100
B 10 90 9 12 108 9 90 108
C " 16 266 16 20 340 17 272 320

Total 426 35 558 37 450 528
(i) Q,, by simple aggregative method

Iq, 37
= —= X = — = .
0 100 35 x 100=105.71
(if) Laspeyre’s quantity index no.
Zq1Pg 450
== x 100 = —— x 100 =105.63
ZqoPo 426
(iif) Paasche’s duantity index no.
2¢,p 558
= —=—= x 100 = —— % 100 = 105.68
g0 528

(iv) Dorbish 'and Bowley's quantity index no.

Zg:1po | 20101 450 | 558
ZgoPo  ZqoP: 426 i 528
=2 X 100 = ~—————%x 100 = 105.66

() Fisher's quantity index no.

g, Po x'thpl
Iqap0  ILgoPy

’450 558
x 100 = 426 X 528 x 100 = 106.66

(vi) Marshall Edgeworth’s quantity index no.

450 + 558

Zq,(py + P1) _ 2OV TY90
oo oy X100 00= o6 +528

_ZqPo Y IPy
Zg0(po + Py1)

_Z‘IoPo + Zgo

x 100 = 105.686. .

. Index Numbers
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ITI. VALUE INDEX N UMBERS
NOTES
6.18. SIMPLE AGGREGATIVE METHOD
The simple aggregative method of computing value index number (Vo) is given by
ip,q, l
Vo= Zpoq, 100

‘| where Zp,q, = sum of values of items in the current period
Zp,q, = sum of values of items in the base period.-
Example 6.12. Calculate value index number for 2000 for the following data:

15898 2000
Item
Price Quantity Price Quantity
y: 4 12 . 5 18
B 8 15 12 10
C 12 [ 10 8
D 5 10 5 12
Solution. Calculation of value index number (1998 = 100)
flem by qp P; q; - Pyqp b;q,
T A 4 12 5 18 48 120
B 8 1b 12 10 120 120
C 12 6 . 10 8 . T2 80
D 5 . 10 51 12 60 60
Total 290 380

80
Value index number = 214 5 100 = 282 & 100 = 131.03.

Zpody 290
EXERCISE 6.4
1. Compute a suitable quantity index number by using the following data:
' ‘ Quantily
Commodily | Price in the base period
Base period Currenl period
A 4 7 10
B 5 8 9
C 4 10 9
D 3 12 B
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2. Construct index numbers of quantity for the given data, by using the following

. methods:
(i) Simple aggregative method
(i) Fisher's method
(1it) Weighted average (A.M.) of quantity relatives by using base period value as weights.
Base year Currenl year
Commodity
Price Quandtily Price Quantity
A 2 8 4 6
B 5 10 6 5
C 4 14 5 10
D 2 19 2 13

3. Using Paasche's formula, compute the quantity index number and the price index number

for 2000 with 1999 as base year:

Quantity Unils Value in (R)
Commodity
1999 2000 1999 2000
A 100 150 500 900
B " 80 100 320 500
C 60 72 150 360
D 30 33 360 297

For the above problem, also compute price index number by:
() Dorbish-Bowley Method (1i) Fisher's method
(iit) Marshall-Edworth method.

Answers

1. 100.694 2. 66.667, 64.687, 64.375
3. 131.02, 119.18 (i) 118.61, (i1) 118.61, (iiz) 118.62

6.19. MEAN OF INDEX NUMBERS

IfI,, I,, ..., I, are the index numbers of n groups of related items, then the index
numbers of all the items of n group taken together is calculated by taking the average
of these index numbers. Generally, A M. is used for averaging the index numbers. If
weights are attached with different index numbers, then weighted A M. is to be
calculated.

Let I be the index number of all the items of n groups taken together, then

= L+ +...+1, id e g
n n
IfW, W,,..., W,_be the weights of index numbers I, I, ....... , I, respectively,
then
i W, + Wolp +....+ W, I, i IWI
W, +Wo+...+W, W

If G.M. is to be used for finding index number of combined group, then

3 W, logl, + Wy log I, +....+ W, log I, . [).‘.Wlogl}
I‘AL[ W, + Wy +...+ W, el i

Index Numbers
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* Business Statistics Example 6.13. Construct the index number of business activity in India for the
following data:
: Item Weightage |l Index
NOTES (0 Industrial Production 36 ‘ 250
(if) Mineral Production 7 134
(iii) Internal Trade . - 24 200
(iv) Financial Activity 20 ' 135
) (v) Exports and Imporis 7 T 325
(vi) Shipping Activity .6 300

Solution. Calculation of Index No. of Business Activity

" Item- ' Weighlage W Index I w1
(©) Industrial Production . 36 250 9000
(i) Mineral Production 7 135 945
(iif) Internal Trade 24 200 4800
(iv) Financial Activity ~ 20 135 2700
{v) Exports and Imports 7 . 325 2275
(vi) Shipping Activity 6 300 1800
Total 100 - 21520
: . IWI 21520
Index No. of combined group T =215.2.

Exampie 6.14, A textile worker in the city of Bombay earns 3 350 a month. The
cost of living index for a particular month is given as 136. Using the following data,
find out the amount he spends on clothings and house rent.

Group Food Clothing House rent Fuel Misc.
Expendilure 140 2 ? 56 63
Group Index 180 "150 100 110 80

- Solution. Let ‘@’ and ‘Y’ denote the expenditure on clothing and house rent
respectively.
Group Expenditure W Group Index I WI
" Food . 140 . 180 _2_5200
Clothing a 150 - " 150a
House rent . b 100 100b
Fuel -+ 66 110 . ‘ 6160
Mise. 63 80 5040
Total 259 +a+ b=350 ’ 36400 + 150 + 100b
Now 269 +a+ b= 350 .
a+b=350-259=91
b=91-a
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o s I
Now, cost of living index = W
136 - 36400+150a + 1005
a: 350

47600 = 36400 + 150a + 100(91 — a)
11200 = 150a + 9100 — 100a
2100 = 50a
a=42
b=91-a=91-42=49.

EXERCISE 6.5
1. Construct index number of combined group for the following data:
Group A B : 4 D E
Index No. 110 95 160 170 200
Weight 4 2 1 1 2

2. Find the index number of combined group for the following data:

Group A B C D E F
Index No. 125 142 118.7 92 169 157
% of Weightage 25 15 10 12 13 25

3. From the following data relating to working class consumers of a city, calculate index
numbers for 1993 and 1995. Y

Group Index
Group Weight
1993 1995
Food 48 110 130
Clothing 8 120 125
Fuel 7 110 120
House rent 13 100 100
Miscellaneous 14 115 135
Answers

1. 136 2. 136.68 3. 110.222, 125.222

IV. TESTS OF ADEQUACY OF INDEX NUMBER FORMULAE

6.20. MEANING

We have studied a large number of methods of constructing index numbers. Statisticians
have developed certain mathematical criterion for deciding the superiority of one method

Index Numbers
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Business Statistics over others. The following are the tests for judging the adequacy of a particular index
' " number method : )
(@) Unit Test.
(¢£) Time Reversal Test.
NOTES * (it¥) Factor Reversal Test.
(iv) Circular Test.

6.21. UNIT TEST (U.T))

An index number method is said to satisfy unit test if it is not changed by a change in
the measuring units of some items, under consideration. All methods, except simple
aggregative method, satisfies this test.

6.22. TIME REVERSAL TEST (T.R.T.)

| An index ﬁumbers method is said to satisfy time reversal test, if
Iy XLp=1
where I, and I, are the index numbers for two periods with base period and current
"period reversed. Here the index numbers 15, and I, are not expressed as percentages.
The following methods of constructing index numbers satisfies this test:
(®) Simple Aggregative Method.
(i) Simple G.M. of Price (or Quantity) Relatives Method.
(iii) Fisher's Method. -
(iv) Marshall Edgeworth’s Method.
() Kelly's Method. )

Now, we shall illustrate this test by verifying its validity for Fisher's price index
number method, :

‘ ipgy L Ing ) Fpofh Zpodp
We have Po=yo— X7 and P, = —x—T"7
o Ipgdy Ipgqy 10 ipgy  Ipgy

where P, and P,  are the price index numbers for the periods t, and t, with base
periods ¢, and ¢, respectively.

2 Z;
Now P xP. = {Zpido < 219 x J P01 | ZPodo
01" *10 proqo Ipey VIngr 3Ipige

_ (Zp1g0 x 2P x 2P0 x ZPod0 =1 =1
Viodo  Zeots Zogs Zmd

Poy % Po=1

Example 6.15. Calculate price index number for the year 1996 from the Jollowing
data. Use geometric mean of price relatives. Also reverse the base (1996 as base) and
show whether the two results are consistent or not. .
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Commodily Average price 1990 ) Average Price 1996 )
A 16.1 14.2
B 8.2 87
C 15,1 12.5
D 5.6 4.8
E 11.7 13.4
F 100 117
Solution. Index No. for 1996
Cofnmodity Po P, P= % x 100 log P
0
A 16.1 14.2 E x 100=180.20 1.9456
16.1
87
B 9.2 8.7 99 X 100 = 94.57 1.9757
C 156.1 12,5 £5‘X 00=8 1.9179
. . 151 100 =82.78 91
48
D 0.6 4.8 E x 100 =85.71 1.9331
E 1.7 134 - E 00=11 05
11, . 117 x 100 =114.53 2.0589
F 100 117 E x100=117 1.0682
100
n=8 Zlog P=11.8993

Price index no. for 1996 = AL (

Zlog P) Z AL ( 118993
n 6

Index No. for 1990

) = AL 1.9832=96.20.

Commodity Pp Py P= pﬂ = 100 log P
]
A 14.2 16.1 EXIOO-I 2.0547
. . 142 =113.38 054
92
B 8.7 9.2 -8—7- x100=105.75 2.0244
C 12.5 15.1 L1 x100=1
. . 125 00=120.80 2.0820
5.6
D 4.8 .5.8 8 < 100 =116.67 2.0671
117 .
E 134 11.7 Tas X 100=8731 1.9410
134
100
F 117 100 T-n X 100=85.47 1.8319
117
n==6 Zlog P=12.1011

Price index no. for 1990 = AL [

TlogP 121011)
)

6

= AL 2.0169 = 104.

Index Numbers
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Business Statistics Product of index numbers = 96,20 x 104 = 10004.8 = 10000 (nearly)

Since the index numbers are expressed as percentages, the T.R.T. is satisfied if
their products is (100)2, which is 10000.

_ NOTES The index numbers are consistent.

6.23. FACTOR REVERSAL TEST (F.R.T.)-

An index number method is said to satisfy factor reversal test if the product of price
index number and quantity index number, as calculated by the same method, is equal
to the value index number.

In other words, if P, and @, are the price index number and quantity index
number for the period ¢, corresponding to base period t,,, then we must have
ipg
P * Qo = Vor = Tpegy
Fisher's index number method is the only method which satisfies this test.
Let Py, and Q,, be the Fisher’s price index number and quantity index numbers
respectively, then )

. l@q Ing o 2P
. P01= > O.X_—- . and Q01= _]AXA'
Ip0d0  Zpoh ZgoPo  Zqopy "
N PoxQ. = prﬂo « ZP1th XJ_E%PO x 1P
ow o1 107 YZpuge Zpoqy ZgoP0  ZgoPy

B \/ Indo  E  Z41Po 2410y
“YInede Zpodi ZgoPo  Igo,

3 {Zp1qy % Ipi1gy x Ipods x"zluﬂh
VZpodo  ZPo®i  ZPodo  EP1do

B ’):Pl(h XImgr _ Zodh

Y Zpodo XZpogo  ZPoGo

= Value index number.
Fisher's method satisfies this test. °

6.24. CIRCULAR TEST (C.T.)

An index number method is said to satisfy the circular test if I, Iy, Lps, ......, I,
and [, are the index numbers for the periods ¢,, £,, 5, ......, {,, ¢, corresponding to base
periods £y, ¢, 8, ......, L, |, ¢, Tespectively, then :

Ly XLgXIpgx o xI_ xI =1

Here, also, the index numbers have not been expressed as percentages by
multiplying by 100. :
. Ifn=1, wehavel; xI =1
This is nothing but the condition of T.R.T. Thus, we see that the circular test is
an extension of T.R.T.
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If n =2, we have
Iy XLy ¥Tgp=1 or I xI, =T : (-
The following methods satisfies circular test:
(@) Simple Aggregative Method. :
(#7) Simple G.M. of Price (or Quantity) Relatives Method.
(tit) Kelly's Method.

Now, we shall illustrate this test by verifying its validity 1. "nple aggregative
method for price index numbers.

IO2 X I20 = 1)

Ip Zpy 2Dy
Here P, === P =%, = -
07 35, 2 Zp, | P 3p,
Py, X P, x Py = 2P pr2 X %o _ 1
Zpg Ipy  ZIpg

Simple aggregative method satisfies this test,

Example 6.16. Construct Fisher’s Ideal Index number from the following data
and show that it satisfies the factor reversal test:

Ariicle A Arlicle B Article C
Year
Price Quanlily Price Quaniity Price Quaniity
1975 16 4 4 4 2 2
1982 30 3.5 14 1.5 6 2.5

Solution. Let suffixes ‘0’ and '’ refers to data for the periods 1975 and 1982
respectively.

Calculation of Fisher’s Index Numbers

Article Py p . q Doy Py Py | Py
A 16 4 30 3.5 64 105 120 56
B 4 4 14 1.5 16 21 56 6
C 2 2 6 2.5 4 15 12 5

Total 84 . 141 188 67

Now, Fisher's Ideal index number
Ip1gp x Ipygy <

’188 141
= —_—— =
100 “ Va2 “&7 % 100 = 217.03

Do EDoq
Verification of FR.T.
P,, = Fisher's price index no. for 1982 with base 1975 (= 1)
217.03
=00 - 2,1703
Qy, = Fisher's quantity index number for 1982 with base 1975 (= 1)
Sq1ps . 4:P1 \/67 141 '
= | X———=—X— = g,
\/z%Po 401 84 188 0.7734 (Not as %)
Vo, = Value index number of 1982 with base 1975 (= 1)
IV, I 141
=21 _hd _ 224 1.6786 (Not as %)

ZVD zpoqo 84 )
Now, Py, xQ,, =2.1703 x 0.7734 = 1.6785 = V,, (mearly)
F.R.T. is verified.

Index Numbers
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EXERCISE 6.6

1. Caleulate Fisher's index number using the following dats and check whether it satisfies
the time reversal test or not.

NOTES. M
- ' 1991 1992
Commodity - - -
Quantity Price Quanlity Price
X 50 . a2 50 30
Y 35 30 40 25
Z 35 ) 16 50 18

2. Show with the help of the following data that the time reversal test and factor reversal
test are satisfied by Fisher's Ideal formula for index number construction:

Base year Current year
Commodity
Price }) Quantity (kg.) Price ®) Quaniity (kg.)
A 8 500 10 600
B 2 1000 4 800
C 6 600 8 500
D 10 300 12 400
E 4 800 2 1000
3. By using the given data show that Fisher’s method of computing index numbers satisfiss
TR.T. and FR.T,
1993 1995
ltem - -
Price Value Price Value

A 4 12 7 21

B 60 120 66 " 195

C 11 44 9 36

D a7 108 30 90

E 12 72 - 20 100

F 25 100 , 20 100

V. CONSUMER PRICE INDEX NUMBERS (C.P.1)

6.25. MEANING

There is no denying the fact that the rise or fall in the prices of commodities affect
every family. But, this effect is not same for every family because different families
consume different commodities and in different quantities. Car is not found is every
‘house. Milk is used in almost every family but there are very few families who can
afford to purchase even more than 5 litres of it, daily.
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* The index numbers which measures the effect of rise or fall in the prices of
_various goods and services, consumed by a particular group of people are called
consumer price index numbers for that particular group of people. The consumer
price index numbers help in estimating the average change in the cost of maintaining
particular standard of living by a particular class of people.

6.26. SIGNIFICANCE OF C.P.l.

() The consumer price index numbers are used in deflating money income to
real income. Money income is divided by a proper consumer price index number to
obtain real income.

{iz) The consumer price index numbers are used in wage fixation and automatic
increase in wages. Generally, escalator clauses are provided for automatic increase in
wages in accordance with increase in consumer price index number.,

(iif) The consumer price index numbers are used by the planning commission for
framing rent policy, taxation policy, price policy, ete. :

6.27. ASSUMPTIONS

The consumer price index numbers are computed under certain assumptions. These
assumptions are as follows: .

() It is assumed that the quantities of different goods and services consumed
are same for base period and current period. : :

(@) It is assumed that the prices of commodities are approximately same in the
region covered by the consumer price index number.

(tiz) It is assumed that the commodities used in preparing C.P.IL are used in equal
. quantities in every family in the region covered by the index number.

" (tv) It is assumed that the families in the region covered by the C.P.1. are of same
economie standard. Their demands are common.

These are very strong assumptions and cannot be fully met in practical life.
That is why, the C.P.I. for a region will not be exactly true for every family covered by
the index number. .

6.28. PROCEDURE |

The first step in computing consumer price index number is to decide the category of
peaple for whom the index is to be computed. While fixing the domain of the index, the
income and occupation of families must be taken in to consideration. Different families

consume different commodities and that too in different quantities. For a particular |

category of people, it can be expected that their expenditure on different commodities
will be almost same.

For computing index, enquiry is made about the expenditure of families on
. various commodities. The commodities are generally classified in the following heads:

{(a) Food (b) Clothing '
(¢) Fuel and lighting _ (d) House rent

(e) Miscellaneous.

Index Numbers
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After the decision about commodities is taken, the next step is to collect prices
of these commaodities. The price quotations must be obtained from that market, from
where the concerned class of people purchase commadities. The price quotations must’
be absolutely free from the personal bias of the agent obtaining price quotations. The
price quotations must preferably be cross checked in order to eliminate any possibility
of personal bias.

All the commodities which are used by a particular class of people cannot be
expected to have equal importance. For example, entertainment and house rent cannot
be given equal weightage. Weights are taken in accordance with the consumption in
the base period. Either base period quantities or base period expenditure on different
items are generally used as weights for constructing C.P.I. The base period selected
for this purpose must also be normal. '

6.29. METHODS

There are two methods of computing consumer price index numbers.
(#) Aggregate expenditure method.
(it) Family budget method.

6.30. AGGREGATE EXPENDITURE METHOD

In this method, generally base period quantities are used as weights.

>
Consumer Price Index No. = “P1% x 100

Poo
where ‘0’ and '’ suffixes stand for base period and current period respectively.
Zp,q, =sum of the products of the prices of commodities in the current period
with their corresponding quantities used in the base period.
Zpyq, =sum of the products of the prices of commodities in the base period
with their corresponding quantities used in the base period.
Sometimes, current period quantities are also used for finding consumer price
index numbers.

Example 6.17. Calculate the cost of living index from the following data by
using aggregate expenditure method.

Item -| Quantily consumed ‘Price in base - Price in given

in the given year year year
. 1

Rice N 25 QU %12 12 25

Pulses Shgx 12 0.4 0.6

ol - ) 2hgx12 15 22

Clothing 6mt. % 12 0.75 1

Housing ) 20 P.M, 30 F.M.

Miscellaneous 10 P.M. I5P.M.
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Solution.

Calculation of Cost of Living Index Number

Item q Dy Py P4y Pyd;
Rice 30 12 25 750 360
Pulses 36 0.4 0.6 216 14.4
oil 24 15 2.2 52.8 36
Clothing 72 0.76 1.0 72 54
Housing 12 20 B 360 240
Miscellanecus 12 10 15 180 120
Total 1436.4 8244
Cost, of living index no. = 2191 x 100 = 14364 | 150 = 174.24.
Epoqy 8244

6.31. FAMILY BUDGET METHOD

In this method, the expenditure on different commodities in the base period, are used
as weights.

IPW
Consumer Price Index No. = W
where P = Price relative = % x 100.
0

Py, P, refers to prices of commodities in the base period and current period
respectively.

W=pua,

| SPW z[pl x10 ]p 9 5, x100
B X
Wehave CPL = =\ _ Z(p; x100)g, _ 2p;90

Iw Podo Ipedo Ipoo
Therefore, the C.P.1. calculated by using both methods would be same. Family

budget method is particularly used when the expenditures on various items used in
the base period are given on percentage basis.

x 100.

Example 6.18. The cost of living index for the working class families in 1988
was 168.12. The retail price indices with base 1984 = 100 and the percentages of family
expendtture in 1984 are given below. Find the retail price for the rent, fuel and light
group:

Group % of Family ) Relail Price I in 1988
Expenditure in 1984 (1984 = 100)

Food 40 132

Rent, Fuel and Light 18 ?

Clothing ' 9 210

Miscellaneous 33 : 200

Index Numbers
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Business Statistics Solution, Let ‘¥’ be the retail price index for rent, fuel and light group:

Group % of Family Relail Price w
Expenditure W Index1 -
NOTES Food 40 132 5280
: Rent, Fuel and Light 18 x 18x
Clothing 9 A 210 1890
Miscellaneocus 33 ~ 200 6600
Total _ 100 13770 + 18x
o ' EIW
Cost of living index for 1938 = W
13770 +18x
168. 12_ ST e—

16812 = 13770 + 18x

16812 -13770 :
=" -l
Example 6 19. The group indices and corresponding weights for the working
class cost of living mdex numbers in an industrial city for the years 1989 and 1990 are
given below:

Group Weight Group Index for 1989 Group Index for 1996
Food 71 : 370 . 380
Clothing 3 423 - 504
Fuel g 469 336
House rent 7 . 110 116
Miscellaneous - 10 ) 279 : 283

Compute the cost of living index numbers for the years 1989 and 1990. If a worker
was getting T 3,000 per month in 1989, do you think that he should be given some extra
allowarnce so that he can maintain his 1989 standard of living? If so, what should be
the minimum amount of this extra allowance?

Solution. Calculation of Cost of Living Indices for 1989 and 1990

- Weight |, 1989 1990
Group W I : Iw -1 w
Food . 71 370 26270 | 380 | 26980
Clothing 3 423 + 1296 504 1512
Fuel 9 469 : 4221 336 3024
House rent ki 110 770 . 116 B12
Miscellaneous 10 279 2790 283 . 2830
“ 'Total . 100 35320 35158
ZIW 35320
Cost of living mdex for 1989 = W 100 - 353.20
, . ZIW 35158
Cost of Ii = ——— = 351.58.
st of living index for 1990 = W 100 8

The worker should not be given any extra allowance, because the cost of living
index has not increased in 1990.
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EXERCISE 6.7

1. In the construction of a certain cost of living index number, the following group index
numbers were found. Calculate the cost of living index by using weighted A.M.

Group Index No. Weight
Food 350 5
Fuel and Lighting 200 1
Clothing 240 1
House rent 160 1
Miscellaneous 250 2

2. The following are the group index numbers and group weights of an average working
class family budget. Construct the cost of living index number by assigning the given
weights: :

Group Index No. ! Weight
Food 352 48
Fuel and Lighting 220 10
Clothing 230 8
House rent 160 12
Miscellaneous 190 3 15

3. Construct with the help of data given below the cost of living index numbers for the
years 1960 and 1961, taking 1959 as the base year:

Group Unit Price in 1959 Price in 1960 | Price in 1961
Foodgrains per md. 16.00 18.00 20.00
Clothing per mt 2.00 1.80 2.20
Fuel per md. 4.00 5.00 5.50
Electricity per unit 0.20 0.256 0.25
House rent per room 10.00 12.00 15.00
Miscellaneous per unit 0.50 0.60 0.75

Give weightage to the above groups in the proportion of 6, 4, 2, 2, 4 and 2 respectively.

4. From the following figures, prepare the cost of living index number by using “Aggregate
Expenditure Method”.

Article Quantity Consumed Units Price in Base Price in
in Base year year 1971 Current year
1981
Wheat 4 Qtls. Qtl. 100 240
Rice 1 Qtl Qtl. 120 300
Gram 1 Qtl. Qtl. 80 200
Pulses 2Qtls. Qtl. 160 400
Ghee 50 kg. kg. 20 40
Sugar 50 kg. kg. 2 6
Fire-wood 5 Qtls. Qtl. 16 40
House rent 1 House House 50 100

Index Numbers
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Construct cost of living index for 1996 based on 1990 from the following data:

Misec. ‘

Group Food Housing Clothing Fuel
Index No. for 1996 '
(Base 1990) 122 140 112 116 ° 106
Weight 32 . 10 10 6 42
Answers i
285 2, 276.41 3. 112.75, 130.75 4, 226.65
115.72

6.32. SUMMARY

The index numbers are defined as specialized averages used to measure change -
In 2 variable or a group of related variables with respect to time or geographical

location or some other characteristic.

The barometers are used to study changes in whether conditions, similarly the
index numbers are used to study the changes in economic and business activities.

That is, why, the index ngumbers are also called ‘Economic Barometers’.

Index numbers are used for computing real incomes from money incomes. The
wages, clearness allowances, etc. are fixed on the basis of real income.

Index numbers are constructed to compare the changes in related variables

over time.

Index numbers are used to study the changes occurred in the past. This

knowledge helps in forecasting.

The price relative of a commodity in the current period with respect to base

. Index numbers are used to study the changes in prices, industrial production,
purchasing powers of money, agricultural production, etc., of different countries.

period is defined as the price of the commodity in the current period expressed
as a percentage of the price in the base period.

If there are more than one commodity under consideration then averages
of link relatives (AL.R.) are calculated for each period. Generally A M. is used
for averaging link relatives. These averages of link relatives (A.L.R.) for different
time periods are called chain index numbers. The chain index number of a
particular period represent the index number of that penod with preceding period
as the base period.

Quantity index numbers are used to show the average change in the quantities

of rélated goods with respect to time. These index numbers are also used to

measure the level of production.

The index numbers which measures the effect of rise or fall in the prices of

various goods and services, consumed by a particular group of people are called
consumer price index numbers for that particular group of people. The
consumer price index numbers help in estimating the average change in the
cost of maintaining particular standard of living by a particular class of people.



6.33. REVIEW EXERCISES

1
2.
3.
4

“An index number is a special type of average.” Discuss.
Write a short note on “Factor Reversal Test”.
What is Fisher's ideal method of computing index numbers? Why is it called ideal?

What main points should be taken into consideration while constructing simple index
nos? Explain the procedure of construction of simple iridex numbers taking example of
five commodities.

Why Fisher's Ideal formula called ‘Ideal'? Explain by giving an example that it satisfies
time and factor reversal tests. .

What is Index Number? What problems are involved in the construction of index numbers?
Give different formulae of index numbers and state which of these is best and why?

What are consumer price index number? What is their significance? Discuss the steps
involved in constructing a consumer price index number.

Index Numbers
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7.2, Definition

7.3. Correlation and Causation
7.4. Positive and Negative Correlation
7.5. Linear and Non-linear Correlation -
7.6. Simple, Multiple and Partial Correlation - i
i ) I. Karl Pearson’s Method
"~ 1.7. Definition
7.8. Alternative Form of ‘R’
7.9. Step Deviation Method

i h II. Spearman’s Rank Correlations Method
7.10. Meaning R '

7.11. CaseI. Non-repeated Ranks
7.12. Case II. Repeated Ranks
7.13. Summary
L 7.14. Review Exercises

L

7.1. INTRODUCTION

In practical life, we come across certain situations, where movements in one variable
are accompanied by movements in other variables. For example, the expenditure of a
family is very much related to the income of the concerned family. An increase in
income is expected to be accompanied by an increase in the expenditure. If the data
relating to a number of families is collected, then it would be found that the variables
‘income’ and ‘expenditure’ are moving in sympathy in the same direction. An increase
in the day temperature may be accompanied by an increase in the sale of cold drinks.
The marks in Accountancy and Mathematics papers of students in a class move in the
same direction, on an average, because a student who is brilliant in one subject is
expected to be so in the other subjects also.




7.2. DEFINITION

If the changes in the values of one variable are accompanied by changes in the values
of the other variable, then the variables are said to be correlated. The correlated
variables move in sympathy, on an average, either in the same direction or in the
opposite directions. According to L.R. Connor, “If two or more quantities vary in
sympathy so that movements in one tend to be accompanied by corresponding
movements in the other(s), then they are said to be correlated”. In other words, variables
are said to be correlated if the variations in one variable are followed by variations in
the others.

7.3. CORRELATION AND CAUSATION

Two variables may be related in the sense that the changes in the values of one variable
are accompanied by changes in the values of the other variable. But this cannot be
interpreted in the sense that the changes in one variable has necessarily caused changes
in the other variable. Their movement in sympathy may be due to mere chance. A high
degree correlation between two variables may not necessarily imply the existence of a
cause-effect relationship between the variables. On the other hand, if there is a
cause-effect relationship between the variables, then the correlation is sure to exist
between the variables under consideration. A high degree correlation between ‘income’
and ‘expenditure’ is due to the fact that expenditure is affected by the income.

Now we shall outline the reasons which may be held responsible for the existence
of correlation between variables.

The correlation between variables may be due to the effect of some common
cause. For example, positive correlation between the number of girls seeking admission
in colleges A and B of a city may be due to the effect of increasing interest of girls
towards higher education.

The correlation between variables may be due to mere chance. Consider the
data regarding six students selected at random from a college.

Students Ay B C D E F
% of marks obtained in 42% 47% 60% 80% 55% 40%
the previous exam.

Height (in inches) 60 62 65 70 64 59

Here the variables are moving in the same direction and a high degree of
correlation is expected between the variables. We cannot expect this degree of
correlation to hold good for any other sample drawn from the concerned population. In
this case, the correlation has occurred just due to chance.

The correlation between variables may be due to the presence of some cause-
effect relationship between the variables. For example, a high degree correlation
between ‘temperature’ and ‘sale of coffee’ is due to the fact that people like taking
coffee in the winter season.

The correlation between variables may also be due to the presence of
interdependent relationship between the variables. For example, the presence of
correlation between amount spent on entertainment of family and the total expenditure

Measures of Correlation
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of family is due to the fact that both variables effects each other. Similarly, the variables,
‘total sale’ and ‘advertisement expenses’ are interdependent.

TYPES OF CORRELATION

Correlation is classified in the following ways:
(#) Positive and Negative Correlation.

(iry Linear and Non-linear Correlation.

(i71) Simple, Multiple arld Partial Correlation.

7.4. POSITIVE AND NEGATIVE CORRELATION

The correlation between two variables is said to be positive if the variables, on an
average, move in the same direction. That is, an increase {or decrease) in the value of
one variable is accompanied, on an average, by an increase (or decrease) in the value
of the other variable. We do not stress that the variables should move strictly in the
same direction. For example, consider the data:

x 2 3 6 8 11
¥ 14 15 13 18 22

Here the values of y has increased corresponding to every increasing value of x,
except for x = 6. The correlation between the variables x and y is positive.

The correlation between two variables is said to be negative if the variables, on
an average, move in the opposite directions. That is, an increase (or decrease) in the
value of one variable is accompanied, on an average, by a decrease (or increase) in the
value of the other variable.

Here also, we do not stress that the variables should move strictly in the opposite
directions. For example, consider the data:

x - 110 107 105 95 ' 80
y -8 15 14 27 36

Here, a decrease in the value of x is accompanied by an increase in the value of
¥, except for x = 105. The correlation between x and y is negative.

Thus, we see that the correlation between two variables is positive or negative
according as the movements in the variables are in same direction or in the opposite
directions, on an average.-

7.5. LINEAR AND NON-LINEAR CORRELATION

The correlation between two variables is said to be linear if the ratio of change in one
variable to the change in the other variable is almost constant. The correlation between
the number of students’ admitted and the ‘monthly fee collected’ is linear in nature.
Let x and y be two variables such that the ratio of change in x to the change in y is
almost constant and if a scatter diagram is prepared corresponding to the variables
x and y, the points in the diagrams would be almost along a line.
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The extent of linear correlation is found by using Karl Pearson’s method, Measures of Correlation

Spearman’s rank correlation method and concurrent deviation method.
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The correlation between two variables is said to be non-linear if the ratio of
change in one variable to the change in the other variable is not constant. The correlation
between ‘profit’ and ‘advertisement expenditure’ of a company is non-linear, because if
the expenditure on advertisement is doubled, the profit may not be doubled. Let x and
¥ be two variables in which the ratio of change in x to the change in y is not constant
and if a scatter diagram is drawn corresponding to the data, the points in the diagram
would not be having linear tendency.

7.6. SIMPLE, MULTIPLE AND PARTIAL CORRELATION

The correlation is said to be simple if there are only two variables under consideration.
The correlation between sale and profit figures of a departmental store is simple. If
there are more than two variables under consideration, then the correlation is either
multiple or partial. Multiple and partial coefficients of correlation are called into play
when the values of one variable are influenced by more than one variable. For example,
the expenditure of salaried class of people may be influenced by their monthly incomes,
secondary sources of income, legacy (money ete. handed down from ancestors) ete. If
we intend to find the effect of all these variables on the expenditure of families, this
will be a problem of multiple correlation. In multiple correlation, the combined
effect of a number of variables on a variable is considered. Let x;, X,, x, be three
variables, then R, ,, denotes the multiple correlation coefficient of x, on x, and x,.
Similarly R, ,; denotes the multiple correlation coefficient of X, on xy and x;. In partial
correlation, we study the relationship between any two variables, from a group of
more than two variables, after eliminating the effect of other variables mathematically
on the variables under consideration. Let x,, x,, x, be three variables, then r,25 denotes
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the partial correlation coefficient between x, and x,. Similarly, r,, , denotes the partial
correlation coefficient between ¥, and x,. The methods of computing mulfiple and partial
correlation coefficients are beyond the scope of this book. Thus, we shall be discussing
the methods of computing only simple correlation coefficient.

IKARL PEARSON’S METHOD

7.7. DEFINITION

Let (x,, ¥)), (5, ¥, ... , (xn, ¥,) be n pairs of values of two variables x and y with
respect to some characteristic (tlme, place, ete.). The Karl Pearson’s method is used to
study the presence of linear correlation between two variables. The Karl Pearson’s
coefficient of correlation, denoted by r(x, y) is defined as:

z (% - %) F; -5

r(x, 3) = ———
. \IZ(I - %) JZ(y -3

Iz-X(y-¥)
VEx -2 2y - )

where ¥ and ¥ are the A M.’s of x-series and y-series respectively.

or simply, r=

This is ca]led the direct method of computing Karl Pearson’s coefficient of
correlation,

If there is no chance of confusion, we write r(x, ), just as r.
It can be proved mathematlcally that—-1<r<1.

If the correlation between the variables is linear, then the value of Karl Pearson's
coefficient of correlation is interpreted as follows:

Value of 7’

Degree of linear correlation
between the variables -
r=+1 Peorfact positive correlation
0.75<sr<1 i . High degree positive correlation
0.60<r<0.75 Moderate degree positive correlation
0<r<0.50 Low degree pasitive correlation

T r=0 - ~ No correlation

—-0:50<r<0 Low degree negative correlation
-0.75<r<-0.50 Moderate degree negative correlation
~1<rs-075 High degree negative correlation
=-1 Perfect negative correlation

Remark 1. The Karl Pearson's coefficient of correlation is also referred to as produect
moment correlation coefficient or as Karl Pearson’s product moment correlation co-
efficient.

Remark 2. The Karl Pearson’s coefficient of correlation, r, is also denoted by p(x, ¥) or

 simply by p. The letter p is the Greek letter ‘rho’.
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Remark 3. The square of Karl Pearson’s coefﬁment of correlation is called the coeffi-
c1ent of determination.

Measares of Correlation
" For example, if r = 0.753, then the coefficient of determination is (0.758)% = 0.567
The coefficient of determination always lies between.0 and 1, both inclusive
D3 NOTES
Remark 4. r= 2z %)y - 5) implies
VEx - D2 {3y - 572 :
e I(x—x)(y~¥y)
. \/2(:: &) Jz(y P
n n
_Ix-Dy-P
no, o, ’

Example 7.1. From the data given below calculate coefficient of correlation and
interpret it:

x ¥
Number of items ) 8 8
Mean 68 69
Sum of squares of deviations from mean a6 44

Sum of products of deviations of x and y from their respective means = 24.
Solution. We are given

n=8 % =685 =69,Z(x-x) =862(y-7)? =44, S(x-X) (y-F) =24
Coefficient of correlation,

X(x - %) (y -7) 24 24 ¢ 0508,
" Ra-zr JE(y_7)? +B6V44 397995

“There is moderate degree positive linear correlation between the variables
X and y '

Example 7.2, Two variables x and y when expressed as devmtwns from their
respective means are as given below:

X -3 -2 -1 0 +1 +2 +3
Y -3 -1 0 +2 +3 +1 + 2.
Find the coefficient of correlation between x and 3y
Solution. Wehave X=x— ¥ and Y=y-7.
Xx-x)(y-5) XY
Also r(x, y) = S oMY s T — D]
VI -2 2y —7)? VIX? VY2
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Calculation of r(x, y)
S. No. X Y XY Xz v
1 -3 -3 9 9 9
NOTES 9 _o L1 2 4 1
3 -1 0 0 1 0
4 0 +2 0 0 4
5 +1 +38 3 1 9
6 + 2 +1 2 4 1
7 +3 +2 6 9 4

n="7 2X=0 - XY =4 XY =22 EX2=28 TY:=28
22 22
)] 1mphes rix, y) = J_-J_ 28 = 0.7857.

Example 7.8. From the data given below, find the correlation coefficient between
variables X and Y; n =10, Zxy = 120, Zx2 = 90, 5.D. of Y series = 8, where x and y denote
the deviations of items of X and Y from their respective A.M.

Solution. We have n =10, Zxy = 120, Zx? = 90, oy =8.
Also x=X-X and y=Y-Y.
EX-DY-1 = Zxy = 120, ZX -X)2 =222 =90

-T2 —
oy = 8 implies ]’g =8 or % (Y-Y)%=(8)?2x 10=640.

X-X)Y-Y)
rot = VEE-X)? IV -T2
120 120
= J90 x 640 3410 x 8410
240 2

7.8. ALTERNATIVE FORM OF ‘R’

In the above examples, the calculations involved in Example 5 is much more than in
other examples. This is due to the fractional values of ¥ and y in the data. Suppose
for some data, we get ¥ =27.374 and ¥ = 14.873, then it can be well imagined that lot
of time and energy would be consumed in computing the Karl Pearson’s coefficient of

correlation. There are very few chances to get ¥ and ¥ as whole numbers. In order to
avoid the chance of facing difficulty in computing deviations of the values of variables

from their respective arithmetic means, an alternative form is used which is discussed
below:

S5 - =)
r= - .
V2 - B2 50 - 7

We have

.
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Now, ZX(x; - XNy, - ¥)=Z(x;y; — ;7 - Xy; + xY) Measures of Correlation
:zxiyi_(zx,‘) y—f@yi) +nxy

e (22 (22

" n NN NOTES
=y, (2e;) (2:) _ nZxy; - (3,) (3) _

n n

Also Z(x; ~ %)% = 2(x? + 2% — 2,%) = Zx,2 + nE? ~ 2, E.

Zx; 2 Xx;
aepen (5] 20 (31

) nx® - ()

:z-xiz
n n
.. 8 nE_‘y-z—-(E_‘y')2
Similarly, 2(y; - 7)? S —

e (x; - %) (y; - 5)
U2 - 222, - R
nZx;y; — (Zx;) Gy;)
T
Jnhﬁ ~ () J nZy? - (5p,)?
h n I
L= nIx;y; - (£x;) (Zy;)
anxiz - (2x;)? JDEYiz -yt
For simplicity, we write '

implies

r=

= nxy-@EOey) -
Jnix® — (zx)® {nzy® - 5y)?
Example 7.4. Find the coefficient of correlation for the following data:
n =10, Zx =50, Ty = — 30, Zx? = 290, Ty® =300, Zxy = — 115,

Solution. r= nixy - () (Zy)

Janz - (Zx)* Jn2y2 — ()2
B 10(- 115) - (50) (- 30)

10(290) - (50)2 4/10(300) - (~ 30)%

_ 350 - 35 AL 1o 350
- ¥4004/2100 /8400 & V8200
= AL |:Iog 35— 51 log 8400] = AL [1.5441— % (3.9243)]

= AL (- 0.4181) = AL (1.5819) = 0.3819.

Example 7.5. Calculate the Karl Pearson’s coefficient of correlation for the data
given below;

x 4 6 8 10 11
¥ 2 3 4 6 12
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Business Statistics Solution. Calculation of ‘T’
8. No. x y xy 2 ¥
1 4 2 8 16 4
NOTES _ 2 6 3 18 26 9
3 8 4 32 64 16
4 10 6 60 100 36
5 T 1l 12 132 121 144
n=>5 Tx=39 | Zy=27 Txy = 250 T2 =337 Iy2 =209
= nZxy - (Ex) (%) _ 5(250) - (39)(27)
Jim (R Nnyt - () 5(337) - (39)7 B(200) - (27)°
197 197 - 0.8654
«/16 1/31 227 227.6488 ’ )

Remark. We have already found ‘7 for the above data in example 5. The reader must
have felt comfortable in using the alternative form of rix, ¥).

Example 7.6. Calculate the Karl Pearson’s coefﬁcient of correlation for the data
.| given below: -

, 2, (6' 3), (8, 4), (10, 6), (11, 12).
Solution. Let x and y respectively denote the first and the second vanables

Calculation of ‘Y’

S. No. x ¥ xy *? ¥

1 4 2 8 16 4

2 6 3 18 36 9

3 .8 4 32 64. 16

4 10 6 60 100 36

5 11 12 132 121 144
n=5 Tx=239 Sy =21 Ty = 250 Ix? =337 Ty2=209

| 5(250) - (39)(2T)

nZxy — (Zx)(Zy) _
J5(337) - (39)° 5(209) - 27)*

—(20? ynDy? - (2p)?

F=JE2

197 [
JIG— Ji64 4316

= AL l:log 197 - 3 (log 164 + log 316)]

197
°8 Ji6z /516 J:Tl_]

= AL [2.2945 - —;— (22148 + 2.4997)]

= AL (2.2945 — 2.3573) = AL (- 0.0628)
= AL (- 1+ 1 -0.0628) = AL (1.9372) = 0.8654.

154  Self-Instructional Material




Example 7.7. Calculate coefficient of correlation between Density of population  Measures of Correlation
and Death rate for the following data :

Region Area (in sg. km.)} Population ' Deaths
A 200 40,000 480 NOTES
B 150 75,000 1,200 '
C 120 72,000 1,080
D _ 80 20,000 270

Solution. Let the variables x and y denote ‘density of population’ and ‘death
rate’ respectively. : : .

We have
Population .
{ Density of population®* = % and Death rate* = % x 100.
. - 40000 480
- = = = X = 1.4
| For region A, =z 200 200, ¥ 40000 100=1.2
75000 - 1200
F ion B =— = =X = 1.6.
or region B, x 150, 500, y 75000 100=1.6
. 72000 1080 _
For region C, = oe = 600, y= 79000 x 100 = 1.5.
L 20000 _ _ 270 _
For region D, =gy = 250, y= 20000 x 100 =1.35.
Correlation between x and ¥
S.No. x y xy +2 »
1 200 1.2 240 40000 . 1.44 -
2 500 16 : 800 250000 2.56
3 600 1.5 900 360000 . 2.25
4 250 1.35 337.5 62500 1.82256
n=4 Ex=_]‘.550 Zy=5.65 Ty =2277.5 Zx? = 712500 Zy?=8.0725

e nZxy — (Zx)(Zy)
YnEe? - (222 nsy? - ()

) 4(2277.5) - (1550)(5.65)
J4(712500) - (1550)% 4(8.0725) — (5.65)%

3525 3525

e = =.0.8692,
V447500403675  405.532 ,

Example 7.8. In two sets of variables of X and Y with 50 observations of each,
the following data were observed:

X =10,8SD.ofX=3Y =6, SD.of Y=2 ryy =+0.3

However, on subsequent verification it was found that one pair with value of
X(=10) and value of Y (= 6) was inaccurate and hence weeded out. With the remaining
49 pairs of values, how is the original value of correlation coefficient affected?
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Business Statistics Solution. Wehave n=50, X =10,04=38, Y =6,04=2, ry =0.3.

i:—z-x— = 10='§ = XX=500
n 50
NOTES .
_ 3Y .
Y= - =X = Y =300
n 50
2 2
oy =3 - J&—xz =3 = X _q02=9
n 50
= ~ ZX2 =109 % 50 = 5450
' _ ‘ ’ZYZ =0 N Ty? g
‘ ' ‘ O'Y—2A = 1, Y =2 = 50 -6 =4
| ' = : TYZ = 40 x 50 = 2000,
nZXY - (EX)(EY)

Also Ty = ,
| JnEX? - (3X)2 nEY? - (2Y)?
: 032 50EXY - (500)(300)

.50 x 5450 — (500)% 4/50 x 2000 — (300>
_ 50 3XY - 150000
150 x 100
= 0.3% 15000 = 50 ZXY — 150000.
= 50 EXY = 4500 + 150000 = XY = 3090,

After dropping the incorrect pair (X = 10, Y = 6), we have 49 pairs of values.
Now we find correct values of X, IY, £X2, Y2 and ZXY.

Corrected sums
X = 500 — 10 = 490, Y = 300 — 6 = 294,
EXZ = 5450 — (10)2 = 5350,  XY2 = 2000 — (6)2 = 1964,
TXY = 8090 — (10 x 6) = 3080,
nZXY - (ZX)(ZY)
JnZX? - (2X)? {IY? - (ZY)?
_ 49(3030) - (490)(294)
~ J19(5350) - (490)% J45(1964) — (294)%
4410 4410
~ J22050/9800 ~ 14700

Correct ryy =

0.3.

EXERCISE 7.3
1. Find the cosfficient of correlation for the following data:
x 2 . 10 8 6 8
y 4 6 7 10 6
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Find the coefficient of correlation for the following data:

x 2 3 4 5 6
y 4 3 2 8 10

Caiculate the coefficient of correlation between x and y for the following data:

x 2 4 5 6 3 6 8 10
¥ 5 6 6 8 4 8 12 15

Find Karl Pearson’s coefficient of correlation between x and y for the following data:

x 3 4 8 9 6 2 1

y 5 3 7 7 8 9 2

Find the coefficient of correlation for the following data:

x 1 2 3 4 5 6 7 8 9 10

Y 10 9 8 8 6 12 4 3 18 1
Calculate the coefficient of correlation between X and Y for the following data:

X 1 2 3 4 5 §] 7 8 9

Y 9 8 10 12 11 13 14 16 15

Calculate the coefficient. of correlation for the following data:

x| 10| 7 121 12 ) 16 12 18 8 12 14 | 16
b 6 4 T 8 10 7 10 15 5 6 11 | 13

With the following data in 6 cities, calculate the coefficient of correlation by Pearson’s

method between the density of population and the death rate.

City Area in square Population No. of deaths
kilometres (in thousands)
A 150 30 300
B -180 a0 1440
C 100 . 40 560
D 60 y 42 840
E 120 72 1224 -
F 80 24 312

Coefficient of correlation between variables x and y for 20 pairs is 0.3; means of x and y
are respectively 15 and 20, standard deviations are 4 and 5 respectively. After calculations,
it was found that one pair with values (27, 35) was taken as (17, 30). Find the correct
coefficient of eorrelation between x and y.

Answers
r=0.2859 2. r=0.7825 3. r=0.59623
r=10.4078 5. r=-0.1840 6. r=0.95
r=0.748 8. r=0.9876 9. r=0.521,
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7.9. STEP DEVIATION METHOD

When the values of x and y are numerically high, as in Example 12 of Artlcle 10.15,
the step deviation method is used.

Deviations of values of variables x and y are calculated from some chosen
arbitrary numbers, called A and B. Let 2 be a positive common factor of all the deviations -
(x— A) of items in the x-series. The definition of A is valid, since at least one common
factor “1” exist for all the deviations. Similarly let % be a positive factor of all the
deviations (y — B) of items in the y-series.

Let - u=—xHA and :y_—ﬂ.'

h k
The variables © and v are obtained by changing origin and scale of the
variables x and ¥ respectively.

Since correlation coefficient is independent of change of origin and scale, we
have

r{x, ¥} = r(y, v).
u-u)v-v)

VZw-2)? JZo-9)?

rix; y) =
On simplification, we get
nZuv - Cu)(Zv)
— (zw)? {nv? - Oiv)?

The values of u and v are called the step deviations of the values of x and y
respectively. In the above form:

r(x, y) = =

Yu is the sum of step deviations of the items of x-series.

v isthe sum of step deviations of the items of y-series.

Suv is the sum of the products of the step deviations of items of x-series with

the corresponding step deviations of items of y-series.

Tu? is the sum of the squares of the step deviations of items of x-series.

Su? is the sum of the squares of the step deviations of items of y-series.

In practical problems, the choice of common factors h and k& would not create
any problem. Even if we do not care to compute step deviations, by dividing the
deviations of values of £ and y by some common factor, the formula would still work.
Suppose we have taken deviations (i) of the items of x-series from A,

x—A
T

We can consider the values of 1 as the step deviations of the items of x-series,
taking ‘1’ as the common factor. Similar argument would also work for y-series.

e, . u=x-A=

Therefore, in solving problems, we first calculate deviations of items of x-series
and y-series from some convenient and suitable assumed means A and B respectively.
These deviations of x-series and y-series are then divided by positive common factors,
if at all desired. If we do not bother to divide these deviations by common factors, then
these deviations would be thought of as step deviations of 1tems of given series with ‘1’
as the common factor for both series. :

-Thus if u =x — A and v=y - B, then, we have
_ "‘nZuv - (Zu)(Zv)
rx, y) = .
: Jn).‘.uz - (Zu)? JDEVZ - (Zv)*
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¢  Example 7.9. Find the correlation coefficient between ‘height of father' and height'  Measures of Correlation
i of son’, for the following_ data: ’ .

Height of father (ininches)| 65 | 66 | 67 | 67 |68 |69 |70 |72

Height of son (in inches) 67 68 65 68 72 72 69 71 ) NOTES
Solution. Let x and y denote the variables ‘height of father’ and ‘height of son’

respectively. '
Calculation of ‘x’

5. No. x y u=x-A | v=y-B uv W 2
A=68 =69

1 65 67 -3 -2 6 9 4

2 66 68 -2 -1 2 4 1

3 67 65 -1 -4 4 1 16

, 4 67 68 -1 -1 1 1 1

’ 5 68 72 0 3 0 0 9

6 69 72 1 3 3 1 9

¥ 7 70 69 2 0 0 4 0

y 8 72 71 4 2 8 6 4

| n=8 Zu=0 Zu=0 Tup=24 | Tu2=386 | Z¥=44

K ‘nZuv - (Zu)(Zv)

", Now r= =

Jnzu? - (Cu)? neo? - (s0)?

' _ 8(24)-0x0 829

| JB36)- 0% JB(a4)-0F VB V368V44

|

_ 24 4 2
- " xyH  VEx L
= AL {log 2~ 2 log 11} = AL {03010~ —(L0414)

H — AL {0.3010 - 0.5207} = AL {- 0.2197}

| _

A =AL{-1+1-0.2197} = AL {1.7803} = 0.6030.

. .~ r = 0.6030.

1t shows that there is moderate degree positive linear correlation between the

| variables. ' .

‘ 7 Examplé 7.10. Psychology test of intelligence and of arithmetical ability were
applied to 10 children. Here is a record of ungrouped data showing intelligence and
arithmetic ratios. Calculate Karl Pearson's coefficient of correlation:

Child A B c | D E F G o I 9
LR, 105 164 102 101 100 99 98 96 93 82
AR. 101 - 103 100 98 | 95 96 104 82 |- 97 |- 94
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Solution. Let x and y denote the variables LR. and A R. respectively.

Child x ¥ v=x-A v=y-B uv u? P
| A=1060 B=9¢6 '
A . 105 101 - 5 5 25 25 25 °
B 104 103 4 7 28 16 49
s, 102 100 2 4 8 4 16
D 101 o8 1. 2 2 1 4
~ E 100 a5 0 -1 0 0 1
F 99 96 -1 0 0 1 0
e} 98 104 -2 8 —-18 T4 64
H 96 92 -4 -4 16 16 16
I 93 . 97 -7 1 - -7 49 1
J 92 94 -8 -2 18 64 4
n=10 Tu=10 Iv=—20 | Tuw=72 | Zu2=180| =2 =180
Now . nZuv —Iuly

r =
c‘/nil_w2 - (Zu)? J nZv® - (Zw)®
B 10(72) - (- 10)(20)
Y10(180) — (- 10)% 4/10(180) - (20)2

_ 720 + 200 920
~ J1800-100 /1800- 400 ~ 170041400

= AL {log 920 -é (log 1700 + log 1400)}

= AL {2.9638 - % (3.2304 + log 3.1461)}

= AL {~0.2244} = AL {1.7756} = 0.5965.
r = 0.5965.

It shows that there is moderate degree positive linear correlation between the
variables.

Example 7.11.‘ Given:

No. of pairs of observations =10
Sum of deviations of x =—170
Sum of deviations of y =— 20
Sum of squares of deviations of x = 5288
" Sum of squares of deviations of y = 2264
Sum of product of deviations of x and y = 3044

Find out coefficient of correlation when the arbitrary means of x and y are 82
and 68 respectively. :
Solution. Let u =x-82, v =y — 68.
We are given - o .
Zu=-170 Zv=-20, Zu“ = 8288,
Tu? = 2264, ' Xuv = 3044.
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Let ‘7 be the coefficient of correlation between the variables x and y.

Example 7.12, From the following table giving the distribution of students and
also regular players among them according to age group, find out correlation coefficient

" hme? - (e et -z

~ J108288) - (- 170)* J10(2264) - (- 20)?

nZuv — (Zu)(Zv)

10(3044) - (-170)(- 20)

30440 - 3400

27040

/82880 - 28900 /22640 400 53980 22240

= AL {log 27040 - % (log 53980 + log 22240)}

= AL {4.4320 - % (47322 + 43472)} ZAL {4.4320 - % (9.0794)}

= AL {4.4320 — 4.5397} = AL {~ 0.1077} = AL {1 .8923} = 0.7803.

r = 0.7803.

between ‘age’ and playing habit’

Measures of Correlation

NOTES

Solution. We are to find the degree of correlation between the variables ‘age’
and ‘playing habit.’ The numbers of students in each age group is not same. So, first of
all we shall express the number of regular players in each age group as the percentage
of students in the corresponding age group. Let x and y denote the variables ‘agée’ and

‘percentage of regular players’ respectively.

Calculation of ‘r’

Age 15-16 16-17 1718 18-18 19-20 _20-21
No. of students 200 270 340 360 400 300
No. of regular players 150 162 170 180 180 120

Age [Mid-pts.| No.of | No.of %of \u=x-A |v=y-B
of age |studenis| regular | regular | A=17.5 =50 uv uf ?
groups Players | players
X ¥
15—16 15.5 200 150 75 -2 25 - 50 4 6256
16—17 16.5 270 162 60 -1 10 - 10 1 100
17—18 ] 175 340 | 170 50 0 0 0 0 0
18—19 18,5 360 180 50 1 0 0 1 0
1920 19.5 400 180 45 2 -5 -10 4 25
20—21 20,5 -| 800 120 40 3 -10 —-30 9 100
n=6 Zu=3 v Zuv=-| Zu? | Zif=
= 20 —100 |=19 850
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. . : nZuv — (Zu)(Zv) .
Now . r= = > > - Co
Jnzu? = (Su)? {n=® - (Zv) -

NOTES . 6100 -(3)20)
16(19) - (3) {/6(850) - (20)

_ —680 - 660
" 105 J4700 7024956

It shows that there is high degree negative linear correlatmn between the
variables.

- 0.9395.

EXERCISE 7.4

1. The following table gives the value of iron ore exported and value of steel imported in
India during 1970-71 to 1976-77. Find the value of correlation coefficient between exports

and imports.
Year 1970-71|1971-72 |1972-73|1973-74 | 1974-75| 1975-76 |1976-77
Export of iron 42 44 58 55 89 98 66
. ore ("0003) ’
Impart of steel 58 49 53 58 65 76 58
(000%)

2. Find the coefficient of correlation between income and expenditure of a wage-sarner and
comment on the result.

Monih Jan. |. Feb. | Mar. Apr. | May June July
‘Income %) 46 54 56 56 58 60 62
) Expenditure ®) | 36 40 44 54 42 58 54

3. The fo]lomng table gives the distribution of the total population end these who are
wholly or partially blind among them. Find out if there is any relation between ‘age’ and

‘blindness’

Age 0-10 |10-20 | 20-80 | 30-40 | 40-50 5060 | 60-70 | 70-80
No. of persons (000)| 100 | 60 40 36 24 | 11 | 6 3
| No. of blinds 55 | 40 | 40 | 40 | 36 | 22 | 18 | 15

4. Find the correlation coefficient between age and playing habit of the following students:

Age ( in years) No. of studenis Regular players
15 250 - 200
16 . 200 ’ 150
17 150 ) 90
18 ' 120 \ 48
- , 19 _ 100° : 30
20. © 80 12
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5. Calculate the coefficient of correlation and its probable error between the heights of
fathers and sons for the following data:

Height of Father (in inches)| 65 66 67 68 69 70 Tl

Height of Son (in inches) 67 68 66 69 72 72 69

6. Calculate the coefficient of correlation for the following data:

x 100 200 300 400 500 600 700
y 30 50 60 80 100 110 130

7. Calculate Karl Pearson’s coefficient of correlation for the following data:
() Sum of deviations of x=5
(1) Sum of deviations of y =4
(117) Sum of squares of deviations of x = 40
(iv) Sum of squares of deviations of y = 50
(v) Sum of products of deviations of x and y = 32
(vi) No. of pairs of observations = 10
8. Calculate correlation coefficient for the following data:
n =10, Zx= 140, Zy = 150, Z(x— 10)* = 180, (v — 15)% =215, Z(x— 10)(y — 15) = 60.
(Hint. Let u=x-10, v=y - 15.
Zu? =180, Z1? = 215, Zuv = 60.
Now Zu=Z(x - 10) = Zx—n(10) = 140 — 10 x 10 = 40 etec.)

Answers
1. r=0.9042 2. r=0.769 3. r=0.8982
. =-0.9276 5. r=0.668, P.E. =0.1412 6. r=0.9972
7. r=0.7042 8. 0.915.

I1. SPEARMAN’S RANK CORRELATION METHOD

7.10. MEANING

In practical life, we come across problems of estimating correlation between variables,
which are not quantitative in nature. Suppose, we are interested in deciding if there is
any correlation between the variables ‘honesty’ and ‘smartness’ among a group of
students. Here the variables ‘honesty’ and ‘smartness’ are not capable of quantitative
measurement. These variables are qualitative in nature. Ranking is possible in case
of qualitative variables.

Spearman’s rank correlation method is used for studying linear correlation
between variables which are not necessarily quantitative in nature. This method works
for both quantitative as well as qualitative variables.

Let n pairs of values of variables x and y be given. The first step is to express the
values of the variables in ranks. In case of qualitative variables, the data would be
given in the desired form. For quantitative variables, the ranks are allotted according
to the magnitude of the values of the variables. Generally the I rank is allotted to the
item with highest value. If the highest value of the first variable is allotted I rank,
then the same method is to be adopted for finding the ranks of the values of the other
variable. In allotting ranks, difficulty arises when the values of two or more items in a
series are equal. We shall consider this case separately.
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NOTES

7.11. CASE I. NON-REPEATED' RANKS -

LetR, and R, represent the ranks of the items correspondmg to the variables x and y
reSpectlvely

The coefficient of rank correlation (r) is given by the formula:
L =q1__62D7
k n(nZ-1)’

where.n is the number of pairs and D denotes the difference between ranks Le.,
(R, — R,) of the corresponding values of the variables.

Example 7.13. Two judges in a beauty competition rank the 12 entries as?ollows :

x i 2 3 4 5 6 7 8 3 10 | 11 12
¥ 1z 9 6 10 3 5 4 7 8 2 1 1

What degree of agreement is there between the judges?
Solution. Here the ranks are denoted by x and y, therefore, D =x—y.

Calculation of ‘r,’

‘S. Ne. x ¥ D=x-y -2
1 1 12 -11 121
2 2 9 -7 49
3 3 6 -3 9
4 4 10 -6 36
5 5 3 2 4
4] 6 5 1 1
7 7 4 3 9
8 8 T 1 1
9 9 8 1 1
10 10 2 38 G4
11 11 11 0 0
12 12 1 11 121
n=12 ' , . ED?=416
Coefficient of rank correlation,
' 6ZD? 416
el-—aD oy SO .y ssa5-_0.454.
nan?-1) 12(12“ -1)

It shows that there is low degree negative linear correlation between the
variables. This means that the judges are not agreeing, though the degree of
dlsagreement is low.

H

Example 7.14. Ten competitors in a beauty contest are ranked by three judges
in the following order:

Ist judge I 5 4 8 g 6 0 7 a 2
Iind judge 4 7 & 7 6 5 9 10 3 2 1
IlIrd judge 6 7 8 1 5 10 3 2 3 4

Use the rank correlation coéfficient to discuss which pair of judges has the nearest
approach to commeon tasie in beauty.

164 Self-Instructional Material



Solution. Let R}, R, and R, denote the variables ‘ranks by Ist judge’, ranks by ~ Measures of Correlation

IInd judge’ and ‘ranks by IIIrd judge' respectively. Let T19, Tgy and ry, stand for the
coefficients of rank correlation between the variables R, and R,, R, and R,, R, and R,
respectively.
NOTES
Calculation ofr,, r,, and r ,
S. No R, R, R, D, = D, = D,,= D2 | D,? | D,
R, R E,~R;, | R, R
1 1 4 6 -3 -2 -5 9 4 25
2 5 8 7 -3 1 -2 9 1 4
3 4 7 8 -3 -1 -4 9 1 16
4 8 6 "1 2 "B 7 4 25 49
5 9 5 7] 4 0 4 16 0 18
8 6 9 | 10 -3 -1 ~4 9 1 16
' ' 7 10 10 9 (1] 1 1 0 1 1
8 7 3 2 4 1 5 16 1 25
9 3 2 3 1 -1 0 1 1 0
| 10 2 1 4 1 -3 -2 1 9 4
n=10 D2 | ZD,? | ZD, 2
=74 =44 | =166
6ZD,,> 6(74)
h =1-—F0L2 =1 ——"— =0.,5515.
We haver,, -1 10107 - 1)
6ZD,,2 6(44)
rgg=1-——F2— =1 ———— =(.7333.
' n(n-1) 10(10° -1)
6ZD,,° 6(156)
r.=1- =1~ = 0.0545.
13 n(n® - 1) 10(10%2 -1

By comparing the rank correlation coefficients, we find that r,, is the greatest
(and positive) and so we conclude that the IInd judge and ITird judge have the nearest
approach to common taste in beauty.

. Example 7.15. The ranks of 16 students in tests in Mathematics’ and ‘Statistics’
were as follows. The two riumbers within the brackets denoting the ranks of the same
student in Mathematics and Statistics respectively.

(1, 1), (2 10), (3, 3), (4, 9, (5, 5), (6, 7), (7, 2), (8, 6), (9, 8),
(10, 11), (11, 15), (12, 9), (13, 14), (14, 12), (15, 16), (16, 13).

() Calculate the rank correlation coefﬁcwnt for proficiencies of this group in
Mathematics and Statistics.

(it) What does the value of the coefficient obtained indicates?

(iti) If you had found out Karl Pearson’s coefficient of correlation between the ranks
of these 16 students, would your result be the same as obtained in (t) or different?

Solution. Let R, and R, denote the ranks in ‘Mathematics’ and Statistics
respectively.
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Kar] Pearson's coefficient of correlation, - Measures of Correlation
- nlxy — (Zx)}(Zy)
- (202 Yn3y? - (3)?
_ 16{1428) - (136)(136)
16(1496) - (136)2 /16(1496) — (136)

NOTES

_ 4352 4352 _
T /5440 V5440 5440 T

This coefficient is same as the rank correlation coefficient.

0.8.

Remark. If the non-repeated ranks are given in the data, then the Karl Pearson's coef-
ficient of corrslation and Spearman’s coefficient are always equal.

7.12. CASE Il. REPEATED RANKS

Here we shall consider the case, when the values of two or more items in a series are
equal. In such cases, we allot equal ranks to all the items with equal values. Suppose
that the valueés of three items in a series are equal at the fourth place, then each item

4+5+6

with equal value would be allotted rank = b, Similarly, if there happen to be

two items in a series with equal values at the seventh place, then each item with equal

value would be allotted rank Lzs =17.5.

In case of repeated ranks, the coefficient of rank correlation is given by the
formula,
3{2D2 + L (m® —m)+....'.}
12
r, = 1-

n@®-1)
where n is the number of pairs and D denote the difference between_ ranks (R, —R,) of

the corresponding values of the variables. In 1—12 (m3 —m), m is number of items whose

ranks are equal. The term 1—12 {m® — m) is to be added for each group of items with

equal ranks. Now, we shall illustrate this method by taking some examples.

Example 7.16. Following are the marks abtained by ten students in Hindi and
English. Caleulate coefficient of correlation by method of rank differences.

Roll No, 1 2 3 4 5 [ 7 8 9 10
Marks in Hindi 45 56 .5;9 54 45 40 56 60 30 36
MarksinEnglish | 40 | 86 | 30 | 44 36 | 82 | 45 | 42 | 20 | a6

Solution. Let R, and R, denote the ranks of the variables ‘marks in Hindi’ and
‘marks in English’ respectively. The first rank is allotted to the greatest item in each
" series.
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Now, the coefficient of rank correlation is ' Measures of Correlation

rn=1-—-
k n(n2—l)

Here the items 16, 13, 6 are repeated thrice, twice, twice respectively. Therefore, NOTES

we shall add the correcting factor 1 (m? — m) three times in the values of £D2, with
the values of m as 3, 2, 2. ‘

1,3 1,3
i - — (29 . — (23 _
6{41+12(3 3)+12(2 2)+12( 2)}
r,=1- 2
10(102 - 1)
11 '
1+42+=4+=
i SR
T 990 T T )

It shows that there is a moderate degree positive linear correlation between
the variables.

- Example 7.18. The coefficient of rank correlation of the marks obtained by 10
students in Auditing and Accounting was found to be 0.5, It was later discovered that
the difference in ranks in the two subjects obtained by one of the students was wrongly
taken as 3 instead of 7. Find the correct coefficient of rank correlation.

Solution, We have '
Incorrect r,=0.5
n=10 '
| ‘ Incorrect difference of ranks (D) = 3
I Correct difference of rank (D) =7

2
We know that r,=1- %
nin” -1
- ,
Incorrect r, = 1 — 6(IJ:lcorI:ect; D%
n(n“ -1
i 2
05=1 _-G(mcom;ct =D?)
10(10% - 1)

Incorrect ZD? = 82.5,
! ) Now Correct ZD? = incorrect ZD? — (incorrect D?) + (correct D?)
=82.5-(3)%+ (N2=82.5-9+49= 1225,

p) )
Correit r=1- 6{correct ZD*) - 6(122.5)

n?-1) 100102 - 1)
=1-0.7424 = 0.2575.

i Merits
1. This method is applicable to both qualitative and duantitative variables.

2. Only this method in applicable when ranks are given,

8. This method involves less calculation work as compared to Karl Pearson’s
method.
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This method is applicable only when the correlation between the variables is linear.

NOTES
EXERCISE 7.6
1. From the following data, calculate Spearman’s Rank Correlation coefficient.
S. No. 1 2 3 4 6 6§ | 7 8 9 10
Rank
-2 | - - + 0 - + +
Difference 4 1 3 + 2 2 3 3 2

2. Ten students were examined in Economics and Statistics. The ranks obtained by the
students are as follows:

Economics 1 2 3| 4 5 6 7 8 9 10
Statistics 2 4 1 5 3 9 - 7 10 6 8

Calculate the coefficient of rank correlation.

- 3. Ten students got following percentage of marks in Mathematies and Accountancy papers.

Mathematics | 81 | 36 98 | 25°| 75 g2’ | 92 | 62 65 | 39
Accountancy | 84 Bl 91 60 68 62 86 58 a5 | 49

Find the rank correlation coefficient.

4. Caleulate the coefficient of rank correlation for the fo]lowmg data of marks of elght
students in Statistics and Accountancy:

Marks in Statistics 52 63 45. 36 72 .| 65 45. 25
Marks in Accountancy| 62 | 63 | 51 | 25 | 79 | 43 | €0 | 30

5. Ten competitors in an intelligence test are ranked by three examiners in the following .
order:

.| Ist Examiner 9 3 7 5 1 6 | 2 4 10 8
IInd Examiner | 9 .| 1 10 4 3 8 b 2’ 7
IIfrd Examiner | 8 3 8 7 27| 4 1 5 g | 10

Calculate the appropriate rank correlation to help you answer the following questions: -
(£) Which pair of judges agree the most?
(i) Which pair of judges disagree the most?

6. An office has 12 ~lerks. The long serving clerks feel that they should have a seniority
increment based on length of service. An assessment of their efficiency by their
departmerital manager and the personnel department produces a ranking of efficiency.
This is shown below together with a ranking of their length of service. Do the data
support the claim of clerks for a seniority inerement? !

Rankingaccording | 1| 2] 3| 4| 5.6 | 7| 8 |9 |10 |11 |12
to length of service ‘

Rankingaccording | 2 | 8| 5] 1| 9|10]11|12 | 8 | 7 |6 | 4
to efficiency : )
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Find the coefficient of correlation between x and y by the method of rank differences:

x 42 48 35 50 50 | &7 45 40 50 39

y | 90 110 95 395 95 120 115 128 116 130

. Answers
r, = 0.6364 2.r,=07575 3. r, =0.7575
r, =0.643 5. () Tst and ITTrd @ii) IInd and IlIrd
r, = 0.3776, No 7. r, =— 0.0556.

7.13. SUMMARY

_denotes the multiple correlation coefficient of x, on x, and x,. Similarly R

¢ Two variables may be related in the sense that the changes in the values of one

variable are accompanied by changes in the values of the other variable. But
this cannot be interpreted in the sense that the changes in one variable has
necessarily caused changes in the other variable. Their movement in sympathy
may be due to mere chance. A high degree correlation between two variables
may not necessarily imply the existence of a cause-effect relationship between
the variables. On the other hand, if there is a cause-effect relationship between
the variables, then the correlation is sure to exist between the variables under
consideration.

The correlation between two variables is said to be positive if the variables, on
an average, move in the same direction. That is, an increase (or decrease) in the
value of one variable is accompanied, on an average, by an increase (or decrease)
in the value of the other variable,

The correlation between two variables is said to be linear if the ratio of change
in one variable to the change in the other variable is almost constant. The
correlation between the ‘number of students admitted and the ‘monthly fee
collected’ is linear in nature.

The correlation is said to be simple if there are only two variables under
consideration. In multiple correlation, the combined effect of a rumber of

variables on a variable is considered. Let X,, X,, X3 be three variables, then R, o3

2.31
denotes the multiple correlation coefficient of X, on %y and x,. In partial

correlation, we study the relationship between any two variables, from a group
of more than two variables, after eliminating the effect of other variables
mathematically on the variables under consideration.

7.14. REVIEW EXERCISES

1

Explain the meaning of the term ‘Correlation’. Does it always signify cause and effect
relatlonshlp'?
What is correlation? Distinguish between positive and negative correlation.

If the ‘r between the annual values of exports during the last ten years and the annual
number of children born during the same period is + 0.8. What interference, if any,
would you draw?
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Business Statistics 4. What is a scatter diagram?

5. .Explain the meaning of the term ‘correlation’. Name the different measures of correlation

and discuss their uses, -
Define correlation and discuss its significance in statistical analysis.
NOTES Explain different methods of computing correlation.

What do you understand by correlation? Explain its various types in detail.

® | NS

What is coefficient of coneurrent deviation? How is it determined?
10. Elucidate the main features of Karl Pearson’s coefficient of correlation.
11. What is correlation?

12. “If two variables are independent the correlation between them is zero, but the converse
is not always true.” Comment.
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8. REGRESSION ANALYSIS

8.1. Introduction

8.2. Meaning

8.3. Uses of Regression Analysis

8.4 Types of Regression

8.5. Regression Lines

8.6. Regression Equations

8.7. Step Deviation Method

8.8. Regression Lines for Grouped Data

8.9. Properties of Regression Coefficients and Regression Lines

8.10. Summary
8.11. Review Exercises

8.1. INTRODUCTION -

In the discussion of correlation, we estimated the degree of relationship between
variables. The coefficient of correlation , (- 1 £r < I) measured the degree of relationship
between variables. A numerieally high value of ‘r resulted because of closeness of
relation between the variables, under consideration. The coefficient of correlation is
unable to depict the nature of relationship between the variable. For a given data.
regarding the corresponding values of two related variables, the coefficient of correlation
cannot give the estimated value of a variable, corresponding to a certain value of the
other related variable. For example, the coefficient of correlation between ‘height’ and
‘weight’ of a group of students of a university cannot help to give the estimated weight
(resp. height) of a student with given height (resp. weight). This type of assugnment is
dealt with the tools of regression analysis.

8.2. MEANING

The literal meaning of the word ‘regression’ is ‘stepping back towards the average'.
British biometrician Sir Francis Galton (1822-1911) studies the heights of many
persons and concluded that the offspring of abnormally tall or short parents tend to
regress to the average population height. In statistics, regression analysis is concerned
with the measure of average relationship between variables. Here we shall deal with
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Business Statistics the derivation of appropriate functional relationships between variables. Regression |
explains the nature of relationship between variables.

There are two types of variables. The variable whose value is influenced or is to

_ be predicted is called dependent variable (or regressed variable or predicted variable or

NOTES explained variable). The variable which influences the value of dependent variable is

called independent variable (or regressor or predictor or explanator). Prediction is

possible in regression analysis, because here we study the average relatlonshlp between
related variables.

8.3. USES OF REGRESSION ANALYSIS

The tools of regression analysis are definitely more important and useful than those of -
correlation analysis. Some of the important uses of regression analysis are as follows:

(i) Regréssion analysis helps in establishing relationship between dependent
variable and‘independent variables. The independent variables may be more than
one. Such relationships are very useful in further studies of the variables, under
consideration.

(iZ) Regression danalysis is very useful for prediction. Once a relation is established
between dependent variable and independent variables, the value of dependent variable
can be predicted for given values of the independent variables. This is very useful for
predicting sale, profit, investment, income, population, etc.

* . (i1t) Regression analysis is specially used in Economics for estimating demand
function, production function, consumption function, supply function, etc. A very
important branch of Economics, called Econometncs is based on the techniques of
regressmn analysis,

(iv) The coefficient of correlation between two variables can be found easily by
using the regression lines between the variables.

8.4. TYPES OF REGRESSION

If there are only two variables under consideration, then the regression is called simple
regression. For example, the study of regression between ‘income’ and ‘expenditure’
for a group of family would be termed as simple regression. If there are more than two
variables under consideration then the regression is called multiple regression. In
this text, we shall restrict ourselves to the study of only simple regression. The
regression is called partial regression if there are more than two variables under
consideration and relation between only two variables is established after excluding
the effect of other variables. The simple regression is called linear regression if the
point on the scatter diagram of variables lies almost along a line othermse it:is termed
as non-linear regression or curvilinear regressmn. :

8.5. REGRESSION LINES

Let the variables under consideration be denoted by ‘¢ and‘y’. The line used to estimate
the value of y for a given value of x is called the regression line of y on x. Similarly, the
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line used to estimate the value of x for a given value of y is called the regression line of
xon y. In regression line of y on x {x on y), the variable y is considered as the dependent
(independent) variable whereas x is considered as the independent {dependent) variable.
The position of regression lines depends upon the given pairs of value of the variables.
Regression lines are also known as estimating lines. We shall see that in case of perfect
correlation between the variables, the regression lines will be coincident. The angle
between the regression lines will increases for 0° to 90° as the correlation coefficient
numerically decreases from 1 to 0. If for a particular pair of variables, r = 0, then the
regression lines will be perpendicular to each other. The regression lines will be
determined by using the principle of least squares.

8.6. REGRESSION EQUATIONS

We have already noted that for two variables x and y, there can be two regression
lines. If the intention is to depict the change in y for a given change in x, then the

regression line of y on x is to be used. Similar argument also works for regression line

of x on y.

-

(£) Regression equation of y on x. The regression equation of y on xis estimated
by using the ‘principle of least squares’. This principle will ensure that the sum of the
squares of the vertical deviations of actual values of y from estimated values for all
possible values of x is minimum,

SCATTER DIAGRAM

i"/y on x

./n

yi

!

Mathematically, Z(y — y)? is least, where y and y, are the correspondmg actual
and computed values of y for a particular value of x.

Let n pairs of values (x;, y,), (%;, %), ..., (x,, ¥,) of two variables x and y be given.
Let the regression equation of y on xbe y =a + bx. (D)

By using derivatives, it can be proved that the constants a and b are found by
using the normal equations:

Xy=an+ bZx . .. (2)
and : Txy = alx -+ bZx2 (B
Dividing (2) by n, we get
il a+b§.
. n n :
= ‘ : Y=a+bx ) ..(4)

El

" Regression Analysis

NOTES
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Business Statistics Subtracting (4) from (1), we get
' y-F=blx-%) ..(5)
Multiplying (2) by Zx and (3) by n and subtracting, we get
NOTES E)Cy) — nZxy = b(Ex)? = bnZa?
= nlyy - (Ex)@y) = bnIy? - Cx)Y)
be nZxy —(Zx)(Zy) _
nix? — (Zx)?
The constant b is denoted by b . and is called regression coefficient of y on x.

' B = y—§=byx(x~£),Wherebyx=£xyzx2—_(z(x_£§?.
. . , nXxx® —

Remark. b,, = % implies

Jnzy? - Gy 2 _ a]z
n
b.'.‘v’x

_ nExy - (S1)(3y) y n . _,xinm -
yn2? - (2P \n5y? - (P Joma® - (2e)?

- (m? (=Y O
n T—(n_J

Q

by =r — .
=T
Thus we see that the regression equation of y on xis y— ¥ = b, (x-X),

. XX _ - .
wherex=—, ¥ =§, b, = nZxy - (Zx)(3y) y which is also equal to r U—y.

n n ye n¥x?% — Ex)z Oy

Example 8.1. Find the regression equation of y on x when we know :

X=6827=99-L=044r=076.

Solution. We have ¥ =68.2, y =9.9, —£ =0.44, r =0.76.

u

The regression equation of yonxisy— y = byx x-X).

[s)
o y-y=r = @~ 7) =  y-99=(0.76)(0.44)(x - 68.2)
x
= y-99=03344 (x-682) = y=0.3344x+ 9.9 (0,3344)(68.2)
= v =0.3344x - 12.9061. :

- Example 8.2. x and y are correlated variables. Ten observations of values of
(x, ¥} have the following results:
Tx = 55, Sy = 55, Sxy = 350, Sa? = 385,
Predict the value of y when the value of x is 6. -

Solution. To predict the value of y for a given value of x, we shall require the
equation of regression line of y on x.

The equation of regression line of y on x is ‘
- y—5=b,&-%). NOE
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We have Zx'= 55, Xy = 55, Txy = 350, Zx2 = 385, n = 10
Ix 55 Xy bb

Now x=?=ﬁ)——55,y——n——ﬁ=5.5
y -y — (Zx)(Zy) _ 10(350) - (B5)(55) _ 475 05758
»  prx?o(Zx)* T 1(385)-(55)2 825 0%
() = y-55=0.5758(x—55)
= y=0.5758x + 2.3331.

This is the equation of regression line of y on x.
When x = 6, the predicted value of
=(.5758 (6) + 2.3331 = 5.7879.

Example 8.3. For the following data, find the regression line of yon x :

x 1 2 3 4 5 8 10
y 9 8 10 12 14 16 15
Solution. Regression line of y on x
8. No. x xy Pl
1 1 9 R
2 2 8 16 4
3 3 10 30 9
4 4 12 48 16
5 5 14 - - 70 25
6 8 16 i28 64
7 10 15 150 100
n="17 Zx=33 Fy=84 Zxy =451 Fx? =219

The regression line of yon xis y - y =bﬂ(x— x)

= nZxy —(Zx)(Zy) _ 7(451)-(33)(84) _ 385 — 0.867
2T pse?_(sw)? | U219)-(33)7 44k on

The equation of regression line of y on x is
y—12=0.867 (x-4.714)
or ¥ =0.867x + 12 ~ (0.867)(4.714)
or yvy=0.867x - 7.913. .
(i) Regression equation of x on y. The regression equation of ¥ on ¥ is also

estimated by using the ‘principle of least squares’. This principle will ensure that the
sum of the squares of the horizontal deviations of actual values of x from estimated

values for all possible values of y is minimum, Mathematically, £(x — x,)? is least,

where x and x, are the corresnondmg actual and computed values of x for a particular
value of y.
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v4 SCATTER DIAGRAM

NOTES

»X

Let n pairs of values (x;, y,), (x,, 3,), ..., (x,, ¥,) of two variables x and y be given.
Let the regression equation of x on ¥y be x=a + by (D

By using derivzitives, it ean be proved that the constants @ and b are found by
using the normal equations:

Tx=ax+ by | (2

and - Zxy=aZy + bZy2, ()
Dividing (2) by n, we get
= a+b 4
- n n _ .
= X=a+by ‘ ()
Subtracting (4) from (1), we get
x-x=bly-7% : N G))

Multiplying (2) by Zy and (3) by n and subtracting, we get
Ex)Zy) — nZxy = b(Zy)? — bnZy?
= nixy - @0E) = bnZy? - y)?
b= nZxy - (Zx)(Zy) '
nZy? - (Zy ) )
The constant b is denoted by bxy and is called regression coefficient of x on y.
B ) s (B) .=> - 2-x = by(y-y), where be,:%y—)

_ nExy ~(Sx)(3y) |

Remark.' bx}. ——W 1mplies - . .
' JnBe? — (z)? &_2_(2)2
) b = rZxy — (ZxX3y) N n Ly n) . %%
L by = =r =yt
© Ynme? - (2P ynm? - () Jhmy® - ()2 w: (Y %
n n \n
a
b, =r—< .
¥y Gx

Thus, we see that the regression equation of x on y_is x~X=b ¥ -,

z—, bxy = an:y-z—(Ex)(E;y) , which is also equal to r Ox .
n ny“ - (Zy) Oy

Ix _
» ¥ =

where x=—
n
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data:

Example 8.4. Find the regression coefficient b_ between x and y for the following Regression Analysis

Yx=30, Zy =42 Txy =199, Zx’ = 184, Ty° = 318, n = 6.
Solution b = nZxy — (Zx)(Zy) - 6(199) — (30)(42) _= §6
’ 7 %y -(y)Y 6318 -(42° 144
Example 8.5. For pbservations of pairs (%, y) of the variables x and y, the following

=—10.4583.

results are obtained:

_ x =110, Ty = 70, Ix? = 2500, Ty* = 2000, Zxy = 100, n = 20,
Find the equation of the regression line of x on y. Estimate the value of x

‘ wheny=4. .

Solution. We have .
Tx = 110, Zy = 70, Ia? = 2500, Zy? = 2000, Zxy = 100, n = 20.
The equation of regression line of x on y is

x-% =b_(y-7). , ()
Now 5=£=m=551 y=&=ﬂ=35
n 20 n- 20

_ nXxy —(Zx)(Zy)  20(100)—(110)(70) _—5700
w"  nry?—(3y)®  20(2000)—(70)2 35100
() = x-55=—0.1624 (y - 3.5)
o . x=—0,1624y + (0.1624)(3.5) + 5.5
= x = — 0.1624y + 6.0684.

This is the regression equation of x on y.

=-0.1624

When y = 4, the estimated value of y
=—0.1624(4) + 6.0684 = 5.4188.
Example 8.6. Find the equations of the line of regression of yon x and xony for the

data:
x 5 2 © 1 3
¥ 5 4 2 10
Solution. Regression Equations
S. No. x ¥ xy x ¥
1 5 5 25 25 25
2 2 8 16 4 64
3 1 4 4 1 16
4. 4 2 8 16 4
5 3 10 30 9 100
n=>5 Tx=15 Ty =29 Txy=83 | =355 Sy? =209
_ Zx 1 — Xy 29
x=_'=_=3; =—=— =5.8
n 5 J n &

The regression equation of yon xis y-y = b},: x—x).

p o Z— () _ 5(683)-(15)29) -20
- (Ex)? 5(G5)-(15)2 50

-04
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Business Statistics - The equation is
' . y—58=-04(kx-93)
. or ) ¥y=-04x+(0.43+58
NOTES or ) y=-04x+17,
The regressiﬁn equation of xonyis x—x = bxy - 3).

_ nXxy —(Zx)(Zy) _ 5(83)-(15)(29) -20

T sy —(Zy): 5(209)-(29)  204°

=-0.098

The equation is
. x-3=-0.098 (y—5.8)
or x=10.098y + (0.098)(5.8) + 3

or X =-0.098y + 3.5684.
Example 8.7. You are given below the following information about advertisement
and sales:
Adut. Expenditure (x) Sales (y)
(irn crore rupees) (in crore rupees)
Mean . 20 ‘120
S.D. 5 25

Coefficient of correlation'= 0.8.
@) Calculate the regression equations.
(it} Find the likely sales when advertisement expenditure is T 25 crores.

(iii) What should be advertisement budget if the company wants to attain sales
target of T 150 crores? '

Solution. We have
x =20, y=120,0,=5, cry=25, r=0.38

() The regression equation of y on x is y—¥ = b,-.; (x— %)

- y=-F=r3 o F) = y—120=(0.8)2?5 (x - 20)
T , .
= y-120=4(x-200 = y = 4x + 40.
The regression equation of xonyis x— % =bxy(y—37).
_ _ 5
= f-EF=r2E (y_3) =  x-20=(0.8) — @y—120)
) a, ’ . 25 .
= £—20=0.16 (y— 120) = x = 0,16y + 0.8.

(i) We are to estimate the value of y for a given value of x.

We use regression equation of y on x which is y = 4x + 40.
When x = 25, the estimated value of y = 4(25) + 40 = 140
Estimated sales =¥ 140 crores. _

(¢it) We are to estimate the value of x for a given value of y.
We use regression equation of x on y which is x =0.16y + 0.8
When y = 150, the estimated value of x = (0.16)(150) + 0.8 = 24.8
Estimated advt. expenditure = ¥ 24.8 crores.
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Example 8.8. Given:

x-series y-series
Mean 5 4
5.0, i 1.224 1.414

Sum of products of deviations from means of x and y series = 6

Number of items = &.

(@) Obtain the regression equations.

(it) Estimate the value of x when y = 5.

Solution. (i) Wehave ¥ =5, y =4, 0_=1.224, 0,= 1414, Xx-x)y-¥)=6
and n =8,
_ Zx-xNy-¥) _ 6

EE-DN- JZ‘.(:: - )2 JE(y -7
. ‘n n

Now

6 3
= 80,0,  &1z20y141m) 0433
Regression equation of y on x is
y—3 =byI (x—X).

_ _ o, _ L 1414
= y—y—rz(x—x) = y—4—0.43.‘3><1'224 {x—-Db)
= y—4=05(-5) = y=05x+4-25
=  y=0.5x+1.5.

Regression equation of x on y is
¥—X = bzy y-5).
—_ o, e 1224
= x—X=r s, y—-¥%) = x-5 0.433><l414(y 4)
= t—5=0370 -4 = x=0375y+5-(0.376) x 4

= x=0.375y + 3.5.

(i) When y = 5, the estimated value of x = (0.375) 5 + 3.5 = 5.375. .
(By using regression equation of x on y)

Example 8.9. You are given the following data: )
Xx =300, x =50, Zy = 240, variance of x = 2.56, variance of y = 1.96, coefficient
of correlation between x and y =+ 0.6.
Find :
@) Two regression coefficients
(@) Two regression equations.
~ Solution, We have

Zx=800, x =50, 3y=240, 0, =256 0,”=225,r=+06.
Zx - 300 _ 300 _

x=— = §80=— =—==

n 50

Regression Analysis

NOTES
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o, =256 = o,=+ 256 = 16
Uyz =1.96 = o,=+ 4116 = 1.4
o 14
NOTES @ b, =r U—i’ =0.6x 6" 0525
o, 16
and by =r G—; =06x77=0886.

(i) Regression equation of yon xis y—¥=b,(x-%).

’ : (. 3y 240
= 5 — 40 = 0.525 (x — 50) [y=—ny—=T=40)
= y =0.52bx + 40 — (0.525) 50
= y =0.626x + 13.75.

Regression equation of xonyis x— X =b,{y —‘5 ).
= x— 50 = 0.686 (y — 40)
= : x =10.686y + H0 — (0.686)(40)
= x = 0,686y + 22.66.
Example 8.10. From the following data, find the regression equations:
- x 6 2 10 4 8
y 9 11 5 8 7
Solution, Estimation of Regression Equations
S. No. x ¥ xy 2 ¥
1 6 9 54 36 81
2 2 11 22 4 121
3 10 5 50 100 25
4 4 8 32 16° 64
5 -8 7 56 64 49
n=5 Ix=15 Zy= Iyy = T2 =220 Zy? =340
E:E=§9——6’ _z_y__ﬂ__
n b5 n b

or
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The regression equation of yon xis y— ¥ = b, (- X).

b

e =

- nExy—(Sx)Zy) _ 5(214) - (30)40) _- 130

nzxz_—(xx)z

The equation is
y—8=-~065(x—-6) or y=—0.65x+ (0.65)6 + 8
y=11.9 - 0.65x.

The regression equation of xonyis x—-x = bq - 7).

vy =

5(220) - (30)2

_ n¥xy - (Ix)(Sy) _ 5(214) - (30)(40) _ -130 _

200

nZy? — (3y)?

5(340) — (40)%

~ 100

=-0.65.

- 1.3.




_———

— -

The equation is R_egvessr:on Analysis

t—6=-13(@-8) or x=—-13y+(L3)8+6
or x = 16.4 - 1.3y. :
Example 8.11. In order to find the correlation coefficient between two variables NOTES

Xand Y from 12 pairs of observations, the following calculation were made:
IX=30,2X2=670,2Y =5 XY2 =285 XY =344, .
On subsequent verification, it was discovered that the pair (X =11, Y = 4) was

copied wrongly, the correct ualues being X 10 and Y = 14. After making necessary
correctwn find the:

" (i) regression coefficients
(it} regression equations and
(tit) correlation coefficient.
Solution. We have  ZX = 30, 2X2 = 670, ZY b, ZY? = 285, ZXY = 344.
Incorrect pair=(X=11,Y=4)
Correct péjr =X=10,Y=14)
Corrected sums
3X=30-11+10=29
TY=5-4+14=15
X2 =670 —~ (11)% + (10)2 = 649
TYZ = 285 — (4)% + (14)% = 465
ZXY = 344 — (11 x 4) + (10 x 14) = 440,
@) Regressmn coefficients

nEXY - (EX)(ZY) _ 12(440) - (29)(15) _ 4845
IX? - (ZX)*  12(649)- (20 6947

_ nEXY —(SX)5Y) _ 12(440) - (29)(15) _ 4345
by nIY? - (zY)? 12(465)- (152 ~ 5355 = 0.9048.

(i) Regression equations

byx = =0.6974

< IX 29 s ZY ‘15
X=—2="=242 ke
n 12 ; = n 12 125
Regression equation of Yon Xis Y- Y = byy X - ).
= Y- 1.25=06974 (X -2.42)
= Y =0.6974X + 1.25 - (0.6974)(2. 42)
= Y =0.6974X - 0.438.
Regression equation of Xon Yis X — X = byy (Y- Y).
= X —~2.42=0.9048 (Y - 1.25)
= X=0.9048Y -+ 2.42 — (0.9048)(1.25)
= ‘X =0.9048Y + 1.289, '
c o
bow beo =| 72X { 0% |_ .2
(idi) vx - bxy [r o If GYJ r
r=z= ..}byx Loxy
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r=+ \}0.5974 x0.9048 =+ 0.7944

bry>0 = f>0- : [ cr—"’>0]
TX e " o,
Y r=+0.7944.

EXERCISE 8.1

1. Find'byx from the following data: .
Sa=30, Ty =42, Zxy =199, Zx? = 184, Zy2 =318, n =6.
2. Find b, from the following data:

x 1 2 3 4 5
¥ 6 8 i .6 8

8. The following results were worked out from scores in Statistics and Mathematics in a
certain examination:

Scores in ; Scores in
Statistics (x) Mathematics (y)
AM. 39.5 47.5
S.D. _ 10.8 17.8

Karl Pearson’s coefficient of correlation is 0.42. Find both regression lines. Estimate the
value of ¥ when x = 50 and x when y = 30. ’

4. From the following data find the yield of wheat in kg per unit area when the rain fall is

9 inches:
Mean ' S.D.
Yield of wheat per unit area (in kg) ' 10 8
Annual rainfall (in inches) 3 ‘ 2

’Coefﬁéient of correlation = 0.5,

B. You are given below the following information about advertisement expenditure and

sales: ‘
Adut. Expenditure (x) Sales (v}
. (in crore ripees) (in crore rupees)
. - Mean 10 - B0
S.D. 3 12

Coefficient of correlation =+ 0.8.
() Calculate two regression equations.
(if) Find the likely sales when advertisement expenditure is ¥ 30 erares.
(iii) What should be the advertisement budget if the company wants to attain sales
target of ¥ 150 crores? '

6. Find the equations of regression lines for the following pairs (%, ¥) for variables x and y:
1,2,@25,3823.48,6,7.
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7. For the following data, determine the regression lines:

x 6 2 10 4 8

y 9 11 5 8 7

From these regression lines, estimate the value of:
() ywhenx=5 and (if) x when y = 10.
8. Find the regression lines for the following pairs (x, ¥) for variables x and y:
1,6),6,1), (3.0, 2,0, 1,1, 1,2, 71,3 5.

9. By using the following data regarding pairs (x, y) for variables x and y, find the most
likely-value of ¥, when x=6.2: .

. (1,9, @2.8),(,10), 4, 12), 6, 11), 6, 19), (7, 14), @, 16), @, 15).

10. A computer while ealculating the correlation coefficient between two variables x and y
obtained the following constants:

n =25, Zx =127, Zy= 100, Zx® = 650, Iy = 450, Exy = 516.

It was however, later discovered at the time of checking that it copied down two pairs of

) ‘ S ox ¥ -
x Y
observationsas: | 8 | 12 |while the correct values were:| 8 | 10 |, After making
6 8 6 10

the necessary corrections, find the:

3 {) regression coefficients (ff) regression equations and

(itf) correlation coefficient.

. Answers
1. —-0.3235 2.0.2
3. y=0.6922x + 20.1581, x = 0.2548y + 27.397, 54.77, 35.04 4. 12 ke
B. x=02y-8, y=382x+58, " (i) T 154 crores {iid) T 22 crores
6. Regressionlineof yon x:y=1.1+ 1.3x;
Regression line of xon y : x= 0.5 + 0.5y
7. y=11.9-0.66x x=164—1.3y " () 8.65 (if) 3.4

8. y=2.8745- 0.3042x, x = 3.4306 — 02778y 9.13.14
10. ()b, =0.826, b, =0.09%
(i) Regression equation of yon x: y=0.826x~ 1.96
Regression equation of xon y: x=0.095y + 4.7
(i) r=0.28

8.7. STEP DEVIATION METHOD

When the values of x and y are numerically high, the step deviation method is used.

Deviations of values of variables x and y are calculated from some chosen
arbitrary numbers, called A and B. Let k be a positive common factor of all deviations
(x — A) of items in the x-series. Similarly let % be a positive factor of all deviations
(v — B) of items in the y-series. The step deviations are:

_x- A D= x-B
R’ k .
In practical problems, if we do not bother to divide the deviations by cornmon

factors, then these deviations would be thought of as step deviations of items of given
series with ‘1’ as the common factor for both series. '

u

_ Regression Analysis

NOTES
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Business Statistics The equation of regression line of y on ¥ in terms of step deviations is
y-—- i =bw(x_" E):
Su _ ,
NOTES where _ =A+ [7} h, ¥y=B+ (%} k
s k. n¥uv- (iu)(zv) k
T = b —_— = ——
and. byx {3113 h nzuz _ (zu)2 h .
The equation of regression line of x on y in terms of step deviations is
- x_f=bxy(y—y)s
. v
where L E=A+ (—Ei]h y=B+[—Jk
. n n
) o nZuv-(Cu)Cv) h
~and bxy_b“"'z_ nzv? - (2?2 R
Remark. In particularif u =x—~ Aand v=y—Bi.e, when k=1, k=1, we have
x '=A+3:-5, y =B+2,
n n
_ nZuv—(Zu)(Zv) . - nZuv —{(Zu)(Zv)

= and b, =
¥x nZu? - (Zu) = nEu - ()

Example 8.12. An investigation into the demand for television sets in 7 towns
has resulted in the followmg data:

- Population x 11 14 14 - 17 21 25
(in thousand) )
No. of T.V. sels 15 27 27 30 34 38 46
demanded, y ’

Calculate the regression equation of y on x and estimate the demand for T.V. sets
for a town with a population of 30 thousands.

Solution. - _Computation of Regression Equation of y on x

S. No. x ¥ u=x-A v=y-B uv u?
A=17 B=27"

1 11 15 -6 -12 72 368

2 . 14 Y -3 0 0 9

3 14 27 -3 0 _ 0 9

4 17 30 0 3 0

5 17 34 0 7 0 0

6 21 a8 .4 11 44 .16

7 25 46 8 19 152 64
n="17 Tu=0 Tv=28 Tur =268 | Zu?2=134

' Regression equation ofyonxis y—¥% = byx (x-X).
. b 0
Wehave x =A+ —u-=17+?=17

57—B+—— 27 + 3§-31
n 7
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— (Zu)(v) _ 7(268) - (0)(28) _ 268 _ 5 Regression Analysis

¥ wyud —(Zu)? 7(134)-(0)2 134

The required equation is
¥y=—31=2(x-17) or y=2x-3.

When population is 30 thousand i.e., x = 30, the estimated value of
y=2(30) -3 =5T7.

The estimated demand for T.V. sets is 57.

Example 8.13. Obtain the two regression equations from the following data:

% 25 28 35 32 31 36 29 38 34 32
y 43 46 49 41 36 32 31 30 38 39
Also find the value of y when x is equal to 30.
Solution. Computation of Regression Equations
S. No. x y u=x—A v=y-B uv u? v
A=32 B=38
1 25 43 -7 5 - 36 49 25
2 28 46 -4 8 - 32 16 64
3 35 49 3 11 33 9 121
4 32 41 0 3 0 0 9
5 31 36 -1 -2 2 1 4
6 36 32 4 -6 —24 16 36
i 29 a1 -3 -7 21 9 49
8 38 30 6 -8 —48 36 64
9 34 33 2 -5 -10 4 25
10 32 39 0 1 0 0 1
n=10 Zu=0 Zv=0- Tuv=-93 |Zu’=140| Zv?= 398
Regression equation of ‘y on x’
The regression equation of yon xis y—y = by; (x—x).
Su 0
r=A+—= + — =
¥ =A = 32 10 32
= Zv 0
= o —— e
y =B = 38 10 38
Zuv — -93) -
Bl vz(}:u)(Ezv)=10( ) (0)(£)=—£-——06643
¥ nIu® -(Zu) 10(140) - (0) 140
The required equation is y — 38 = — 0.6643 (x — 32).
=5 y=-0.6643x + 38 + (0.6643)(32)
= y =-0.6643x + 59.2576.

When x = 30, the estimated value of y = (— 0.6643) (30) + 59.2576 = 39.3286.
Regression equation of ‘x on y’

The regression equation of xon yisx— ¥ = bzy(y - ¥).
£=32 Y =38

b

_ nZuv - (Zu)(Zv) _ 10(- 93) - (0X0) _
10(398) — (0)*

xy

nxv?

- (zv)?

93
398

=- — =-0.2337.
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Business Statistics '+ The required equation is x — 32 = — 0.2337 (y — 38).

- = x=—0.2337y + 32 + (0.2337)(38)
= =— 0.2337y + 40.8806.
NOTES Example 8.14, Followmg are the heights of fathers and sons in znches
' Height of father | 65 | 66 67 68 .| 69 71 73 | 67
Height of son 67 68 64 72 70 69 70 68

- Find the two lines of regression and ;astimate the height of the son when the
height of the father is 67.5 inches.

Solution. Let the variables ‘height of father’ and ‘height of son’ be denoted by x

and y respectively.
Computation of Regression Equations
S. No. x ¥ =x-A v=y-B uv P Y
. A =68 B=68 ’

1 65 - 67 -3 -1 3 9 1
! 66 68 -2 0 0 4 0
3 67 64 -1 -4 4 1 16
4 63 72 0 4 0 0 16
5 69 70 1 2 2 1 4
6 71 69 3 1 3 9 1
7 73 70 5 2 T 10 25 4
8 67 68 -1 0 0 1 0

n=38 . Tu=2 Tv=4 Tup=22 |Zuf=50| Z2=42

Regression equation of ‘y on x’

The regression equation of yon xis y-¥ byx(x %)
£ =K+ 2% =68+ 2 =68.25 inches
n . 8
=B+ E =68+ -g' -—6851nches
Suv - (Zu)(Zv) _ 8(22)-(2)(4) 168
gl uvz( u) 2v)=_ (22) - ( )(2) _ 168 4040
¥ p¥u® - (Zu) 8(50) - (2) 396
The required equation is
y—568.5=0.4242 (;c — 68.25).
= y = 0.4242x + 68.5 — (0.4242)(68.25)
- y = 0.4242x + 39.4835. i
Regression equation of ‘x on y’
The regression equation of xonyis x—x =b_ (¢~ ¥).
X =68.25 inches, ¥ =68.5inches
2)(4
b nZuu (Zu)(Zv) _ 8(22)-(2)(4) _ 168 — 0.5%5

o —(Zv)? 8(42) (4% ~ 320
The required equation is
x — 68.25 = 0.525 (v — 68.b).
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Example 8.15. Studenl.s'of a class have obtained marks as given below in Paper

x =0.525y + 68.25 — (0.525)(68.5)
x = 0.525y + 32.2875.

To find the estimated value of height of son (y) for a given value of height of
father (x), we require regression equation of y on x i.e.,

y = 0.4242x + 39.4835.
When x = 67.5 inches, the estimated value of
¥ = (0.4242)(67.5) + 39.4835 = 68.117 inches.

Regression Analysis

NOTES

I and Paper II of Statistics:
Paper I 45 55 56 58 60 65 68 70 75 80 85
Paper I1 56 50 48 60 62 64 65 70 74 82 90
Find the means, coefficient of correlation, regression coefficients and regression
equations.
Solution. Let the variables ‘marks in Paper I' and ‘marks in Paper IT be denoted
by x and y respectively.
Computation of x,¥,r
S. No. x y u=x-A | v=y-B uv u? v
A=60 B=70
1 45 56 - 15 - 14 210 225 196
2 55 50 -5 - 20 100 25 400
3 56 48 —4 —-22 88 16 484
4 58 60 -2 -10 20 4 100
& 60 62 0 -8 0 0 64
6 65 64 5 -6 -30 25 36
7 68 65 8 -5 - 40 64 25
8 70 70 10 0 0 100 0
9 75 74 15 4 60 225 16
10 80 82 20 12 240 400 144
11 85 90 25 20 500 625 400
n=11 Zu =57 Zv=-49 | Zuv=1148 [Zu®= 1709 |Z12= 1865
Means ¥ =A+ 2% =60+ 27 - g5.1818.
n 11
5 Zv (- 49)
Yy =B+ — =70+ —— =65.5455.
n 11

Coefficient of correlation
nZuv - (Zu)(Zv)

=
© o YnZu? - (2u)? Jnzo? - (30)?
11(1148) - (57)(- 49)

~ J111709) - (57)% [11(1865) - (- 49)°
15421

15421

=0.9188.

" /15550418114  124.70x134.59
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Regression coefficients

_ nZuy —(Su)(Tv) _ 11(1148) - (57)(-49) -_ 15421

w T aEat-(za) | 111709 - (57 16550 09917
nZuv— (Su)(Tv) _ 11(1148) - (BTN-49) _ 15421

0T aml o 110865 (40 18112 OO0l
Regression equations )
Regression equation of yonxis y—¥ = byx(x -x).
= y —65.5455 = 0.9917(x — 65.1818)
= y=0.9917x + 65.5455 — (0.9917)(65.1818)
= y = 0.9917x + 0.9047.
Regression equation of xonyis x—% =b_(y— ¥).
= x —65.1818 = 0,8513(y — 65.5455)
= x=0.8513y + 65.1818 — (0.8513) (65.5455)
= x = 0.8613y + 9.3829.

EXERCISE 8.2

The following data relates to ‘a&Vertismg expenditure’ (in lakhs of rupees) and ‘sales’ (in

crores of rupees)

Adverlising expendilure 10 12 15 28 20
(in lakhs of rupees) -
Sales (in crores of rupees) 14 17 - 23 25 21

Estimata () the sales corresponding to advertising expenditure of ¥ 30 lakhs and (i¥) the

advertising expertditure for a sales target of 35 crores.

Find two lines of regression from the following data:

Age of husband | 25 22 28 26 35 20 22 40 20

18

Age of wife 18 ‘15 20 17 22 14 16 21 15

14

Hence estimate (i) the age of husband when the age of wife is 19 years and (if) the age of

wife when the age of husband is 30 years.
Find the regression equation of y on ¥ for the following data:

x 78 89 97 69 59 79 68

61

y 125 137 186 112 107 136 124

108

Find the two regression equations for the following series. What is the most likely value

of x when y = 20 and most likely value of y when x =227

x 35 2b 29 31 27 24 33

36

23 27 26 21 . 24 20 29

30




5. Find the regression equations for the following data: Regression Analysis

z 23 26 39 31 36 21 30 39
y | 45 | 48 %6 | 48 | 81 | 9 8 | 82
Also find: NOTES

(?) the value of y when x =30
(ii) correlation coefficient between x and y.

6. Obtain the lines of regression and show them on the graph paper for l:i:e following data:

x 65 66 67 67 68 69 71 71
¥ 67 68 64 68 70 70 69 68
Answers
(1) 29.9666 crore rupees (i) 31.75 lakh rupees

2. If x and y respectively represent ‘age of husband’ and ‘age of wife' then the regression
equations are x = 2.23y — 12.76 and y = 0.385x + 7.34

() 30 years nearly (i1) 19 years nearly
y=1212x+ 34.725
4. Regression equation of xony: x=0.543y + 16.425

Regression equation of y on x: y=0.352x + 14.44
x=27.285 when y =20, y = 22.184 when x = 22

5. Regression equation of yon x: y=04x+27.75
Regression equation of xon y: x=0.511y+ 10.185
(1) 39.75 (1) 0.452

6. Regression equation of yon x: y=0.2353x+ 52
Regression equation of xon y: x=0.4615y + 36.618.

8.8. REGRESSION LINES FOR GROUPED DATA

In case of grouped data if either x or y or both variables represent classes, then their
respective mid-points are taken as their representatives.

In this case, ifu=x_A, u=y—B,
h k
then the regression lineof yon xisy— ¥y =b_ - X),
where X =A+ [ﬂJh,
N
R
=B |22 |x
y B+(NJ

e NZfuv - (Zfu)(Zfo) k&
yx NmZ_(fﬁ‘)z “h

and
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The regression Lne oi x on ¥ is
Xr—x = bxy(y > )J

- coas (B
NOTES where x=A+ ( S Jh’
(Y, .
= + il
T+ (2
and _ N3fuv - Gfu)Ef) b _
® N3f®-(GGp)P Rk

Example 8.16. Compute regression lines corfesponding to the marks obtained
by 25 students in Economics and Statistics:

) Marks in Stalistics
Marks in
Economics 30-40 40-50 50-60 60-70
30-40 3 1 1 0
40-50 2 6 1 2
50-60 Tl 2 2 1
60-70 0 1 1 1

- Economics’ respectively.
Class of x

Mid-point (x)

Devialion from

A=45

Step deviation by h=10

( x—45 )
=
10
Class of y
Mid-point (y)
Deviation from .
B=45
Step deviation by k = 10

_y—-45
(”" 10 )
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3040

35

- —10

3040
35

-10

40-50
45

40-50
45

50-60

55

10

. 50-60
- B85

. 10

Solution. Let x and y denote the variables ‘marks in Statistics’ and ‘marks in

60-70

65

20

60-70
65

20




Regression Table Regression Analysis
x 3040 | 40-50 | 50-60 60-70
- f fo f' | fuv
y \ -1 0 il 2 NOTES
0 =1
3040 -1 5 -5 5 2
3 1
Lo L[of Lof Lo
40-50|- 0 11 0 0 0
2 6 1
= 0 2 2
50-60| 1 L L I— L— 6 6 6 3
1 2 2 1
0 2 4
60-70| 2 l_ 3 6 12 6
0 1 1 1
f 6 10 5 4 | N=25|3p=7|5p’=23 fﬁl‘;’
fu -6 0 5 8 Tfu=1
2
: 6 0 5 16 Ifu
fu =07
Zfuv
fuv 2 0 3 6 =11
Nowe E=A+( Jh 45+[2 )10=47.8
y= B+( )k 45+[-7-] 10=478
25
b = NZfuv - (Zfu)(Zfv) ﬁ: 25(11) - (7(7) 10 _ 2260 _ e
»" Nzfu®l -(3fu? h  25@7)-(T% 10 6260
b = NEfuwv-CGfu)3fo) h_2500D-((7) 10 2260 .
" Nzf?-(5f)? Rk 25(23)-(7)? 10 5260
The regression lineof yon xis y— ¥ =bﬁ(x— x)
or y—-47.8=0.361 (x —47.8)
or y=0.361x + 47.8 — (0.361)(47.8)
or v =0.361x + 30.544.
The regression lineof xonyis x— 5 = b,6-¥)
or x—47.8=0.429 (y — 47.5)
or x=0.429 + 47.8 — (0.429)(47.8)
or x =0.429y + 27.294.
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EXERCISE 8.3

1. The following table gives t.ht_a frequency, according to groups of marks obtained by
87 students in an intelligence test. Compute the regression lines between the variables

age (x) and marks ():

Tost marks Age (in years)

. 18 19 20 21
200—250 4 4 2 1
250—300 3 5 4 2
300—350 2 6 8. 5
350—400 1 4 8 10

2. Following is the distribution of students according to their height and weight:

Height Weight (in lbs)
(ininches) | gq__109 100—110 110—120 120—130
50—55 4 7 5 2
5560 6 10 7 4
60—65 6 12 10 7
65—70 3 8 6 8

Obtain (i) the coefficients of regression and (irj_the regression equations.

Answers
1. y=21.5134%—109.7157, x=0.008y + 17.1727
2. ()b,=0162b_=0.041, (if) y.= 0.152x + 99.93, x = 0.041y + 55.88.

8.9. PROPERTIES OF REGRESSION COEFFICIENTS
AND REGRESSION LINES

o] c
Y and b_=r. %
= o

() Wehave b _=r. X .
Oy ¥

yx

o, and o, are always non-negative.

The signs of b, and bxy are same as that of r .

The signs of regression coefficients and correlation coefficient are same.
Thus byx, 13xy and r are all either positive or negative.

g o
b .b_=r-2% z = p2
(23] e+ Dy rcx roy
Now 0<r2<1because—1<r<1
Osbyxbxysl

The product of regression coefficients is non-negative and cannot
exceed one.
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(uz)byx.b#=r é T :

r=:!:1fb,,,b,, 1

The sign of r is taken as that of regression coefficients. NOTES

=r?

Q I“Q

(iv) The regression lineof yon xisy— y =b,, (x- ¥).
= y=bﬂx+(§—byxf)
When y is kept on the left side, then the coefficient of x on the right
side gives the regression coefficient of y on x.
For example, let 4x + Ty —9 = 0 be the regression line of y on x.

We write this as y=—%x+ -g—

~3|

Regression coefficient of y on x = coefficient of x = —

The rggression lineofxonyis x—x =bxy y-¥).
= x=b_y+(x -b,¥)
When x is kept on the left side, then the coefficient of y on the right
side gives the regression coefficient of x on y.
For example, let 5x + 9y — 8 = 0 be the regression line of x on y.

8
We write this as x=—g-y+ i

Regression coefficient of x on y = coefficient of y = —

oo

(v) The regression lineof yon xis y-¥ =b,, (x-¥).
This equation is satisfied by the point (%, ¥). This point also lies on the regression
line of x on ¥:
=& =B Ky =)

The point (%, ¥) is common to both regression lines. In other words,
if the correlation between the variables is not perfect, then the regression
lines intersect at (X,¥).

' (vi) Angle between the lines of regression

The regression lineof yonxis y-y =b,, (x- x).

= y=bﬂx+(;\7-§yx 7 e Slope=b”=m1 (say)
The regression lineof xonyisx—x =b_ (- ¥).
1 g B o |
= —xt|Y—— s Slope= — =
= ™ x [y i x} lope > m, (say)
Let 6 be the acute angle between the regression lines.
Tl 8
| my-my by 3 bbb, —1
tan O = g | 1 b +b
172 1+ bﬁ . b—:;‘ At
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Nei
r—&.r=x_1 )
_ cj'a: Uy _ r<-1
p 9z . .Gy oxz-i-cyz
Gy, O " "o
zOy

F'__Irz-—1||rcr,;0'y.|= (_1—r2)cr,,cy
Irllo?+0,2| |ri(a,? +0,%)
(1- rz)c Gy

[rlc,%+0o 2)

tan 0=
Particular cases:

(@) r = 0. In this case, tan 8 is not defined.

0 = 90° i.e., the regression lines are perpendicular to each other
@@t) r=1 (or -~ 1). In this case, tan 8 = 0.

The regression lines are coincident, because the point (x, 5) is on both the

regression lines,

Thus, we see that if the variables are not correlated, then the regression lines

are perpendicular to each other and if the variables are perfectly correlated, then the
regression lines are coincident. The closeness of regression lines measure the degree
of linear correlation between the variables.

= .
r=1 X F=—1 X

Example 8.17, Find the mean of the variable X and Y and correlation coefficient

from the following informations:

Regression equationof Yon XX  2Y-X-50=0,
Regression equation of Xon Y- 3Y-2X-10=0.

Solution. Regression equation of Yon Xis 2Y~X-50=0 ) eV
Regression equation of X on Y is 3Y-2X-10=0 D)
Multiplying (1) by 2, we get 4Y —2X - 100 =0 ..(8)

Subtracting (3) from (2), wéget - —Y+90=0 = Y=90
o {D) = 200-X-~-560=0 = X=130
: X =130, ¥ =90.

W1 ‘ 1
) 3 3
2 = X= EY 5 = b, >
Now r=+. b_,',,r bx), (Regression coefficients are + ve)
_ 8 LB 0 ses
2 2 2



Example 8.18. Out of the following two regression lines, find the line of
regression of y on x:

dx—-5y+33=0 and 20x- 9% - 107=0.
Solution. The regression lines are
dx -5y +33=0 (1)
20x -9y -107=0. D)
Let (1) be the regression line of y on x.
(2) is the regression line of x on y.

4 33 4
(G y—gx+? % byx—g
9 107 9
2 = x—-ﬁy+—éo— 1 bﬂ-?_%

b, and b,y are of same signs.
4 9 36
=E—=—X—=—c<
Also b_jn:bxy 5><20 10D_.l.
Our choice of regression lines is correct.
Regression line of y on x is 4x - 5y + 33 = 0.

Example 8.19. Find the regression coefficients bﬁ

regression are ‘
Ix+3qy+7=0 and xt+4y+8=0.
Solution. The regression lines are
4x+3y+7=0 ..(1) and 3x+4y+8=0 .2
Let (1) be the regression line of y on x.
(2) is the regression line of x on y.

and b;y whren the lines of

4 i e
R T
4 8 4
@ = x'—a‘ —3 ' bxy_"_é'

b b_(—iI_EJ::lG_
% Y9=|\"3) "3)" 9 >1

This is impossible, because 0 < byx : bq <1
Our supposition is wrong.
(1) is the regression line of x on y and (2) is the regression line y on x.

3 i

(1) =, x——-zy—z

and (2) = y=—%x—2
3 3
b"’:—z and byx—-z

: Example 8.20. The equations of regression lines are givenby 4x -5y + 35=0
and 5x — 2y = 20.

Also, variance of x-series is 9. Find :

(1) mean values of x and y variables
(i) correlation coefficient between x and y variables
(t1) standard deviation of y series.
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Business Statistics Solution. The equations of regression lines are

4y ~By+35=0
bx—2y-20=0
" NOTES OMx2 = 5x—10y+70=0
(2) x5 = 25x — 10y — 100 =0
@ -4 = ~17x+170=0 = x=10
L) = 4(10) -5y +35=0
= : by=40+35=70 = y=156

{10, 15) is on both lines.
. % =10, 5 = 15.
(n) Let (1) be the regression line of y on x.
(2} is the regression line of xon y.

4 - 4
M = y=ga+T foby=%
2 2
@ = AL aoby=%
bﬁ.and bzy are of same sign.
- 4Y 2 8
Also bﬁbn—(g][g)—zﬁ <1
Our choice of regression lines is correct.
' 4 2
byx = E and b-!:v' = g

4 o, 4
313)] bﬁ_5. G__g
2/2 o0, 4
= = X==
5 3 5
5.=2X8 o 1.2426.
= o,= 242

Exzample 8.21. Equations of two regression lines are:

dx+3y+7=0 and Sx+4y+8=0
Hind: :
(i) mean of x, mean of y;

(i) regresswn coefficients b and b and

(iir) correlation coefficient between x and y.
Solution. The equations of regression lines are:

4x+3y+T7=0
and : 3x+4y+8=0
x4 = 16x+ 12y +28=0
@Qx3 = 9x+ 12y +24=0

H-D = Tx+4=0 =
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r=+ b by =+ 1/3 2. i_oaem

=—4/7.

()
@)
NG
@

(~ var.x=9 = o, =9 =23

(D)
)
(3
(9



=4(D = 4-4/T)+8y+T7=0
" - ZTraem _ u
3 T

(- 4/7, — 11/7) is on both lines.

Since regressions lines intersects at (¥, ¥), we have

x=-4175=-11/1.
(i1) Let (1) be the regression line of y on x.

(2) is the regression line of x on y.

4 7 4
a1 = yS-g¥-= byx——g
-4 8 4
@2 = x—-—gy-g b,‘y-——3

This is impossible, because 0 < bﬂ. bl
Our supposition is wrong.
(1) is the regression line of x on y and (2) is the regression line of y on x.

3 f 3
o e R
3 3
@ = y=—zx—2 b”‘=—z'
3\( 3 3
(ur) r=—byb, =- (_Z](_Z] =-7.
EXERCISE 8.4

In a problem of regression analysis, the two regression coefficients are found to be
— 0.6 and — 1.4. What is the correlation coefficient?

Out of the following two regression lines, find the regression line of x on y:

(1) 13x—10y+11=0,2x—y—-1=0
@) x+4y+11=0,4x+y-T=0.
Find the correlation coefficient when the lines of regression are
2x-9y+6=0,x-2y+1=0.
The equations of two regression lines obtained in a correlation analysis are as follows:
3x+ 13y=19, x+ 3y =5.

Obtain (i) the means of x and y

(ii) the regression coefficients by, and b.r,v

(iit) the correlation coefficient.

In a partially destroyed record, the following data are available:

Variance of x = 25.

Regression equation of xon y: 5x—y =22,

Regression equation of y on x: 64x — 45y = 24

Find:

(i) Mean values of x and y.

(i) Coefficient of correlation between x and y
(1ii) Standard deviation of y.
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7.

6. The regression_equat.ions of a bivariate distribution are:

Regression.equation of yon & 4y=9x+ 15
Regression equation of xon y: 2bx=6y+ 7.
Find:
(f) Coefficient of correlation.
{t£) The ratio of means of x and y.
(i) The ratio of 8.1D. of x and y.

In a partially destroyed laboratory record of an analysis of correlation data, the following
results are legible: - .

Variance of x =9
Regression equations: 4x—5y+33=0
20x— 9y = 107.

On the basis of above information, find:

() the mean values of x and y.

(1) standard deviation of y-series, and
(iii) the coefficient of correlation.

The equations of regression lines are given to be 3x+ 2y 26=0and 6x+y— 31 0. Find
the values of ¥, ¥ and r.

Answers

- 0.9165

O2x-y-1=0 ()4x+y-T7=0 3. r=0.6667
OF=25=1 @b, by=-3 i) r=- =
) x=6Y=8" (@)r=8/15 (iii) o, = 40/3

()r=07348 . (i) T/F =59/219 (iii) a /0, = B A5

() £'=13,¥ =17 (i) o, =4, @nr=06-

£=4,5=7r=-05

8.10. SUMMARY
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o In statistics, regression analysis is concerned with the measure of average

relationship between variables. Here we shall deal with the derivation of
appropriate functional relationships between variables. Regressmn explains the
nature of relationship between variables.

There are two types of variables. The variable whose value is mﬂuenced or is to
be predicted is called dependent variable (or regressed variable or predicted
variable or. explained variable). The variable which influences the value of

. dependent variable is ealled mdependent variable (or regressor or predictor or

explanator).

If there are only two variables under consuieratmn then the regression is called
simple regression. If there are more than two variables under consideration
then the regression is called multiple regression. The regression is called
partial regression if there are more than two variables under consideration
and relation between only two variables is established after excluding the effect
of other variables. The simple regression is called linear regression if the



point on the scatter diagram of variables lies almost along a line otherwise it is Regression Analysis
termed as non-linear regression or curvilinear regression.

8.11. REVIEW EXERCISES NOTES

What are regression coefficients? Show that r2'= b,.b,.
Point out the role of regression analysis in business with the help of few examples. o
What is regression? Why are there, in general two regression lines? Under what conditions
can there be only one regression line?
3. What is regression analysis? Explain its use in business problems with suitable examples.
4. What do you mean by regression coefficients? What are the uses of regression analysis?
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Nores 9. PROBABILITY

STRUCTURE

9.1. Introduction
9.2. Random Experiment
9.3. Sample Space L
9.4° Tree Diagram . '
9.5. Event : |
9.6. Algebra of Events ‘
9.7. Equality Likely Outcomes
| " 9.8. Exhaustive Outcomes .
.9.9. Three Approaches of Probability
9,10. Classical Approach of Probability :
.9.11. ‘Odds In Favour’ and ‘Odds Against’ an Event’ ' o |
9.12. Mutually Exclusive Events '
||| 9.13. Addition Theorem (For Mutually Exclusive Events)
I 9.14. Addition Theorem (General)
9.15. Conditional Probability _
9.16. Independeﬁt Events . '
9.17. Dependent Events |
9.18. Independent Experiments
9.19. Multiplication Theorem
9.20. Total Probability Rule

) I. Baye’s Theorem -
9.21. Motivation - o : l
9.92. Criticism of Classical Approach of Probability '
9.23. Empirical Approach of Probability
9.24. Subjective Approach of Probability
9.25. Summary -
9.26. Review Exercises

9.1. INTRODUCTION

The words ‘Probability’ and ‘Chance’ are quite familiar to everyone. Many a times, we
come across statements like, “Probably it may rain today”, “Chances of his visit to the
university are very few”, “It is possible that he may pass the examination with good
marks”. In the above statements, the words probably, chance, possible, etc. convey the

202 Seljllnstrucm;nal Material



sense of uncertainty about the occurrence of some event. Ordinarily, it may appear
that there cannot be any exact measurement for these uncertainties, but in Statistics,
we do have methods for calculating the degree of certainty of events in numerical
value, provided certain conditions are satisfied.

9.2. RANDOM EXPERIMENT

When we perform experiments in science and engineering, repeatedly under very nearly
identical conditions, we get almost the same result. Such experiments are called
deterministic experiments.

There also exist experiments in which the results may not be essentially the
same even if the experiment is performed under very nearly identical conditions. Such
experiments are called random experiments. If we toss a coin, we may get ‘head’ or
‘tail'. This is a random experiment. Throwing of a die is also a random experiment as
any of the six faces of the die may come up. In this experiment, there are six possibilities
(lor 2or 3 or 4 or 5 or 6).

Remark 1. A die is a small cube used in gambling. On its six faces, dots are marked as:

Numbers on a die
Plural of the word die is dice. The outcome of throwing a die is the number of dots on its
upper most face.
Remark 2. A pack of cards consists of four suits called Spades, Hearts, Diamonds and
Clubs. Each suit consists of 13 cards, of which nine cards are numbered from 2 to 10, an ace, a
king, a queen and a jack (or knave). Spades and clubs are black faced cards, while hearts and
diamonds are red faced cards. The kings, queens and jacks are called face cards.

9.3. SAMPLE SPACE

The sample space of a random experiment is defined as the set of all possible outcomes
of the experiment. The possible outcomes are called sample points. The sample space
is generally denoted by the letter S. We list the sample space of some random
experiments:

Random Experiment Sample Space

1. Throwing of a fair die S5={1, 2, 8, 4,5, 6}

2. Tossing of an unbiased coin S={H, T}

3. Tossing of two unbiased coins S ={HH, HT, TH, TT}
4. A family of two children S ={BB, BG, GB, GG}

9.4. TREE DIAGRAM

ATree diagram is a device used to enumerate all the logical possibilities of a sequence
of steps where each step can occur in a finite number of ways. A tree diagram is
constructed from left to right and the number of branches at any point corresponds to
the number of ways the next step can occur.
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Business Statistics IMlustration 1. The tree d1agram of the sample space of the toss of two coing is

shown in the figure.
Second
- . coin
NOTES , First H HT
) comn
H .
T HT

K . _H TH
. . <
ONT T
INlustration 2. The tree diagram of the sample space of the two tosses of a coin
is shown in the figure.

Second

toss

First H HH
toss

<<

9.5. EVENT-

An event is defined as a subset of the sample space. An event is called an elementary
(or simple) event if it contains only one sample point. In the experiment of rolling a
die, the event A of getting '3’ is a simple event. We write A = {3}. An event is called an
impossible event if it can never occur. In the above example, the event B = {7} of
getting “7’ is an impossible event. On the other hand, an event which is sure to occur is
called a certain event. In the above example of rolling a die, the event C of getting a
number less than 7 is a certain event.

In the throwing of two dice, the cases favourable to getting sum 7 are 6 viz.
(1,6),2,5),3,4,(4,3), 5,2 and (6, 1).

9.6. ALGEBRA OF EVENTS

We know that the events of a random experiment are sets, - 3
being subsets of the sample space. Thus, we can use set
operations to form new events. -

" Let A and B be any two events associated with a

random experiment. A B
v/ /1e—— AUB
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The event of occurrence of either A or B or both is [
written as ‘A or B’ and is denoted by the subset A U B of
the sample space. The event of occurrence of both A and
B is written as ‘A and B’ and is denoted by the subset
A N B of the sample space. For simplicity, the event A -
A N B is also denoted by ‘AB’.

7/ A¢«——ANB

.

The event of non-occurrence of event A is written
as ‘not A’ and is denoted by the subset A’, which is the
complement of set A. The event A’ is called the
complementary event of the event A. :

Illustration. Let a die be tossed.
i S={1,2 3 45,6}

Let A = event of getting an even number i A
and B = event of getting a number less than 5 (_ A
A={2,4,6}andB={(1, 2, 3, 4 g
Here
AU B = event of occurrence of either A or B or both
={1, 2, 3, 4, 6} (See figure)
A n B = event of occurrence of both A and B 3
={2, 4} (See figure) | 5
Also, A’ = event of non-occurrence of ;
A={l1, 3, 5}
and B’ = event of non-occurrence of A B
B = {5, 6}.

9.7. EQUALITY LIKELY OUTCOMES

The outcomes of a random experiment are called equally likely, if all of these have
equal preferences. In the experiment of tossing a unbiased coin, the outcomes ‘Head’
and ‘Tail' are equally likely.

In our discussion, we shall always assume the outcomes of a random experiment
to be equally likely.

9.8. EXHAUSTIVE OUTCOMES

The outcomes of a random experiment are called exhaustive, if these cover all the

possible outcomes of the experiment. In the experiment of rolling a die, the outcomes
1,2, 3, 4, 5, 6 are exhaustive.

Probability
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- 9,9. THREE APPROACHES OF PROBABILITY

There are three approaches of discussing probabﬂlty of events These approaches are .
NOTES as follows:
: 1. Classical approach

2. Empirical approach
3. Subjective approach
We shall first discuss classical approach of probability.

9.10. CLASSICAL APPROACH OF PROBABILITY

Suppose in a random experiment, there are n exhaustive, equally likely outcomes. Let
A be an event and there are m outcomes (cases) favourable to the happening of it. -
Then the probability P(A) of the happening of the event A is defined as

Total no. of cases favourable to the happening of A
Total no. of exhaustive, equally likely cases
It may be observed from this definition, that 0 £ m <n.

P(A) =

m
P

os% <1 or 0SP@<L
The number of cases favourable to the non-happening of the event Ais n—m.

Pnot A) = nm=—:-—% -1- % = 1-P(A).

P(A) + P(not A) = 1. i.e. PA) + P(A) = L.

I
If A is a sure event, the P(A) = % =1landif A /// S
happen to be an impossible event, then : /
T | A %
| | D

9.11. ‘ODDS IN FAVOUR’ AND ‘ODDS AGAINST’ AN
' EVENT '

The ratio of cases in favour of A and cases against A is called the odds in favour of A.
Similarly, the ratio of cases against A and cases in favour of A is called the odds )
| against A. '
If odds in favour of A are m - n, then (f) odds against A are n : m and (ii) probability

of A=
m+n’

Ifodds agamst Aarem:n, then (f) oddsin favour of Aaren: mand (i) probablhty

of A=
. m+n’
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Illustration. Let P(A) = 5
Let total number of cases be HA.
3JL
PA) = a.nd this implies that cases in favour of A are 3) and cases against
A are 51—3.1—2)..
odds in favour of A are 3A : 21 or 3 : 2 and odds against A are 2\ : 3\ or 2: 3.
Example 9.1. Find the probability of getting the sum 10in a single throw of two
dice. ‘
Solution. Here S=4(1,1,1,2,1,3),.... , (6, B), (6, 6)}.
No. of possible outcomes = 6 X 6 = 36.
Let A be the event of getting sum 10.
; A= {(4 6), (5, 5), (6, 4}
1
PA) = —=—
G 36 12°

Remark. In the above experiment, the sample point (a, b) means that ‘a’ is on the first
die and ‘b’ is on the second die.

Example 9.2. Find the probability of getting sum 10 in two throws of a die.
Solution. Here S={1,1,1,2,@d,3), ..., (65, 6, 6)}
No. of possible outcomes =6 x 6 = 36
Let A be the event of getting sum 10
: A={4,6), (5, 5), (6, 9}
-

P(A) = 3_6_5

Remark. In the above experiment, the sample ponit (@, b) means that ‘a’ occurred in
the first toss and ‘b’ occurred in the second toss.

Example 9.3. From a bag contammg 4 red and 5 green balls, a ball is drawn at
- random. What is the probability that it is a red ball?

Solution. Total no. of balls =4+5=9
No. of red balls =4
_ Toral no. of red ball 4

" Totalno.of balls 9°

Example 9.4. Three coins are tossed. Find the probability of getting at least two
heads.

Solution. Let S be the sample space.
S =(HHH, HHT, HTH, THH, HTT, THT, TTH, TTT)
Let A be the event of getting at least two heads.
: A ={HHH, HHT, HTH, THH}
P(at least two heads)

Prob. of getting a red ball

No. of cases favourable to A
=P@a)= Total no. of exhaustive, equally likely cases i
Example 9.5. Find the probability of getting a King’ or a ‘Queen’ in a single
draw from a well-shuffled pack of playing cards.
Solution. Let A be the event of getting a king or a queen in the draw.
No. of favourable cases for the happening of the event A=4+4=8

A

ey
8
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Business Stafistics Total no. of caises =52

. 8 2
P(King or Queen) =P(A)= B§=ﬁ :

NOTES ) Example 9.6. Two unbiased dice are thrown. Find the probability that the total
of the numbers on the dice is greater than 8.

Solution. Let S be the sample space.
: S={1,1,1,2,,93), ... , (6, 5), (6, 6)}
There are 6 X 6 = 36 exhaustive, equally likely outcomes.
Let A be the event of getting total greater than 8.
A=1{5,6),4,0), (6. 9,69, (46),55), (6,4, 6 6), 6, 5), 6 6}
No. of cases favourableto A _ _10_56
Total No. of cases 36 18°

Example 9.7, Three unbzased dice are thrown simultaneously. Find the
probability of getting (i) sum not greater than 5, (i) sum at least 15, (iii) sum equal to 8,

Solution. Let S be the sample space.

Y S={(1,1,D),1, 1,2, ... , (6,6, ), (6,6, 6)}
There are 6 X 6 X 6 = 216 exhaustive equally likely outcomes.
(#) Let A = event that sum is not greater than 5.

A={1, 1,1, 1,212, 1L1),{11,3,
(1,292, (1,3, 0,1, 2,&20D,31
nA)_10 &
n(S) 216 108"
(i) Let B =event that sum is at least 15
B={@3,6,6)4,5,6), 4,86, 5); (5, 4,6),(5;5,5), -
(5, 6,4, (6, 3,6), 6, 4,5), 6,5, 4), 6,6, 3),
4, 6, 6), (5, 5, 6), (5, 6, 5), (6, 4, 6), (6, 5, 5),
8, 8, 4), (5, 6, 6), (6, 5, 6), 6, 6, 5), (6, 6, 6)}
n(B) 20 5 . : |
BT T -
(¥ic) Let C= event of getting sum 8
C= {1, 1,6), (1,2,9),(1,3,4,1,4,3),(1,5,2),

(1,6,1),(2,1,5),22, 4, 23,9, (2 4, 2),
(251)(314)(323)(332)(341)
413,422,437, 1,2, (5 ‘2, 1),(6 1, 1}
Mo _21 17
WS 216 72

Example 9.8, Find the probability that in a random arrangement of the letters
of the world DAUGHTER, the leiter D occupies the first place.

Solution, The word DAUGHTER contains 8 letters and all are different.
Total no. of possible.arrangements
=81 = 40320 _
Let A be the event of getting a word with D at the first place.

P(sum > 8) = P(A) =

PA) =

PO =
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Favourable cases to the event A Probability
= 1 X no. of ways of arranging 7 letters (except D).
=1xT7!=5040

P(D occupies first place) ! NOTES

5040 1
PA= 20320 " 8"
Example 9.9. Find the probability that in a random arrangement of letters of

the word MATHEMATICS, the consonants oceur together.

Solution. The word MATHEMATICS, contains 2 M’s, 2 As, 2Ts, 1H,1E,
11,1Cand18.

Total no. of exhaustive cases

= 2121g] - 4989600

For finding the no. of favourable cases to the event under consideration, we
shall consider all consonents M, T, H, M, T, C,S as one block. So in arranging 2 A's,
1E’s, 1I's, 1 (MTHMTCS), all the consonents will occur together. The consonents
MTHMTCS can arrange themselves in

7!
2121 = 1260 ways
ekl
No. of favourable cases RCTETETETRS 1260 = 75600
75600
P ts ther) = =0.01515.
(consonants are together) 4989600

Example 9.10. A bag contains 10 red and 8 black balls. Two balls are draun at
random. Find the probability that:
(i) both balls are red.
(17) one ball is red and the other is black.
Solution. () Total number of balls = 10 + 8 = 18

No. of selections of 2 out of 10 red balls
No. of selections of 2 out of 18 balls

(i7) P(both red balls) =
__Cy_10x9 18x17 _10x9 &
= lscz_ 1)(2 1x2 = 18)‘(17 17
(i) P(one red ball and one black ball)
(No. of selections of J [No. of selections of )

lout of 10 red balls )| 1out of 8 black balls
No. of selections of 2 out of 18 balls.

18x17 10x8 80

i el T
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Example 9.11. From a group of 8 children (5 boys and 3 girls) three children
are selected at random. Calculate the probabilities that the selected group contains:

(i) no girl : (ir) only one girl
(zii) only one particular girl.
Solution. No. of girls =3
No. of boys =5
. Let Ay, A}, A, and A, be the events that there are no girl, one girl, two girls and
three girls in the random selection of three children.

5
: . . C; _5
(®) Required probability = P(A)) = E ~28"
3C,x%Cy 15
8¢c, 28"
(iit) The particular girl ean be selected in only one way. The remaining two children
in the selection must be boys.

" (i) Required probability = P(A)) =

1x5%C, 5
Required probability = 2=,
fc, 28
EXERCISE 9.1

1. Find the probability of getting an odd number in a single throw of a fair die.

2. A single letter is selected at random from the word “PROBABILITY”. What is the
probability that it is a vowel?

3. Find the probability of getting at most two heads in a single toss of three coins.

From a pack of 52 playing cards, one card is drawn at random. What is the probability -
that it will be a queen of club or king of diamond?

5. Two unbiased dice are thrown. Find the probability that the total of the numbers on the
dice is 8.
6. Tickets are numbered from 1 to 100. These are well-shuffled and a ticket is drawn at

random. What is the probability that the drawn ticket has a number which is greater
than 757

7. 'The following table gives a distribution of marks:

Marks No. of students
0—10 7
10—20 . 10
20—30 © 156
30—40 28 -
40—50 23
50—60 . 45
60—70 12
70—80 7
80—90 2
90—100 1
An individual is taken at random from the above group. Find the probability that:
(®) his marks are below 50 (ii) his marks are below 70.
(ii}) his marks are between 30 and 60 (iv) his marks are above 70,
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8. Find the probability that in a random arrangement of the letters of the word VOWEL,
the letter V occupies the first place.
9. Find the probablllty that in a random arra.ngement of letters the word BHARAT, the
two A occupies the first two places.
10. Find the probability that in a random arrangement of the letters of the word
STATISTICS, the three T are in the beginning.

11. Find the probability that in a random arrangement of the letters of the word
STATISTICS, the three T are together.

12. Four cards are drawn from a pack of playing cards. Find the probability that none is a
king.
13. A bag contains 6 white, 4 red and 10 black balls. Two balls are drawn at random. Find
- the probability that both balls are black.

14. Abag contains 7 white, 5 red and 8 black balls. Two balls are drawn at random. Calculate
the probability that none is white.

Answers
1 4 Yo s
i 3 ) 2. 1 r - 26
et L
36 g
7. () 0.5533 (i2) 0.9333 (uir) 0.64 (iv) 0.0667
8 02 9. 0.0667 10. 0.0083 11. 0.0667
4804 1002 =i 39
12. —5204 =0.7187 13. 2002 38 14. 95

9.12. MUTUALLY EXCLUSIVE EVENTS

Two events associated with a random experiment are said to be mutually exclusive
if both cannot occur together in the same trial. In the experiment of throwing a die,
the events A = {1, 4} and B = {2, 5, 6} are mutually exclusive events. In the same
experiment, the events A={1, 4} and C ={2, 4, 5, 6} are not mutually exclusive because
if 4 appear on the die, then it is favourable to both events A and C. The definition of
mutually exclusive events can also be extended to more than two events. We say that
more than two events are mutually exclusive if the happening of one of these rules out
the happening of all other events. The events A = {1, 2}, B = {3} and C = {6}, are
mutually exclusive in connection with the experiment of throwing a single die.

9.13. ADDITION THEOREM (FOR MUTUALLY
EXCLUSIVE EVENTS)

If A and B are two mutually exclusive events associated with a random
experiment, then

P(A or B) = P(A) + P(B).

Proof. Let n be the total number of exhaustive, equally like cases of the
experiment.
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Business Statistics Let m, and m, be the number of cases favourable to the happening of the events

A and B respectively. s
Y
NOTES T
and PB)= %
Since the events are given to be mutually excluéive, therefore there cannot be
any samgle point common to both events A and B. -

<. - The event A or B can happen in exactly m, + m, ways.

P(AorB) =
Hence, P(A or B)=P(A) + P(B).
This theorem can also be extended to even more than two events.
IfA, A, ... » Ay are m.e. events, then
PA ,orA or....or A)=PA)+ PA) +...... +P@A)).

Example 9.12. A box contains 4 red balls, 4 green balls and 7 white balls. What
is the probability that a ball drawn is either red or white?

mAmy my omy
» T SP@+P@).

Solution. Total no. of balls =4+ 4+ 7= 15 :(H%f:en
Let A = event of drawing a red ball 7 White

B = event,of drawing a white ball.
The events A and B are m.e. because a ball cannot be both red and white,
No.of redballs 4
Total no, of balls 15
No. of white balls _ 7
P@) = Totalno.of balls 15

- Now A or Bis the event of drawing either a red ball or a white ball. By addition
theorem, the required probability )

PA) =

4 7 11
‘ P(AorB)_P(A)+P(B)—E+E_E' |
Example 9.13. In a single throw of 2 dice, determine the probability of getting

total 7 or 11, _ '
Solution. Here S={1,1,(1,2),.... , (B, B), (6, BY}.
Let A and B be the events of getting total 7 and 11 respectively.
A={(1,6),(25), 3 49, 43),62), 6 1}
and B={(5, 6), (6, 5}

The events A and B are mutually exclusive and
6 1 2 1
FR=3575 24 P®=55=5
By addition thesrem, .
P(total is 7 or 9) = P(A U B) = P(4) + P(B)
' 1,1 _3+1_2

"% 18 18 9°
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Example 9.14. In a single throw of two dice, find the probability that neither a Probability
doublet nor a total of 9 will appear.

Solution. Here S={1,1,(,2, ... , (6, 5), (6, 6)}.
. Number of possible outcomes = 6 x 6 = 36.
Let E = event that doublet is occurred
and F = event that sum is 9.
- E={1,1),@22), 3, 3), 449, (5,5), (6 6)}
and F={@3, 6), 4, 5), (5, 4), (6, 3)}.
4 1

A |
P(E)—'ég—g and P(F)—S—S—g.

P(neither a doublet nor a total of 9)
=PENF)=P(EUF))H=1-PEUF) (1)
The events E and F are m.e.
By addition theorem,

NOTES

g !
P(EUF)zP(E)+P®=E+_9-=i§

{1y PE‘NF)=1- —=—,

EXERCISE 9.2

1. A and B are mutually exclusive events for which P(A)=0.3,P(B)=pand PAUB) =0.5.
Find the value of p.

2. Find the probability that a card drawn from a pack of playing cards is either a ‘queen’ or
a king’.

3. A and B are two mutually exclusive events of an experiment,
If P('not A") = 0.65, P(A U B) = 0.65 and P(B) = p, find the value of p.
[Hint. Use P(A U B) = (1 — P(not A)) + P(B) ]

4. From a set of 17 cards, numbered 1, 2,3, ....., 16, 17, one is drawn at random. Show that
the chance that its number is divisible by 3 or 7 is 7/17.

5. Find the probability of getting the sum 9or 11in a single throw of two dice.
6. In a single throw of three dice, find the probability of getting a total of 17 or 18.

Answers

1. 02 ey 3.03 5.

D=

1
o

9.14. ADDITION THEOREM (GENERAL)

IfA and B are two events not necessarily mutually exclusive, associated with
a random experiments, then

P(A or B) = P(A) + P(B) - P(AB).
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. Business Statistics Proof. Let n be the total number of exhaustive equally likely cases of the
experiment.

Let m, and m, be the number of cases favourable

to the happening of the events A and B respectively. ANB

NOTES m
: P@=—t ad P@=—*
Since the events are given to be not necessarily

non-mutually exclusive, there may be some sample points
common to both events A and B.

Let m, be number of these common sample points. m, will be zero in case A and
B are mutually exclusive.

P(AB) = —
The m, sample points which are common to both events A and B, are included
in the events A and B separately.
Number of sample points in the event A or B
=mytmy - m,
m, is subtracted from m + m, to avoid counting of common sample points tw1ce

P(AorB)= A —2""3 = —+———n— =P(A) + P(B) - P(AB).

Hence, P(A or B)=P(A) + P(B) - P(AB).

Corollary 1. If events A and B happen to be mutually exclusive events, then
P(AB) = 0 and in this case addition theorem implies

. P(AorB)=P (A) + P(B) - P(AB) = P(A) + P(B) - 0=P(4) + P(B)
" P(Aor B)=P(A) + P(B).
This is the same as the addition theorem for mutually exclusive events.

Corollary 2. If A, B, C are three events associated with a random experiment,
then

PAorBor Q) =P(A) +P(B) + P(C) -P(BC) -P(CA) —_P(AIB) +P(ABC).

‘ Example 9.15. Find the probability that a card drawn from a pack of playing
cards is either a 'queen’or a spade’.

Solution. Total number of cases (cards) = 52
" Let A= event of drawing a ‘queen’
B = event of drawing a ‘spade’

P = i and PB)= E

Here the events are not mutually excluswe as drawmg of the card ‘queen of
.spade’ is common to both events.

P(AB) = —
By addition theorem, the probability of getting either a queen or a spade is

4 13 1 _16_4
P(AorB) = P(A)+P(B) P(AB) = 52 5 2 B2 13
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Example 9.16. One number is drawn from numbers I to 150. Find the probability
that it is divisible by either 3 or 5.

Solution. Here S=4{1,23,.... , 149, 150}.

Let A = event that the number is divisible by 3
i : A=1{3,6,9, ..., 147, 150}
50
P(A) = 150
Let B = event that the number is divisible by 5.
’ B={5, 10, 15 ... , 145, 150}
30
PB)= —.
. ®) 150
The events A and B are not m.e. because the sample points 15, 30, 45, ......, 150

are common to both.
AB'={15, 30,45, ...... , 135, 150}

P(AB) = 10 _
150

By addition theorem, the required probability of getting a multiple of either 3 or
His
B, a0 10 70 7

‘ P(A or B) = P(A) + P(B) - P(AB) = ﬁ+ﬁ—ﬁ=‘i§6=ﬁ.

Example 9.17. A student applies for a job in two firms X and Y. The probability
of his being selected in firm X is 0.7 and being rejected in the firm Y is 0.5. The probability
of at least one of his application being rejected is 0.6. What is the probability that he
will be selected in one of the firms?
Solution. Let A = event of getting selected in X
B = event of getting selected in Y
P(A)=0.7,PB)=1-05=0.5
P(AB) = 1 - P (rejecting in at least one firm) = 1 - 0.6 = 0.4
P(selected in one of the firm)
=P(Au B)=P(A) + P(B) - P(AB)
=0.7+05-0.4=0.8.

EXERCISE 9.3

1. Find the probability that a card drawn from a pack of playing cards is either a ‘king’ or
a ‘club’.

2. A drawer contains 50 bolts and 150 nuts. Half of the bolts and half of the nuts are
rusted. If one item is chosen at random, what is the probability that it is rusted or is a
bolt ?

3. From 30 tickets marked with first 30 numerals, one is drawn at random. Find the
probability that it is:

(1) a multiple of 5 or 7 (1) a multiple of 3 or 7.
4. A construction company is bidding for two contracts A and B. The probability that the
company will get contract A is 3/5, the probability that the company will get contract B

is 1/3 and the probability that the company will get both the contracts is 1/8. What is the
probability that the company will get contract A or B?
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" this case, the favourable cases are three and the total B

5. The probability that a contractor will get a plumbing contract is 2/3 and the probability
that he will not get an electric contract is 5/9. The probability of getting at least one
" contract is 4/5. What is the probability that he will get both contracts ?

[Hint.i=3+(1-—) P(AB)] . .

6. Find the probability of getting at least one five, in a single throw of two dice.

Answers
4 5 1 18
1 13 2. B - 3.4 3 (iD) 30
L o o M o 11
" 120 " 45. ' 36

9.15. CONDITIONAL PROBABILITY

Let us consider the random experiment of throwing a die. Let 4 be the event of getting
an odd number on the die.

$=1{1,2,3,4,5,6} and A={l,3,5).

3 1
PO=%=3".
LetB=1{2, 3, 4, 5, 6}.
If, after the die is thrown, we are given the
information that the event B has occurred, then the
probability of event A will no more be 1/2, because in

number of possible outcomes will be five and not six. The
probability of event A, with the condition that event B
has happened will be 3/5. This conditional probability is
denoted as P(A/B). Let us define the concept of conditional
probability in a formal manner.

Let A and B be any two events associated with a random experiment. The
probability of occurrence of event A when the event B has already occurred is called
the conditional probability of A when B is given and is denoted as P(A/B). The

conditional probability P(A/B) is meaningful only when P(B) # 0, L.e. when B is not an
impossible event,

By definition,
P(A/B) = Probability of occurrence of event A when the event B has already
occurred. .
no. of cases favourable to B which are also favourable to A
- no. of cases favourable to B
no. of cases favourable to An B
PA/B) = no. of cases favourable to B
_no. of cases favourableto AnB
. ce
s, ram - 22 oo
" no. of casesin the sample space
P(ANB)
P(A/B) = “P®E
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PBnA) P(ANnB)
R k 1. If P(A) # 0, the P(B/A) = = '
emar (A) # e P(B/A) PA) PA)
Remark 2. If A and B are m.e. events, then

PAAnB) 0 PBnA) 0
P(A/B) = “PmB) pm -0 end PBA)= =0,
IfA and B are m.e. events, then A/B and B/A are impossible events.
For an illustration, let us consider the random experiment of throwing two coins.
S ={HH, HT, TH, TT).

Let A={HH, HT}, B={HH, TH}, C = {HH, HT, TH} and D = {TT}.
2501 i & - LA
p(A)—'I*E, P(B)-4—2. P(C)-4. P (@D =T

A/Bis the event of getting A with the condition that B has occurred.

_nANB)_ nHH 1
PUB =—8  ~ 7lHE TH "2

n(HH,HT} 2 n{HH,TH} 2
nHHHT,TH 3 *d PO = s =3,
We observe that P(A/C) # P(4), P(B/C)  P(B).

The events A and D are m.e. and we have

MDnA) 0
P(A/D) = "(‘:(S)D)=% =0 and P@D/A) = A

Similarly, PA/C) =

AR g
Example 9.18. If P(E) = 0. 40, P(F)=0.35 and P(E U F) = 0.55, find P(E/F).
Solution. We have P(E) = 0.40, P(F) = 0.35, P(E UF) =0.55.
By addition theorem, :
P(E UF) = P(E) + P(F) - P(E A F)
0.55=0.40 + 0.35 - P(E N F)
P(ENF)=0.75-0.55 = 0.20.

Required probability, PEF) = E(IE:—(;)—F—) = %?g = %

Example 9.19. A coin is tossed twice and the four possible outcomes are assumed
to be equally likely. If E is the event ‘both head and tail have occurred”, and F the event:
“at most one tail is observed”, find P(E), P(F), P(E/F) and P(FIE).

Solution. We have S = {HH, HT, TH, TT}
E = {HT, TH} and F ={HH, HT, TH}.

E nF = {HT, TH).
_nE)_2 1 _nF) 3
P(E)_n(S)-4—2' P(F)_n(S)—4'
_ MEnF) 2 - MEnF) 2 _
PED == s W PEB= o2 oy
Example 9.20. A die is thrown twice and the sum of the number appearing is

observed to be 6. What is the conditional probability that the number 4 has appeared at
least once?

Solution. Let S be the sample space of the experiment.
: S={LD, (1.9, , (6, 5), (6, 6)}.

FProbability
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Let A = event of getting sum 6
and B = event of getting 4 at leasi once.
e A={(1, 5), 2 4, 3, 3), 4 2), (6, D}
and B={4, 1), (4, 2), 4, 3), 4, 9, 4. 5, 4, 6), (1, 4), 2, 4,

@3, 9, (65, 4, 6, 9}

5 i1
P@=3; ad PE=gg

Ase  AnB={®2,@4) - PANB=a

Now, required probability
= Probability of getting 4 on at least one die given that sum in 6
P(BhA) PANB) 236

2
=PBA="pa) = PA) 586 5

Alternatively, .

no. of cases favourableto‘AnB 2
no.of cases favourabletoA 5’
Remark 1. In practical problems, it would be pasier to use the formulae:

P®/A) =

A/B) = no. of favourable to'ANDB
@ PAB = 300r cases favourable to B
) no. of cases favourable to* BN A'ie. ‘AN B
@) PBA) = no. of cases favourable to A ’ .

Remark 2. The event A Bissameas BN A and each consists of sample points which
are common to both A and B.

Example 9.21. One card in drawn from a well sh_ufﬂed pack of 52 cards. IfE is
the event “the card drawn. is either a king or an ace” and F is the event “the card drawn
is either an ace or a jack”, then find the probability of the conditional event E/F.

Solution. There are 4 kings and 4 aces in the pack.

4442
‘ PE)= "5 13
There are 4 aces and 4 jacks in the pack.
‘ _4+4_2
52 13
The event E N F contain 4 aces.
4 1
PEnPF= T2 13

PENF) 113 1
Requiréd probability = P(E/F) = —(—-PT;—)—) =13 3"

' Example 9.22. Three fair coins are tossed. Find the probability that they are all

tails, if:
' (i) at least one of the coins show tail (i) two coins show tail
(ii) at least two coins show head (iv) at most one coin show head.
Solution. Here S = {HHH, HHT, HTH, THH, HTT, THT, TTH, TTT}.
Let A= event of getting all tails . A= {TTT}

(i) Let B = event that at least one of the coins show tail ‘
. B = {HHT, HTH, THH, HTT, THT, TTH, TTT}



AnB= {T'I‘T} Probability

nAnB) 1
Required probability = P(A/B) = N L

(i1) Let B = event that two coins show tail NOTES
- B ={HTT, THT, TTH}
AnB=¢
nAnB) 0
Required probability = W = 3 =0.
(#i1) Let B = event that at least two coins show head
; B ={HHH, HHT, HTH, THH}
AnB=¢
Required probability = P(A/B) = i(%)'i =§ =,
(iv) Let B = event that at most one coin show head.
. B = {HTT, THT, TTH, TTT}
An B={TTT}
Required probability = P(A/B) = %@ = % .

P(A nB)

Remark. The value of P(A/B) is equal to ﬁ(l:_ﬁ_B) which is also equal to P®)

(B)

EXERCISE 9.4

If P (not A} = 0.7, P(B) = 0.7 and P(B/A) = 0.5, then find P(A/B) and P(A U B).

. For two events A and B, P(A) = 0.5, P(B) = 0.6 and P(A N B) = 0.8. Find the conditional
probabilities P (A/B) and P(B/A). i

- Adie is thrown. Find that probability that the number obtained is greater than 2 if;

(i) no other information is given, (ii) it is given that the number obtained is less than 5.
A pair of fair dice is thrown. Find the probability that the sum is 10 or greater if 5
appears on the first die.

A pair of fair dice is thrown. If the two numbers appearing are different, find the
probability that the sum is 4 or less,

The probability that a person stopping at a petrol pump will ask to have his tyres checked
is 0.12, the probability that he will ask to have his oil checked is 0.29 and the probability
that he will ask to have both of them checked is 0.07.

(1) What is the probability that a person who has oil checked will also have tyre checked?

(&) What is the probability that a person stopping at the petrol pump will have either
tyres or oil checked?

[Hint: Let A and B be the events of getting ‘tyres checked’ and ‘oil checked' respectively,
P(A)=0.12, P(B) = 0.29, P(A N B) =0.07.
P(A nB)
P(B)
(#i) Required probability =P(A U B) = P(A) + P(B)-PANB)]

(i) Required probability = P(A/B) =
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' 1
1. 0.2143,0.85 2. 0.5,06 3. (i)% . @5
L 2 o2 : 6. () —= 17
NOTES - 3 15 : ‘ . (@ 29 ()] 50"

| 9,16. INDEPENDENT EVENTS

Let A gnd B be iwo events associated with a random experiment. We know that -
_PBnA)_PANB)
PEIN="pa) = P®
P(A N B) =PA) PB/A).

In general P(B/A) may or may not be equal to P(B). When P(B/A) and P(B) are
equal, then the events A and B are of special importance.

Two events associated with a random experiment are said to be independent
events if the occurrence or non-oceurrence of one event does not affect the probability
of the occurrence of the other event. For example, the events Aand Bare independent
events when P(A/B) = P(A) and P(B/A) = P(B).

Theorem. Let A and B be events associated with a random experiment.
The events A and B are independent if and only if

, P(A ~ B) =P(A) P(B).
Proof. Let A and B be independent events.

P(AnB)
“P@®) xP(@B) = P(A/B) P(B)
=P(A) P(B) [~ PAB)=P®A)]
_ P(A n B) = P(A) P(B).
Conversely, let P(A n B) =P(4) P(B).
P(AnB) _PAPBE) _ P(A)

PANB)=

PAB)="p@) " PB)
PBNA) PANB)_PAPE _
and : PBA) = "5 =" pay T PA

P(A/B) =P(A) and P(B/A) = P(B).
A and B are independent events.
Remark 1. P(A N B) = P(A) P(B) is the necessary and sufficient condition for the events
A and B to be independent. .
Remark 2. Lot A and B be avents associated with a random experiment.
() Let Aand Bbe m.e. . P@AN By=0 :
P(A ~ B) # P(A) P(B) i.e. A and B are not independent events.
- Mutually exclusive events cannot be independent.
(i) Let A and B be independent. )
~ P(AnB)=P(A) P(B)ie PAN B) = 0.

- A and B are not m.e. events.

Independent events cannot be mutually exclusive.
Important observation. [fA and B be any two events associated with a random
experiment, then their physical description is not sufficient to decide if A and B are
independent events or not. A and B are declared to be independent events only when

we have P(AB) = P(A) P(B).
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9.17. DEPENDENT EVENTS

Let A and B be two events associated with a random experiment. If A and B are not
independent events, then these are called dependent events.

In case of dependent events, we have P(A N B) = P(A) P(B/A).
Theorem. Let A and B be events associated with a random experiment.
IfAand B are independent, then show that the events (i) A, B (i) A, B
(iii) A, B are also independent.

Proof. The events A and B are independent.

P(A N B) = P(A) P(B) (D
) (AﬁB)n(KnB)z(AmK)r\(BnB)=¢mB=¢
and ANnB)U(A NnB)=(AUA)NB=S~B=B.

The events An B and A N B are m.e. and their union in B.
By addition theorem, we have

PB)=P(AnB)+P (A nB).
= P(A N B)=P(B) - P(An B) = P(B) - P(A) P(B)  [Using (1)]
=(1-P(A) P(B) = P(A) P(B).
P(ANB)=P(A)P(B)iec A andB are independent.
@ ANBNANB)=(AnANBNB)=Ane=¢
and ANB)UMANB)=AnBUB)=ANS=A
: The events AnBand A~ B are m.e. and their union is A.
By addition theorem, we have
P(A)=PAnB)+P(An B). .
=5 _ P(An B)=P(A)-P(AnB)=P(A)-P(A) PB)  [Using (1)]
=P(A)(1-P(B) = P(A) P(B).
PAAn B)=P(A)P(B)ie Aand B are independent.
(i) (ANBn(ANB)=(An A)nBAB)=A no=6
and (ANnB)n(AnB)=AnBuUB)=ANnS=A4A.
The events A " Band A n B are m.e. and their union is A,
By addition theorem, we have
P(A)=P(A nB) + P(A n B) (1)
= P(A n B)=P(A)-PA nB)=P(A) - P(A) P(B)
_ [Using part (i)]
=P(A) (1-P(®B)) = P(A) P(B).
P(A N B)=P(A) P(B) ie. A and B are independent.

Probability

NOTES
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. Example 9.23. If A and B are independent events such that P(AuB)=0.6and
P(A) = :

0.2, find P(B).

Solution. We have P(Au B)=0.6 and P (A) =0.2.
By addition theorem, we have

P(Aw B)=PA) + P(B)-P(AnB)
_P(A uUB)=P(A)+PB)-PA)PB) (- AandBare independent)

= 0.6=0.2 + P(B) - (0.2) P(B)
= 0.4=P(B) (1-0.2)
= 0.8 PB)=04 = PE = %% = 0.5.

Example 9.24. A coin is tossed thrice and all the eight outcomes are assumed
equally likely. In which of the following cases are the evenis E and F independent?

(@) E : the first throw resulls in head.

F': the last throw results in tail.

(i) E : the number of heads is two. i

F- the last throw results in head.

(iii) E : the number of heads is odd.

F: the number of tails is odd.
Solution. Let S be the sample space..
. § = {HHH, HHT, HTH, THH, HTT, THT, TTH, TTT}.
() Here E ={HHH, HHT, HTH, HTT) and F= {HHT, HTT, THT, TTT}.
4 1 4 1

P@=g=5 and PO=3=3

" There are 2 cases favourable to the event E N F, namely HHT and HTT.

.2 1
PEAD= 5o
Also, PEPE) = $%X3 = §=PE D).
The events E and F are independent.
(i) Here E ={HHT, HTH, THH} and F={HHH, HTH, THH, TTHS.

4 1

3
PEY= 3 and P = 373
There are 2 cases favourable to the event E n F, namely HTH and THH

2 1
P(EOF)—E—Z. -
Also, P(E) P = Sx 2= sPEAT)
50, =872 16 nxk

The events E and F are not independent.
(iii) Here ~E={HHH, HTT, THT, TTH} and F= {HHT, HTH, THH, TTT}.

4 1 o401
P(E)-—g—2 and P(F)_§_2'

There is no case favourable to the event E n F,




PENnF) = -g— =4
Also, P(E)P(F)=%><%=Z #PEnP

The events E and F are not independent.

EXERCISE 9.5

1. (1) Two events A and B are such that P(A) = 0.6, P(B) = 0.2 and P(A n B) =0.8. Does this
imply that A and B are independent?
(i) The events A and B are given to be independent. Find P(B) if it is given that P(A)
=0.35 and P(A u B) = 0.60.

2. (1) If P(not B) = 0.65, P(A U B) = 0.85 and A and B are independent events, find P(A).

(i) If P(not A) = 0.4, P(A U B) = 0.75 and A, B are given to be independent events, find
the value of P(B).

3. Acoinis tossed twice and all possible outcomes are assumed to be equally likely. A is the
event : both head and tail have occurred and Bis the event : at least one tail has occurred”.
Show that A and B are not independent.

4. One card is drawn from a pack of 52 cards so that each card is equally likely to be
selected. A is the event : “the card is a heart” and B is the event : “the card is a king.”
Show that A and B are independent.

5. A dieis thrown and the 6 possible outcomes are assumed to be equally likely. If E is the
event : “the number appearing is a multiple of 3’, and F is the event : “the number
appearing is even”. Show that the events E and F are independent.

Answers

5 10 3
1. () No. (i) IT] 2. (1) 13 (11) 3

9.18. INDEPENDENT EXPERIMENTS

Two random experiments are said to be independent experiments if the occurrence
or non-occurrence of an event in one experiment does not in any way affect the
probability of occurrence of any event in the other experiment. For example, two tosses
of a coin are independent experiments.

9.19. MULTIPLICATION THEOREM

If A and B be events associated with independent experiments E, and E,
respectively, then prove that
P(AB) = P(A)P(B).
Proof. Since the random experiments E, and E, are independent, the sample
spaces of the experiments are not affected by the events.
Let n, and n, be the numbers of exhaustive, equally likely cases in the first and
second experiment respectively.

Let m, be the number of cases favourable to the happening of the event A out of
n, cases of the first experiment.

Self-Instructional Material
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- PQ) = %
n
Let m, be the number of cases favour able to the happening of the event B out of

n, cases of the second experiment.

P® ==

. ng
By the Fundamental principle of events, the number of cases favourable to
the happening of the event AB in this specified order is m,m,. Also the number of
extaustive, equally likely cases in the combined experiment is i, n,,

NOTES

ity L Mz = pAYPB).
niy N1 ng
P(AB) = P(A) P(B).

The theorem can also be extended-to even more than two events

P(AB) =

Let A), A, ... , A, be k events associated with random experiments E|, Eg ... ,
E, with probabilities p,, py, ..., D respectively, then

P(AAg s A = PA) PA) . P8 =, Dy e D
Also Pmot A)=P(A)=1-p,

Pinot A.ﬂ) = P(Kz) =1-p,

P(not Ap) = P(A H=1-p
Since Al_, Ay . A, are associated with indP:pendénté experiment, therefore,
the events Kl, KQ, ...... , A , are also associated with independent experiments.
Now Pfevent of happening of at least one of A}, A,, ... A
"~ =1-P(event of happening of none of ALA, ... A)
21-P(A, Ay AP=1-P(A)PAY...P(AY
(By Multiplication theorem)
—1-41 —p)(L=Dy) . (1 =Py :

Remark. If A and B are events associated with experiments whmh are not independent,
then the probability of the event ‘AB' is found by using the result:

P(AB) = P(A) P(B/A).
This result can also be extended to more than two experiments.
_ Example 9.25. A and B appeared for an interview for two posts. Probabilily of
A’s re]ectwn is 2/5 and that of B's selection is 4/7. Find the probabthty that one of them

is selected.

Solution. The random experiments ‘interview of A' and ‘interview of B’ are
experiment.

‘Let | E = event that A is selected
anq o T = event that B is selected.

P(E)=% and P®) =+
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Alsao, PE)=1-P(E)=1-

| b0
| e

and P(F)=1-P(F)=1- =g.
Required probability = P(only one is selected)
=PEF u EF)=PEF)+P(EF)
(Using addition theorem)

~3|

NOTES

=P(E) P(F) + P(E) P(F)
(Using multiplication theorem)
e Bl
= —X—d =X —=—
TR T Il 2 7
Example 9.26. The odds in favour of one student passing a test are 3: 7. The
odds against another student passing it are 3: 5. What is the probability that both pass
the tesi?

Solution, Let A = event that first pass the test.
A o e
PA= 37710
Let B = event the second pass the test.
PR
®=375"%
The random experiments of results of students are independent.
3,8 8
P(both pass the test) = P(AB) = P(A)P(B) = 10 X 316

Example 9.27. A speaks truth in 60% of the cases and B in 90% of the cases. In
what percentage of cases, are they likely to contradict each other in stating the same
fact?

Solution. The random experiments of speeches of A and B are independent.

Let E = event of A speaking truth
and I = event of B speaking truth.
60 6 20 9
PE) = 100 10 and P(F)= 100 10

Probability of A and B contradicting each other =P(EF or EF)

=PEF) + P(EF)=P(E) P(F) + P(E) P(F)
=PE)1-P®F) + (1 - PE)P(F)

: E(l_i}{;-i]i W S R ol |
10\ 10 1010 " 10710 "10 10 100 °
A and B are likely to contradicts each other in 42% cases.
Example 9.28. A problem in statistics is &iven to five students A, B, C, D and E.
Their chances of solving the problem are 141, and % respectively. What is the
probability that the problem will be solved?

Solution. The random experiments of trying the problem by the given students
are independent.
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Let A, = event that A fails to solve the problem -
A, =event that B fails to solve the problem
A, = event that C fails to solve the problem
A, = event that D fails to solve the problem
A, = event that E fails to solve the problem.

PA)=1-3=3 PA)=1-%=3
Play=1-3=% PRy =1-}=¢
PAY=1-%=% _

" Now, P(event that the problem is solved by at, least one student)
= 1 — P(event that the problem is not solved by any of
the five students)
=1-P(A, A, A AAY
=1-P(A) P(A) P(A PA) PA) By Multiplication Theorem})
(1.2 3 _4_5 1 5 '
=] |ExExEx=x—i=1-===.
6 6

Example 9.29. Three bags contains 7 white 8 red, 9 white 6 red and 5 white 7
red balls respectively. One ball, at random, is drawn from each bag. Find the probability

| that all of them are of the same colour.

Solution. The three random experiments of drawing balls from given bags are
independent. '

7 White 9White [ - | 5 White
8 Red 6 Red 7 Red
Bagl BagII. Bag I

Let W, and R, be the events of drawing white ball and red ball respectively from
the ith bag,i=1, 2, 3. .

Required probability = P(all balls of same colour)
=P(W,W,W; or R R,R;)
=P(W, W, W) + PR,R;Ry)
= POW )P(W,P(W,) + PR, )PR,PR,)
=7x9x5+.8x6x7'
7+8 9+6 5+7 T+8 9+6 5+7

_ 7.9 .5 8 6 7 65 217
1515 12 15 15 12 2700 © 900"
Example 9.30. 4 bag has 4 red and 5 black balls, a second bag has 3 red and
7 black balls. One ball is drawn from the first and two from the second. Find the

probability that cut of three balls, two are black and one is red.

Solution. The random experiments of ‘drawing one 4 Red 3 Red -
ball from first bag’ and ‘drawing two balls from second 5 Black 7 Black
bag’ are independent. Bag1 Bag I '

We are to find the probability two black balls and
one red ball. ,
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Required probability Probability
=P (¥, S, orF,S,),
where F is the event of drawing red ball from the first bag, ete.
=PEF,S,) + PEF,S,) = PF) PS,) + PF,) PGS, NOTES
= X °C, + 3 X ———-3017Cl
4+5 70, " 445 3G,

Tx6
:ixﬂ?_.{.éxax,? =-:4-)(—7--{-§)(l-=-1_
9 10x9 9 10x9 9y T15% 91 15 18
1x2 1x2

Example 9.31. In a hockey match, the probability of winning of Indian team
against Pakistani team in 1/4. Three matches are played. Find the probability that:

(¥) India looses all the matches.
(1) India wins at least one match.
(i#7) India wins two matches.

Solution. The random experiments of matches between Indian team and
Pakistani team are independent.

Let A, to the event of winning of Indian team in the ith match, 1=1, 2, 3.

1 = : 1-3
P@A) = 1 and P(A)=1- i a
(1) P(India loosing all the matches)
== e - o e 2,83 7
=P(A1 A2 A3)=P(A]) P(Ag)P(A3)= szxz =a.
(@) P(India winning at least one match)
= 1 - P(India loosing all the matches)
27 87 : y
=1- e [Using part (i)]

(i) P(India winning two matches)
=PA A, AjorA A, A or A AL

=PA; A, A) +PA, A,A) +P(A A A)
=P(A) P(Ay) P(A ) + P(A) P(A 9 P(A) +P(A ) P(A) PA)
1 1x3 L gy A | 3 lxl 9

4 4 4 L4 s g n g 5 4 4 64°
Example 9.32. Three groups of children consists of respectively 3 girls and 1
boy, 2 girls and 2 boys, 1 girl and 3 boys. One child is selected at random from each
group. Find the chance that three selected children comprise 1 girl and 2 boys.

Solution. The random experiments of drawing one child from each group are
independent.

3 Girls 2 Girls 1 Girl
1 Boy 2 Boys 3 Boys
Group I Group IT Group I
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Let Gi and B, be the events of selecting a girl and a boy respectively from the ith
group,i=1,2 3. '
‘ P(1 girl and 2 boys)
=P(G,B,B, or B,G,B; or B,B,G,)
=P(G,B,B, + P(B,G,B,) + P(BB,Gy)
= P(G,)PB,P(B) + PB)P(G,P(By) + PB)PB)P(G)
(3 2><E +[l;<E E +[lx 2 X 1} 18+6+2 13
4 4 4 4 4 4 4 4 64 12 °

Example 9. 33. A bag contains 6 white ball and 4 black balls. Two balls are
drawn at random one by one without replacement. Find the probabthty that both balls
are white.

Solution. Since the first ball is not replaced before the second draw, the random
experiments of drawing balls are not independent.
Let W, = event that first hall is white
W, = event that second ball is white
P(both balls are-white)
= P(W Wo= P(W 1)P(W /W)
] 6-1 -6 5 1
= X = —X— = —,
6+4 BG-DH+4 10 9 3
Example 9.34. From a pack of playing cards, fwo cards are drawn one by one
without replacement. Find the probability that:

(@) first is king and second is queen

(ii) one is king and other in queen.
Solution. Since the first card is not replaced béfore the second draw, the random
experiments of drawing cards are not independent. .
Let K and Q; be the events of drawing a king and a queen respectlvely in the ith
draw, i=1, 2 '
(i) P(first is king and second is queen)
= P(I{1Q2) = P(Kl) P(Qg”KL)
4 4 4
= —X— = —,
52 51 663
(i) P(one king and one queen)
=P(,Q, or Q;K,) =P(K, Q» +P@Q, K,)
=P(K, PQ,/K,)) + P@Q) PK,/Q)
4 4 4 4 8
—X— + —
52 51 62 51 663"
Example 9.35. From a well-shuffled pack of playing cards, two cards are drawn

at random cne by one. Find the probabilily that they are both kings if the first cardis:
(i) replaced, (ii) not replaced before the second draw.

" Solution. Let K, and K, be the events of getting kings in the first draw and
second draw respectwely before the second draw.

1] Smce the first card is replaced, the random experunents are mdependent

N
P(both kings) =PE,Ky) =PK) PEKy = 5 52 *%2 T 169
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(ii) Since the first card is not replaced, the random experiments are not
independent.

4 3 1
Plothkings) = PAK) = PK,) PER/K,) = Foxox = 1.

Example 9.36. A bag contains 8 red and 5 white balls. Two successive drawings
of three balls are made such that (i) balls are replaced before second trial, (ii) balls are
not replaced before second trial. Find the probability that 1st drawing will give 3 white
and the 2nd 3 red balls.

Solution. Let W, and R, be the events of getting 3 white balls
in the first draw and 3 red balls in the second draw respectively.

(1) Since the balls of first draw are replaced, the random
experiments are independent.

8 Red
5 White

P(W,R,) =P(W,) P oL ><E—"——£~><-56—-o‘ooas
WiRy) =P(W,) PRy = T * B, ~ = 355 % 255 = -

(i) Since the balls of first draw are not replaced, the random experiments are
not independent.

e G °C; 10 56
P(W,R) =PW)) PR,/W,) = g, " Vg, = ggx-lz—o =0.0163.

Example 9.37. In each of a set of games, itis 2to 1 in favour of the winner of the
previous game. What is the chance that the player who wins the first game shall win at
least three of the next four games?

Solution. Let W, be the event that the winner of the first game wins the ith
game, i =2, 3, 4, 5.

P(Winner of the first game wins at least 3 out of the next 4 games)
=PW, W, W, W, or W, W, W, W,_or W, W W, Wor W, W, W, W,
or W, W, W, W,
=PW, W, W, W)+ PW, W, W, Wy + P(W, W, W, Wy 2
+P(W, W, W, W + PW, W, W, W)
=PW,) PW,W,) PW /W, W,) P(W5/W2 W, W)
*+ PWy) PW,/W)) P (7 /W, Wy POW,/W, W, 7 )
+ P(Wy) P(Wy/W,) PW,/W, W o PW /W, WaW)
*P(W ) PO/ W ) POW /7 , W) POW, /37 , W, W,)
+ P(W,) PW,/W,) POW,/W 2 Wy) POW,/W, W, W)

8. 2-2 o1 "% 2 1 "gEiys s

S X=X =X—= f —X=X=X= 4 =X—=X=X2

3 3°8°3. 83873 § &8°% 33
Dol (2 | B ipi8 2
+ oX=X—=X= 4 —X=X=X—
3,83 8. 33 .3 -8

_8+4+4+4+16 _ 36

81 81°

Self-Instructional Material

Probability

NOTES

229



Business Statistics

EXERCISE 9.6

1. Two cards are drawn from a pack of cards in succession (‘with replacement). Find the
probability that the first eard is spade and the second is a black king. r

2. A husband and a wife appear in an interview for two vacancies for the same post. The

NOTES

probability of husband’s selection is % and that of wife is % . What is the probability

that both of them will be selected?

3. A man wants to marry a girl having qualities : white complexion—the probability of
getting such & girl is one in twenty, handsome dowry — the probability of getting this is
one in thirty. Find the probability of his getting married to a white complexioned girl
who may also bring handsome dowry. :

4. () A problem in statisties is given to three students Ram, Shyam and Radheyshyam
whose chances of solving it are 0.3, 0.5 and 0.6 respectively. Find the probability
that the problem will be solved.

(i) Aproblem in statisties is given to three students, A, B and C whose chances of solving
it are 1/2, 1/3 and 1/4 respectively. Find the probability that the problem will be
solved.

_ (fif) A problem in statistics is given to four students A, B, C and D whose chances of

. solving it are %, %, -41—, % respectively. Find the probability that the problem is

solved.

5. The probébi]ity of A winning a race is -%- and the probability of B winning the race is %
Find the probability that none will win the race.

6. (i) The odds in favour of ‘A’ solving a problem are 7 : 6, and the odds against ‘B’ solving

the same problem are 11 : 8. What is the probability that the problem will be solved,

. if both try the problem? ' .

(i) A can solve 90% of problems given in a book and B ean solve 70%. What is the
probability that at least one of them will solve the problem, selected at random?

7. The odds in favour of first s peaking the truth are 3 : 2. The odds in favour of second
speaking the truth are 5 : 3. In what percentage of cases are they likely to contradict
each other on an identical point?

8. What is the probability of throwing 6 with a die at least once in 3 attempts?

9. A can solve 75% of problems and B cen solve 70%. What is the probability that at least
one of them will solve the problem, selected at random.

10. Find the probability of drawing a heart on each of the two consecutive draws of one eard
from a well-shuffled pack of playing cards, if the card is not replaced after the first draw.

11. Find the probability of drawing a king, a queen and a knave in that order from a pack of
-playing cards in three consecutive draws of one card. The first two cards drawn are
replaced. .

12. A bag contains 10 red and 6 black balls, 4 balls are drawn successively one by one and
are not replaced. What is the probability that these are alternatively of different colours?

13. A bag contains 13 balls numbered from 1 to 13. Suppoese an even number is considered
as a success, Two balls are drawn one by one without replacement. I ind the probability
of getting one success.

14. A student is trying to seek admission in either of the two colleges. The probability that
ho is admitted in first college is 3/5 and that in second college is 1/3. Find the probability
that he is admitted at least one of the colleges.
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15. A bag contains 2 white balls and 3 black balls. Four persons, A, B, C, D in the order
named each draws one ball and does not replace it. The first to draw a white ball receive
T 80. Determine their expectations.

[Hint. Let A, B, C, D themselves denote the probability of their winning.

P(A)zg 2 3
Sy
O
e TR

Their respective expactations are % [50 x-52—], 4 [50x—3—],? [50)’(1}

10 ]
1
50 x —|I.
?[ ]OJ]

Answers
1 8 3. ——
- J0a 225 - 800
4 0.8 . 3 o 13
. (D086 - (if) T (i) 16
5, 245 _2 6. n 8L .97
© 5673 - 247 “ 100
3,8),(2,5 - Exixi]_ﬂ
7. [(gx§)+[ngJ] 100% = 47.5% 13.1—[6 6 "6) = 218
9 37 10 B2 _ 1 11. 0.000455
t 40 B2 51 T 17 T
1 3 ST, 1,6 1
" 364 13 12 13712 13
11
14 I 15.%20,7 15,310, 5.

9.20. TOTAL PROBABILITY RULE

LetE,E,...., E, be n mutually exclusive a;ld exhaustive events, with non-zero
probabilities, of a random experiment. If A be any arbitrary event of the
sample space of the above random experiment with P(A) > 0, then

PQA)=PE)PA/E) + PE)PAME,) +...... + P(E,)PA/E).
Proof, Let S be the sample space of the random experiment.

Since E, E,, ...... , E, are exhaustive, we have
S=E, uEu... VE,.
Now A=SmA=(E1uE2u ...... uE)nA
= A=(ElmA)u(E2nA)u ...... vl NA) (D
Since E, E,, ..... » B, are mutually exclusive, we have

) EinEqu;fori;éj.
Now(EinA)n(EjnA)=(El.nEj)lm'A=¢nA=¢ |
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Business Statistics s EB,nAE, NA ..., E_ N Aarealso mutually exclusive.
By addition-theorem, (1) implies
P(A) =PE, N A)+PE,NA) + ...+ PE NA)
NOTES = P(A) = P(E)PAE,) + PE)PAE,) + ... PE,IPAIE,).
Remark. In practical problems, it is found convenient to write as follows:
P(A) = P(B,A or ByA or ..... o BA) = PB,A) + PEA) + o+ PE,A)
P(4) = P(E)P(A/E,) + PE)PAE) + ..... + PE)PA/E,).
Corollary. In particular if n =2, we have
P(A) = P(E,)P(A/E,)) + P(E,)P(A/E,).

Example 9.38. A bag contains 4 red and 3 black 4 Red 2 Red
balls. A second bag contains 2red and 4 black balls. One 3 Black 4 Black_
bag is selected at random. From the selected bag, one ball Bagl BagIT
is drawn. Find the probability that it is a red ball.

Solution. Let E, and E, be the events of selectin -4 R ER
first bag and second bag respectively. : 12 E1<

- PE)Z T, PE= 5 I

- VT VYT g > 173 ~R ER.
Let R be the event of drawing a red ball. ‘ B
P(R/El) = P(Red ball is drawn from first bag) = ,—47-

- 2 1
’ Similarly, PRE, = ® =3
Now, P(seleqting a xed ball)
=PR)=PERor E,R) =PER) + PE,R)
=PE)PR/E,) + PEHPR/E,)
1 4 1.1 2 1 19
X == ==,
2 7 2 3 7 6 42
" Example 9.39. Two urns contains 2 red, 4 white and 3 red, 7 white balls. One of
the urns is chosen at random and a ball is drawn from it. Find the probability that the
ball drawn is (i) red (it) white. - ‘
Solution. Let E, and E, be the events of choosing the first urn and the second
urn respectively. ' : '

1 1 - | 2Red 3 Red .
PE) =5, PE)= 4 White 7 White
. urnl Urnn
(i) Let R be the event of drawing a red ball.
2 1 +m R ER
= ——_— = 1/3 1
P(R/E,) 2+4 8 ’
E
PRE) = 2 = 2 _ 102 W
27847 10 R ER
Now P(drawing a red ball) = P(R) 12N 810 2
=P(ERor E,R) =PER) + P(E,R) - 2
- _ : : W

232 Self-Instructional Material




=P@E)PR/E,) + P(E,)P(R/E,)
— lxl i l x _3_ = E E'
“2°3 72710 60 12

(i) Let W be the event of drawing a white ball.

/
n
R
/2
PW/E,) = - 4c 9 1 Ez<

2+4 3 2700
s g 7. W EW
3+7 10
Now P(drawing a white ball)
=PW)=PE W or E,W) = PE,W) + P(E,W)
= P(E)P(WE)) + P(E,)P(W/E,)
Tt TP e, R

= =X— 4 =X—= —,
2 3 2 10 60
Example 9.40. Suppose that 5 men out of 100 men and 25 women out of 1000
women are good oretor. Assuming that there are equal number of men and women, find
the probability, of choosing an oretor.

A EA
Solution. Let E, and E, be the events of choosing 1720 A
a man and a woman respectively i E,

A
1
PE) = % and P(E,) = 3 because there are A 1/4.<A EA
E,

equal number of men and women.

Let A be the event of choosing an oretor A
P(A/E)) = probability that a man is an oretor

sy -1
T 100 20
P(A/E,) = probability that a woman is an oretor
o LR |
T 1000 ~ 40
*. Ploretor is chosen) = P(A) = P(E,Aor E,A)

=P(E,A) + P(E,A) = PE)P(AE) + PE,)PA/E,)
| T - R 3

2720 "2%% " 80
Example 9.41. There are two bags. The first bag contains 5 white and 3 black
balls and the second bag contains 3 white and 5 black balls. Two balls are drawn at
random from the first bag and are put into the second bag, without noticing their colours.
Then two balls are drawn from the second bag. Find the probability that these balls are
white and black.

Solution. Let E,, E, and E;, be the events of | 5White 3 White
transferring 2 white, 1 white and 1 black, 2 black balls | 3 Black 5 Black
respectively from the first bag to second bag. Bagl Bag Il

5
T, Qe T
PE)= 0, 798 14
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Business Statistics 5 C, x 3c, 5x3 15

PE,) =

8C, 28 28
3
= Ca_3
NOTES Py = Bc, 28

Let A be the event of drawing one white and one
black ball from the second bag.

P(A) = P(E,A or E,A or E,A)
= P(E,4) + P(E,A) + P(B,A)
= P(E,)P(A/E,) + P(E)P(AE,) + P(E)P(A/E,)
5 feixfc 15 foxfey 8 °C1x'C,
14 Bg, 28 ¢, 28 g,
5 .5 1B 8 3 7 73

=19 87155 28715 " 1260°
Example 9.42. Two machines A and B produce respectively 60% and 40% of the
total numbers of a items of a factory. The percentages of defective output of these machines
are respectively 2% and 5%. If an item is selected at randor, what is the probability
that the item is (i) defective (ii) non-defective? |
Solution. Let E, E, be the events of drawing an item produced by machine A
and machine B respectively. Let A be the event of selecting a defective item.

A represent the event of selecting a non-defective item. We have

. P(E)=60%, PE,) = 40%. c 2% ~A EA

P(A/E,) = probability that a defective item is 80%,~ A EA
produced by A = 2%. : ° 1

P(A/E,) = probability that a defective item is . 40% . g A EA

= h/Y . 2 _ : _

produced by B = b%. SA~A EA

(@) P(selected item is defective)
= P(A) = P(B,A or E,A) = PE,A) + PE,A)
= P(EP(AE,) + PE,)P(AE,) = (60%)(2%) + (40%)(5%)
60 2 40 5 320
=100 <700 " 100 100 ~ 10000 _ »-0%%
(i) P(selected item is non-defective)

=P(A)=P(E,A orE,A)=PE 3) +PE,A) _
= P(E)P(A /E,) + PE,)P(A /E,) = (B0%)(98%) + (40%)(95%)

60 98 Jr-ﬂxis_-_ 9680  0.968
1007100 © 100 100 10000

EXERCISE 9.7

1. Abag contains 3 white and 2 black bells and another bag contains 2 white and 4 black
balls. One bag is chosen at random. From the selected bag, one ball is drawn. Find the
probability that the ball drawn is white.
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2. Find the probability of drawing a one-rupee coin from a purse with two compartments Probability
one of which contains 3 fifty-paise coins and 2 one-rupee coins and other contains 2 fifty-
paise coins and 3 one-rupee coins.

3. An unbiased coin is tossed. If the result is a head, a pair of unbiased dice is rolled and
the sum of the numbers obtained is noted. If the result is a tail, a card from a well NOTES
shuffled pack of eleven cards numbered 2, 3, 4, ....., , 12 is picked and the number on the
card is noted. What is the probability that the noted number is either 7 or 8 ¢

4. Inabolt factory, machines A, B and C manufacture 25%, 35% and 40% of the total bolts.
Of their outputs 5%, 4% and 2% are respectively defective bolts. A bolt is drawn at
random from the cutput. What is the probability that the bolt drawn is defective?

3. We are given three boxes as follows:

Box I has 10 light bulbs of which 4 are defective.

Box II has 6 light bulbs of which 1 is defective.

Box 111 has 8 light bulbs of which 3 are defective. .

We select a box at random and then draw a bulb at random: What is the probability that
the bulb is defective? ’

6. A bag contains 6 white and 7 black balls, and ancther bag contains 4 white and 5 black

 balls. Aball is taken from the first bag and without seeing its colour is put in the second
bag. A ball is taken from the latter. Find the probability that the ball drawn is white,

7. Bag A contains 5 white and 6 black balls. Bag B contains 4 white and 3 black balls. A
ball is transferred from bag A to the bag B and then a ball is taken out of the second bag.
Find the probability of this ball being black. ) ’

8. Abag contains 3 white and 5 black balls and a second bag contains 5 white and 3 black
balls. One ball is transferred from first bag to the second and then a ball is drawn from
the second bag. Find the probability that the ball drawn white.

9. An urn contains 10 white and 3 black balls, while another urr contains 3 white and
5 black balls. Two balls are drawn from the first urn and put in to the second urn and
then a ball is drawn from the latter. What is the probability of drawing a white ball?

Answers

L = 2. 1 5. 18 0.345

15 %3 * 792 4.0
] L LB a3
" 360 " 65 - 88 - B
. 50
- 180 :

I. BAYES' THEOREM

9.21. MOTIVATION

Let there be two or more urns, each containing some white balls and red balls. Suppose
an urn is chosen at random and a ball is drawn from that chosen urn. By using addition
theorem and multiplication theorem, we can find the probability of drawing a white
ball (or red ball) from the urn chosen. . :

But in case, we are given that the ball drawn is white and we are interested in
finding the probability of the event that the ball was drawn from the Ist urn or IInd
urn, etc., then the situation is not the same as in the previous case. Now the probability
of the drawn urn will depend upon the colour of the drawn ball.
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Business Statistics To tackle this type of problems, Bayes' theorem is used. This theorem was
enunciated by British mathematician Thomos Bayes in 1763.

Let E, E, ...... » E, be n mutually exclusive and exhaustive events, with non-
. Zero probabllltles, of a random experiment. If A be any arbitrary event of the
NOTES sample space of the above experiment with P(A) > 0, then
P(E,)P(A/E;
P(E/A) =5 ®PAE) o ci<n
2 P(E;)P(A/E)) -
j=1

Proof. Let S be the sample space of the random experiment.
- S=E uvE,u.... VE, (- E, B, ... E are exhaustwe)
" Now A=SnA=EvVEuU... uE)nA '
=E,NAVE,NA V.. .UE NA).
PAY=PE, NnA)+PE,nA) + ... +PE, N A*
= P(E,)P(A/E,) + P(E,)P(A/E,) + ...... + PE,PAE)

-or P(A) = 2 PE)PAE;) . (D
i=1 _
: P(E; N A) _
Now, PE/A) = —IW’ l1<i<n
PE/A) = — PO ien [Using (1)]
2 P(E))PA/E;) . -
- i j= 1
Remark 1. If n =2, then
_ P(E,)P(A/E;)
PE /A = P(E|)P(A/E,) + P(E5)P(A/E,)
ond PE/A) = P(E,)P(A/E,)

P{EPA/E ) + P(Eg)P(A/ES) '

Example 9.43. In 1988, there will be three condidates for the position of principal
— A, B and C. The chances of their selection are in the proportion 4 : 2: 3 respectively.
| The probability that A, if selected, will introduce co-education in the college is 0.3, The
probability of B and C doing the same are respectively 0.5 and 0.8. Whatis the probability
that there will be co-education in the college in 1988 2 Also find the probabilily that the
co-education in the college was introduced by the pnnapal B.

Solution. Let E,, E,, E, be the events of selection of A, B, C as prmclpal
respectively. Let A be the event of introduction of co-education in the college.

2

PEI=75737 9 PED= 1943 )
. 3 3
- and - PEI= 243" o
- 3 5
Also, . PMAE)==s, P@E)=35, PWE)=15

Now, P(co-education is mtroduced in the college)
=P(A)=P(E,A or E,Aor E;A) = P(E|A) + P(EZA) +PEA
= P(E)P(AE)) + P(E,)PAE,) + P(E,)P(A/E,) '

NEREANCMANCRANE
9 10 9 10 9 10 90 ~ 45°
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By Bayes’ theorem, Probability
P(Co-education was introduced by the principal B)

2 B
_ _P(E,)PAE,) 9%710 5
=P(E/A) = BOA) = P NOTES
45

Example 9.44. A manufacturing firm produces steel pipes in three plants
with daily production volume of 500, 1000 and 2000 units respectively. According to
past experience, it is known that the fraction of defective outputs produced by the three
plants are respectively 0.005, 0.008, 0.010. If a pipe is selected from a day’s total
production and found to be defective, find out the probability that it came from the first
plant.

Solution. Let E,, E, and E, be the events of drawing a pipe produced by first
plant, second plant and third plant respectively. Let A be the event of drawing a

defective pipe.
3 500 -
PE) =500+ 1000 + 2000
1000 2000 4

P®) = 500+ 100072000 ~7 2nd PE) = 500+ 1000 +2000 = 7°
Also P(AfEl) = 0.005, P(AIEQ =0.008 and P(A/Ea) =0.010.
The events E,, E,, E, are mutually exclusive and exhaustive.
By Bayes’ theorem, P(Plant I produced the defective pipe) = P(E,/A)

. P(E,)P(A/E,)
P(E,)P(A/E,) + P(E,)P(A/E,) + P(E;)P(A/E,)

b

(D G|

1
7 (0.005)

0 | 2 4
7 (0.005) + 7 (0.008) + 7 (0.010)

0.005 0005 5

~ 0.005+0016+0040) 0061 61°
Example 9.45. An insurance company insured 2000 scooter drivers, 4000 car
drivers and 6000 truck drivers. The probability of an accident involving a scooter driver,
car driver and a truck driver is 0.01, 0.03 and 0.15 respectively. One of the insured
drivers meets with an accident. What is the probability that he is a car driver?

Solution. Let E, E,, E, be the events of drawing scooter driver, car driver,
truck driver respectively.
Total number of drivers = 2000 + 4000 + 6000 = 12000
2000 1 4000 1 6000 1

)= 12000 =5 PED= 13000 =5 4 PED= 5005~ 3

Let A be the event of getting an accident.
P(A/E,) = 0.01, P(A/E,) = 0.03 and P(A/E,) = 0.15

The events E,, E, and E, are mutually exclusive and exhaustive.
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By Bayes’ theorem
P(aceident involved ear driver) = P(EZIA)
B P(E,)P(A/E,)
"~ P(E)P(A/E,) + P(E,)P(A/E,) + P(E; )P(A/E,)

1
= 3% 008 _ 00t 006 _3
1 001+ Lx00s+ix015 0926 052 26
6 3 9
EXERCISE 9.8

A bag contains 4 black and 1 white balls and another bag contains 5 black and 4 white
balls. One bag is chosen and a ball is drawn. If the ball drawn is black, find the probabﬂlty
that it is drawn from the first bag.

Two urns contain 4 white, 6 blue and 4 white, 5 blue balls. One of the urns is selected at
random and a ball is drawn. If the ball drawn is white, find the probability that it is

drawn from the second urn.

Assume that a factory has two machines. Past records shows that machine I produces
60% of the items of output and machine II produces 40% of the items. Further, 2% of the
items produced by machine I were defective and only 1% produced by machine II were
defective, If a defective item is drawn at random, what is the probability that it was
produced by machine I?

In a factory, machines A, B and C produces 40%, 40% and 20% respectively. Of the total
of their output 1%, 1% and 3% are defective. An item is drawn at random from the total
production and found to be defective. Find the probability that this item is produced by
the machine C.

A manufacturing firm produces pipes in two plants with daily production volume of
5000 and 7000 units respectively. According to past experience, it is known that the
fraction of defective outputs produced by the plants are 0.01 and 0.02 respectively. If a
pipe is selected at random from a day’s total produetion and found to be defective, find
out the probability that it came from the second plant.

Answers .

36/61 2. 10119 3. 3/4 4. 3/7
14/18

9.22. CRITICISM OF CLASS[CAL APPROACH OF

PROBABILITY

238  Self-Instructional Material

Though the classical approach of measuring probability seems to be quite simple and
straight forward, but this approach is subjected to certain points of criticism.

In defining probability of an event, we assume that all the possible cutcomes

are equally likely. . This means that all the possible outcomes of an experiment have
equal chances of being occurred. In other words, the probability of occurrence of each
outcome is equal. Thus, in classical approach, we define probability of an event in
terms of probabilities of various outcomes of the experiment. Thus, this definition of
probability is circular in nature.




The classical approach is based on abstract reasoning and is suitable under Probability
ideal conditions. For example, we say that in the experiment of throwing a die, the
probability of getting 2 is 1/6. But this will be true if the die is unbiased i.e. it is
perfect. In practice, perfection is not achieved. Thus, this approach is not realistic in
nature. NOTES

9.23. EMPIRICAL APPROACH OF PROBABILITY

This approach is based upon repetitive experiments under uniform conditions. Suppose
a coin is perfectly balanced and we toss it 100 times. In 100 tosses, we may get head 56
times. Again if we toss this coin 1000 times, we may get head 519 times. Again if we
toss this coin 10,000 times, we may get head 5085 times. In these experiments, we see
that the ratio 56/100, 519/1000, 5085/10000 is tending toward 1/2, which should be
the probability of getting head in any toss of the coin. In empirical approach, the
probability of an events is defined in terms of a ratio of the type explained above.

If an experiment is repeated n times under uniform conditions and an event E
occurs ‘m’ times, then the probability of the event E is defined as

PE)= lim 7

n—oo n

In the definition, ‘lim’ emphasizes the fact that n must be very large. In the

n—e

real mathematical sense, we cannot measure ’l‘];.; ™ because we cannot repeat any

n
experiment infinitely many times. Thus, in this approach, we content ourselves by
assuming that n takes large and practically possible values. If we toss a perfect coin
two times, it is not expected that we shall definitely get one head and one tail. But if
the same coin is tossed 5000 times, we may get about 2500 heads. Thus, the probability
defined in this approach is a long run concept, because to find the probability of an
event, we have to repeat out experiment a large number of times. In any experiment,
we shall have m < n.

PE)=lim ™ implies 0<PE)<1.
n—oo n

The empirical approach of probability is based on experience.

Limitations. The computation of empirical probability requires repetition of
experiment, a very large number of times. This restrict the suitability of this approach.
In many cases, the experiment may not be repeated large number of times. If E be the
event that a particular student secures 70% marks or more in all the examinations
given to him in a particular year, then this experiment cannot be repeated many number
of times. This approach is also not applicable to experiments which are not expected to
occur frequently in future.
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9.24. SUBJECTI_VE APPROACH OF PROBABILITY

The classical and empirical approaches of probability are objective in nature. In the

NOTES . subjective approach, the probability of an event is considered as a measure of one’s
confidence in the occurrence of that particular event. The probability of the event that
_the student ‘A’ will pass the examination cannot.be caleulated by any of the above
discussed objective approaches. The events of his passing and failing are not equally
likely cases. Had these cases been equally likely, we could have used classical approach

and said that the probability is - . In this case, the experiment is such that it cannot

be repeated under uniform condltlons. Thus, the empirical approach also fails to
comment upon the probability of this event. In such cases, the subjective approach is
found useful. In subjective approach, the probability of an event represent the degree
of faith which a rational person reposes in the occurrence of that certain event. The -
degree of faith will depend upon his judgement, personal outlook, ete. In this approach,
the probability of a event, differ from person to person and that is why it is called
subjective approach. In this approach, the- probablhty of an event also suffer from
personal bias of its estimator, .

| 9.25. SUMMARY

» When we perform experiments in science and engineering, repeatedly under
very nearly identical conditions, we get almost the same result. Such experiments
"are called deterministic experiments.

There alsc exist experiments in which the results may not be essentlally the
same even if the experiment is performed under very nearly 1dent1cal conditions.
Such experiments are called random experiments.

o -The sample space of a random experiment is defined as the set of all possible

outcomes of the experiment. The possible outcomes are called sample points.

o- ATree diagram is a device used to enumerate all the logical possibilities of a
. sequence of steps where each step can occur in a finite number of ways.

¢ An event is defined as a subset of the sample space. An event is called an
elementary (or simple) event if it contains only one sample point. In the
experiment of rolling a die, the event-A of getting ‘3’ is a simple event. We write
A ={3}. An event is called an impossible event if it can never occur.

'9.26. REVIEW EXERCISES '

Explaln the fundamental coneepts of Probabﬂlty’

Define ‘probability’.

Write the fundamental concepts of probability caleulation.

Define ‘probability’ and explain its importance in Statistics.

Explain the term ‘Mutually Exclusive Events’ by taking some examples. -
What is conditional probability? Explain with the help of an example.

Noe s s N

Define probability and explairf the Addition law of probability giving suitable examples.

240 Self-Instructional Material




10.
11.
12.

13.
14.

Explain what do you understand by the term ‘probability’. State and prove the addition
and multiplication theorems of probability.

Explain short notes on any two:
(1) Dependent and independent events
(it) Mutually exclusive and equally likely events
(117) Simple and compound events.
Explain the Multiplication Theorem of Probability with suitable example.
Explain Bayes' theorem with the help of an example.

Define probability in different ways. Giving their merits and demerits by examples.
State which is the best. '

Discuss in detail the Classical and Empirical approaches to probability.
Explain the various approaches to probability.
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" NOTES

10. PROBABILITY DISTRIBUTIONS

10.1.
10.2.

10.3.
10.4.
10.5.
10.6.
10.7.

10.8.

10.9.
10.10.
10.11.
10.12.
10.13.
10.14.

10.15.
10.16.
T 10.17.
10.18.
10.19.

10.20,
10.21.
10.22.
10.23.
10.24.
10.25.
10.26.

10.27.
|| 10.28.
~ 1| 10.29.
10.30.
10.31.
10.32.
10.33.
10.34.
10.35.
10.36.
10.37.

(Binomial, Poisson, Normal Distributions)

Introduction
Empirieal Distribution

1. Binomial Distribution
Introduction ’
Conditions
Binomial Variable .

Binomial Probability Funetion
Binomial Frequency Distribution

II. Property of Binomial Dlstrlbutmn
The Shape of B.D.
The Limiting Case of B.D.
Mean of BD.
Variance and S.D. of B.D. .
¥, Andy, of B.D.

. Recurrence Formula for B.D.

Fitting of a Binomial Distribution

II1. Poisson Distribution
Introduction
Conditions
Poisson Variable
Poisson Probability Function
Poisson Frequency Distribution

IV. Property of Poisson Distribution
The Shape of P.DD.
Special Usefulness of P.D.
Mean of P.DD.
Variance and S.D. of P.D.
v, andy, of P.D.~
Recurrence Formula for P.D. -
Fitting of a Poisson Distribution

o V. Normal Distribution
Introduction
Probability Function of Continuous Random Variable

“Narmal Distribution

Definition

Standard Normal Distribution

Area Under Normal Curve

Table of Area Under Standard Normal Curve
Properties of Normal Distribution

Fitting of a Normal Distribution -

Summary

Review Exercises
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; Probability Distributions
10.1. INTRODUCTION

We know that a real valued function defined on the sample space of a random

experiment is called a random variable. A random variable is either discrete or NOTES
continuous.
Let x be a diserete random variable assuming values x,, Loy Xos, ... o

corresponding to the various outcomes of a random experiment. If the probability of
occurrence of x = x; is P(x) = p, 1 <i <n such that Py tpyt+ps+ ...+ p, =1, then the
function, P(x) = p, 1 <i < n is called the probability function of the random variable x
and the set {P(x,), P(x,), P(x,), ...., P(x,)} is called the probability distribution of x.

10.2. EMPIRICAL DISTRIBUTION

Let x be a discrete random variable assuming values x,, x,, ..., ¥, corresponding to
various outcomes of a random experiment. Let this random experiment be repeated N
times. Let the random variable x take values X, X,, ....., X, with respective frequencies
g f,where fi+f,+ ... P =N
The distribution | x % x, %
| B £ s is called an empirical
distribution.

Illustration. Let the random experiment be of tossing of two coins.
S ={HH, HT, TH, TT}.

Let x be random variable “square of number of tails,” then x takes the values
02=0, 12=1,22=4 Let this random experiment be repeated 100 times and let the
observed frequencies be as follows:

HE " HE- SR

¥ l d l
24 27 23 ° 26
The empirical distribution corresponding to above experiment is

x 0 (HH) | . 1HTTH 4 (TT)
f 24 50 (= 27 + 23) 26

Now we shall consider three very important types of probability distributions.

I. BINOMIAL DISTRIBUTION

10.3. INTRODUCTION

The binomial distribution is a particular type of probability distribution. This was
discovered by James Bernoulli (1654—1705) in the vear 1700. This distribution
mainly deals with attributes. An attribute is either present or absent with respect to
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elements of a population. For example, if a coin is tossed, we get either heaa or tail.
The workers of a factory may be classified as skilled and unskilled. An item of a

_population of articles produced in a firm may be either defective or non-defective.

10.4. CONDITIONS

The following conditions are essential for the applicability of binomial distribution:

(i) The random experiment is performed for a finite and fixed number
of trials. If in an experiment, a coin is tossed repeatedly or a ball is drawn from an
urn repeatedly, then each toss or draw is called a trial. For example, if a coin is tossed
6 times, then this experiment has 6 trials. The number of trials is an experiment is
generally denoted by ‘n’

(ii) The trials are independent. By this we mean that the result of a particular
trial is not going to effect the result of any other trial. For example, if a coin is tossed
or a die is thrown, the trials would be independent. If from a pack of playing ecards,
some draws of one card are made without replacing the eards, then the trials would
not be independent. But if the card drawn is replaced before the next draw, then the
trials would be independent.

(iii) Each trial must result in either “success” or “failure”. In other words,
in every trial, there should be only two possible outcomes i.e., success ov failure. For
example, if a coin is tossed, then either head or tail is observed. Similarly, if an item is
examined, it is either defective or non-defective. -

(tv) The: probability of success in each trial is same. In other words, this
condition requires that the probability of success should not change in different trials.
For example, if a sample of two items is drawn, then the probability of exactly one
being defective will be constant in different trials provided the items are replaced
before the next draw.

10.5. BINOMIAL VARIABLE

" A random variable which counts the number of successes in a random experiment

with trials satisfying above four conditions is called a Binomial variable.

For example, if a coin is tossed 5 times and the event of gefting head is success,
then the possible values of the bino_mial variable are 0, 1, 2, 8, 4, 5. This is so, because,
the minimum number of successes is 0 and maximum number is 5.

10.6. BINOMIAL PROBABILITY FUNCTION

When a fair coin is tossed, we have only two possibilities: head and tail. Let us call the
occurrence of head as ‘success’. Therefore, the occurrence of tail would be a ‘failure’.
Let this coin be tossed 5 times. Suppose we are interested in finding the probability of -
getting 4 heads and 1 tail i.e., of getting 4 successes. If S and F denote ‘success’ and

failure’ in a trial respectively, then there are 5C, = 5 ways of having 4 successes.
These are: SSSSF, SS8SFS, SSFSS, SFSSS, FSSSS.
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The probability of getting 4 successes in each case is [E} (—2-} because the trials

are independent.

By using addition theorem, the required probability of having 4 successes is NOTES
v 4 " .
o [%] (%J , which is equal to 3—52 Now we shall generalise this method of finding

the probabilities for different values of binomial variables.

Let a random experiment satisfying the conditions of binomial distribution
be performed. Let the number of trials in the experiment be n. Let p denote the
probability of success in any trial.

Probability of failure, g=1-p o
Let-x denote the binomial variable corresponding to this experiment.
The possible values ol xare 0,1, 2, ...... , 1. ‘
If there are r successes in n trials, then there would be n — r failures. One of the
ways in which r successes may occur is
‘ $S......88 FF... F
1 I
r times n —r times
where S and F denote success and failure in trials.
Now, P(SS ...... SFF ...... F)=PE)PS) ...... PS)PEPE) ...... P

(- the trials are independent)

=p.p . D.q4.q.... q=pTqg"".

We know that *C, is the number of combinations of n things taking r at a time.
Therefore, the number of ways in which r successes can occur in 7 trials is equal to the
number of ways of choosing r trials (for successes) out of total n trials i.e., it is *C,
Therefore, there are *C_ ways in which we get r successes and n — r failures and the
probability of occurrence of each of these ways is p’g™”. Hence the probability of r
successes In n trials in any order is

Px=r=pq""+pg="+ ... nC. terms (By addition theorem)
or Px=r)="Cp'q"%0<r<n,

This is called the binomial probability function. The corresponding binomial
distribution is

x 0 1 . n
Plx) "Ceplgr | . "Coplgt! PO | "C prg®
| The probabilities of 0 success, 1 success, 2 successes, ...... , I Successes are

respectively the Ist, 2nd, 3rdq, ...... ,» (n + Dth terms in the binomial expansion of
(g + p)*. This is why, it is called binomial distribution.

10.7. BINOMIAL FREQUENCY DISTRIBUTION

If a random experiment, satisfying the requirements of binomial distribution, is repeated
! N times, then the expected frequency of getting r (0 < r < n) successes is given by

‘N.P(x=r) =N=2C p*'q**, 0<r<n.
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Business Statistics The frequencies of getting 0 success, 1 success, 2 successes, ......, 7L SucCcesses are

respectively the 1st, 2nd, 3rd, ...... , (n + Dth terms in the expansion of N(g + p).
Example 10.1. An unbiased coin is tossed six times. Find the probability of
obtaining: .
NOTES . () no head (ii) all heads
- . (iii) at least one head i.e., one or more heads
(iv) exactly 4 heads - . () less than 3 heads
(vi) more than 4 heads (i) more than 4 and less than 6 heads
(viii) more than 6 heads. '
Solution. Let p be the probability of success i.e., of getting head in the toss of
the coin. .
n=6,p=% and q=_1—p=1—%=-§1-.

Let x be the binomial variable ‘no. of successes’.
By Binomial disiribution, Px=r) ="Cp'q"", 0<r<n.

Y s (1Y 6, 1
= =6 —_ —_ =C|=| = C,—
Plx=r C"l(2) [2) ’(2] rea’ 0<r<n.

. . P P S 5
@) P(no head) =P(x=0) = 0064_64
(i) Pall heads) = P(s = 6) = *Cg o = —
it eads) =P(x=6)= Cg - =1 | |
63
(1i7) P(at least one head) = 1 — P(no head)=1—-élz=a_ [Using part ()]
} 1 15
@) P(gxactly 4heads)=P(x=4)=6C4-a =81
. () P(less than 8 heads) =P(x<3)=P(x=0 or 1 or 2
. - =Px=0)+Px=1)+Px=2)
‘ 1 i 1
6 _— LB — 160 —
Cosa " Crga T s
1 22 11
—(1+6+15)EZ—6—4'—§'2-
(vi) P(more than 4 heads) '
=P(x>4)=P(x=50r6)=Px=05)+P(x=6)
1 1 1 7
=60 = 160 T — s _1
0564+0664 (6+1)64 64
(vii) P(more than 4 heads and less than 6 heads)
.1 -6
= = b= :6 —_— I ——
=Pd<x<6)=Pix=05) 0564 6d " 33"

(viii) P(more than 6 heads) =P(x > 6)=0. (~ The event is impossible.)

Example 10.2.'4 die is thrown 4 times. Getting a number greater than 2is a
success. Find the probability of getting (i) exactly 1 success (ii) less than 3 successes
(iti) more than 3 successes.

‘ Solution. Let p be the probability of success i.e, of getting number greater
than 2 in the throw of a die.

1
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n—4,p—g—§ and g=1-p= i
Let x be the binomial variable “no. of successes”.
By Binomial distribution, P(x=r) ="C_ p’¢"", 0<r<n.
s : R NOTES

271 4-r
=r)=4C [=||= 0<r<4
Px=r) C,[aJ (3) ,0<r

(i) P(exactly 1 success) = P(x= 1)

Nyt A W
=‘Cl(z-i)[§} = e
(1) P(less than 3 successes) = P(x < 3)
=P(x=0orx=1lorx=2)
=Px=0)+Px=1)+Pix=2)

(Addition theorem for m.e. events)
210/ 140 931 1\41 2V2( 142
=4 = = 4 = e 4 Ee =
(ZE G)E) =EE)

1 A | 4 1
:(1x1)<a] +(4X§XE7-J +(6X§-X§)

_1+8+24 33
e s
(1zi) P(more than 3 successes) = P(x > 3)
16 16
=Pa=4)=4Cy4)'@})°=1x i

Example 10.3. There are 20% chances for a worker of an industry to suffer from
an occupational disease. 50 workers were selected at random and examined for the
occupational disease. Find the probability that (i) only one worker is found suffering

from the disease; (ii) more than 3 are suffering from the disease; (iii) none is suffering
from the disease.

Solution. Let p be the probability of success i.e., a worker is suffering from
disease.

2O
nl=50,p=m=g and g=1-p=1-

Let x be the binomial variable, “no. of successes”.
By Binomial distribution, P(x = r) = "C,pq"",0<sr<n.

r 50-r
P(r=r)=%C, (EIJ (%) ,0<r<50.
(1) P(only one is suffering) = P(x = 1)

1)/(4)® 1 _r4a* 4)*
(1) P(more than 3 are suffering) = P(x > 3=1-Px<3

=1-Px=0orx=1lorx=20rx=23)
=1-{Px=0)+Px=1)+Px=2) + Px=23)

O -
| =
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1l

R CRECICRC Y
1= foa(gf o5

50 49 (1)2 (4)‘“’ 50 x 49 x 48 (1 3 (4]‘”
+ x| 2| x|=| +|—————i%X|=]| X|=
1x2 b b 1x2x3 J-\5 5

47
{64 + (50 % 16) + (1225 x 4) + (19600 x 1)} =1 - (:T’ X 25364}

47
1-550—
5

(iii) P(none is suffering) = P(x = 0)

o B e -4

Example 10.4. There are 64 bedsina garden and 3 seeds of a particular type of
flower are sown in each bed. The probability of a flower being white is 1/4. Find the
number of beds with 3, 2, 1 and 0 white flowers.

Solution. Let p be the probability of success i.e., the flower is white.
1 1 3
n=3N=64p=7,q=1-p=1-=7.
Let x be the binomial variable, ‘no. of successes’.
By Binomial distribution, P(x=r)="C p'q"",0<r=<n.

r 3-r
Px=r=2C, (%) (%J .

o
IA
~

1A
=]

18y 1
P(3 white flowers) =P(x=3)= 3C, [Z) [Z) =5
: - 1?3y 9
P@whiteflowers)  =P@=2=C,|,||7] " &
- 17 gn2
P(1 white flower) =P = 1 =3C, (%] (%J = %_Gz
' 1\ a3y
P(no white flower) =P(x=0) =3C, [Z) (Z) = %_GZ

Number of beds with 3 white flowers

1
=64><P(x=3)=64xa=1 .

Number of beds with 2 white flowers '

9
=64xP(x=2) =64 x g7 =9

Number of beds with 1 white flower

. 27
—64><P(x—1)_—-64><a—27

Number of beds with no white flower

- 27
=64 % P(c=0)= 64 x o =2T.
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Example 10.5. In an experiment, a fair die is thrown 6 times. The event of  Probability Distributions
occurring number greater than 4 is the ‘success’ of the experiment. Find the Binomial

distribution of the experiment. If the same

Solution. Let p be the probability of success Le., of getting number greater

the Binomial frequency distribution.
than 4
2
n= 65 p = E =a

3

andg=1

_p:l_

|

%
3

Let x be the binomial variable, “no. of successes”.
By Binomial distribution, P(x = r) = "C,pq"",0<r<n.

experiment is repeated 3645 times, find also

NOTES

e 6-r
Pix= )=SCr(§J (EJ ,0<r<6.
0 6
1\°r2 64 64
= =6 —_ —_—] = —_—
Now P(x=0) C, (3) (3] ] i 729 = 729
1)/ 2)? 132 192
= =86 — el (R —_—X— = ——
paiia (3J [3] 6%3 %213 =729
2 4
1% 2 1 16 240
=N=96 =l =l = A e |
FlmB)ete) [3] (3) 1% 9% 81 = 729
1)’ 2)? 1 8 160
= =6 — —| = —_—— =
e (3) (3) 20> 7% 27 = T29
1)*2)? | G-
= =6 - —_ == —_—X—=—
PSS [BJ (3] 15X 81%9 =729
5 3
1\°(2 1 495
= = — e (at— —X—a —
TR S 3) (SJ 6% 24373~ 729
1)672Y° 1 1
= =6 - g = —— = —
Par=8)sly 3) 3) 1 X759 X 1= a9
The required distributions are as follows:
Binomial Distribution Binomial Frequency Distribution
ce P(x) x N. P(x) = 3645 x P(x)
0 o 0 3645 x o= 3
= 645 X 7oo =320
192 192
1 ?m: 1 3645 x 725 =960
240 240
2 729 2 3645 x 59- = 1200
3 ‘lﬂ 8 3645 ‘16—0 =80
729 g T e
4 ﬂ- 4 645 —Gi =300
729 S0s0x 2ne T
g 12 12
5 Eg 5 3645 x ;Eg =60
6 —}'— 6 3645 '—l— =5
729 kil 1
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EXERCISE 10.1

If & coin is tossed six times, what is the probability of obtaining four or more heads?
An unbiased ¢oin is tossed 8 times. Find the probability of obtaining () exactly 2 heads
(if) more than 2 heads (ii?) all heads.

The incidence of occupational disease in a factory is such that the workers have a 25%
chances of suffering from it. What is the probability that out of 6 workmen, 4 or more
contact the disease?-

Out of 800 families with 4 children each, what percentage would be expected to have
(@) 2 boys-and 2 girls (b) at least one boy (c) no girl (d) at most 2 girls? Assume equal
probabilities for boys and girls. ) '

In a certain town, 20% of population is literate, and assume that 200 investigators takes
a sample of 10 individuals to see whether they are literate. How many investigators
would you expect to report that 3 persons or less are literate in their samples?

Eight coins are tossed at a time, 256 times. Find the expected frequencies of 0, 1, 2, 3
successes (getting head). -

During war, 1 ship out of 9 was sunk on an average in making a certain voyage. What
was the probability that exactly 3 out of a convoy of 6 ships would arrive safely?

The probability of a man hitting a target is -31- . How many least number of times, must hé
fire so that the probability of hitting the target at least once is more than 90%?

An unbiased coin is tossed 10 times. Find the probability of getting exactly 5 heads?

10. The probability that a student will be graduate is 0.4. Detremine the probability that
out of 5 students (i) none (if) one (iii) at least one (iv) all will be graduate.
Angwers '
L 1 I P
T) : " 64 256" 256 ' " 2048
4. 37.5%, 93.75%, 6.25%, 68.75%  b. 176
3,.\3
8Y(1
6 —1 =] =
6. 1,8,28 56 7.%C, (9] [9) 0.0193
é 1 (EJn>i =6 9. 0.2461
- 1-13 0 = T . 0. .
10. () 0.07776 (ex) 0.2592
T (i) 0.92224 - (iv) 0.01024
L PROPERTIES OF BINOMIAL DISTRIBUTION
10.8. THE SHAPE OF B.D. .

The shape of the binomial distribution depends upon the probability of success (p) and
the number of trials in the experiment. If p = ¢ = %, then the distribution will be

symmetrical for every value of n. If p # g, then the distribution would be asymmetrical
i.e., skewed. The magnitude of skewness varies as the difference between p and g.
We illustrate this by taking p = 0.1, p = 0.5, p = 0.9 and assuming that there are 5
trials in the experiment.
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Casel.p=0.1,n=5

1Y 9 5-r
WehaveP(x=r)=EC,[—— (— S0 <5

10/ \ 10
The B.D. is
x 0 1 £ 3 4 5
P(x) 0.59049 0.32805 0.07290 0.00810 0.00045 0.00001
P(x) A
06e
0.5+
0.4t
o8t *
0.2+
% | R
—+——+— ¢ 9 @
A R S
No. of Successes (x)
Casell.p=0.5,n=5
1 r 1 &6-r
We have Px=r=5C, (E] (E] 0= r<s
The BDis
X% 0 il 2 3 4 5
P(x) 0.03125 0.15625 0.31250 0.31250 0.15625 0.03125
P(x)
06+
0.5+
04+
* o
0.3+
0.2+
01+
b *— +—e—8 5
O Sy TeBV B s Y
No. of Successes (x)
Caselll. p=0.9,n=5
9Y/(1 5-r
= =50 | = —_— <r<
Wehave P(x=r) = °C, (10) [10) 0= <h,
"The B.D. is
x 0 1 e 3 4 5
P(x) 0.00001 0.00045 0.00810 0.07290 0.32805 0.59049
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0.6+ .
0.5+

NOTES 04+
0.37
0.2+
0171
h_¢ & o + +—>x

0 4 2 3 4 5
Npo. of Successes (x)

Thus, we see that the probabilities in a binomial distribution depends upon
n and p. These are called the parameter of the distribution. .

10.9. THE LIMITING CASE OF B.D.

As number of trials (n) in the binomial
distribution increases, the number of successes
also increases. If neither p nor g is very small;
then as n approaches infinity, the skewness in
the distribution disappears and it becomes
continuous. We shall see that such a continuous,
bell shaped distribution is called a normal
distribution. Thus, the normal distribution is a
limiting case of binomial distribution as n
approaches infinity.

No. of Successes

10.10. MEAN OF B.D.

Let x be a binomial random variable and
Px=r)="C p'g"",0srsn.
The mean of x is the average number of successes.

R

r=0

r=0

=0, ncop()qn + l_nclplqn-l + 92, n02p2qn—2 +....+n "C,,p".qo

=0+n.pq".‘1+2.% pigh i+ ... +n.1p®
a-1, - 1 n-2 n-1
=np {q +-—1—pq +...+p }

=np {n—lcopﬂqn—l + n-lclplqn-2 + ...+ H_IC;,_ID"-IQ'O}
=np (g+p)"* =np()**! = np.
Mean of x = np.
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10.11. VARIANCE AND S.D. OF B.D.

Let x be a binomial random variable and
Px=r)= "C,p’q"", 0<r<n.

The variance and standard deviation of x measures the dispersion of the binomial
distribution and are given by

n

Variance = ) r*.P(x=r)-p?
r=0
and SD= J r’.Plx=r)-pl.
r=0
Now E rPPx=r= E 2. *Cpq™
r=0 r=0 >
=), ncopoqn +12. nciplqn-l + 92 anpzqu—-E + 32'"03pﬂq”’3 T +n2 nCnpnq()
= g2 B0 o, 3 -Dn-2) 39734+ +n2ipn
0+1. 1pq +/ 22, 12 Pa + iis 527 L 3o ne1.p2i
1 2n-1) 2 3m-Dn-2) 5 .4 =
=n n-1 n n n
P{q +———1 Pq +———1x2 D b ng

1 1%2
+_( L Tt = 2(n - D(n-2) p2q™?

= np{[q“'l s 1 pg" %+ ___(n ~Vn-2) Jt:azqr"’3 +ot p"'l]

1 M Ix 2

+....+(n—1)p"'1J}
=np{l@+p)" ' + (n—-1) p(@* 2+ (n—2) pg™> + ...... + p*2)}
=np{l+m-D)p@@+p)*}=np{l+@m -1)p.1}

=np{l + np —p} = np + n?p? — np?.

n

Variance = Z rPPE=r)-p*= (np + n%? —np?) - (np)? = np — np?

r=0

=np(l - p) = npq.

Also,  S.D. = Jvariance = /npq.

10.12. y, AND y, OF B.D.

The values of v, and v, for the binomial probability function
Px=r)="C pq"’,0<r<n
are given by

and y,= 1= 5
npq npq
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10.13. RECURRENCE FORMULA FOR B.D.

. Let x be a binomial random variable and
- NOTES Px=n=rCpq"0<r<n
For0<k<n, P(k)="C,pfq"* and P(k+ 1)= 50, PP gD

' n k+1, n-k-1
Dividing, we get Pe+D) _"Cpap 4

Pk - Ry pk n-k
3 n! kRln-B)! p n-kp
_(k+1)'(n—(k+1))" n! g k+lg’
Pk +1) = 1 P(l) for 0<k<n.

k+1 q
This the required recurrence formula.

Example 10.6. The mean and S.D. of a binomial distribution are 20 cmd 4
respectively. Calculate n, p and q.

Solution. Let the binomial distribution be
Px=ry="C, p'q"",0<sr<n.
Mean=np and ‘S.D.=.npg.
- We are given mean =20,S.D.=4.

np =20, \Jnpg = 4.

: 4
= 20 =4 = 20g=16 = =%
' ' 4 1
B p=l-g=l-7=y
1
np = 20 implies nx-5-=20i.e.,n=100 ,
100, 1 “i
n-= D= 5:‘1 5"

Example 10.7. If the sum of the mean and the variance of a binomial distribution
of 5 trials is 9/5, then find the binomial distribution.

Solution. Let the binomial distribution be

P(x=r)= "C,pg"7,0<r<n.
. - Mean=np and variance =npq.
By the given condition,

np +npg= and n=5.

lr.ocn[c.o

9
= Sp+op(l-p=% = 5p 5p—5p2=g

= 25p2-50p+9=0 -~ p=

+
1
5

1

5

ot =

q= 1 —p= 1-
The binomial distribu_'tion is

i r 4 G;r
P(x:r):“Cr(%] ('5—) ,0<r<5.
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Example 10.8. Is the following statement correct? “The mean and variance of a  Probability Distributions

binomial distribution are respectively 6 and 9'.
Solution. Let the binomial distribution be
Px=r)="C, p"q""0,<r<n.
Now mean=6 = np=6
variance=9 = npg=9

3
6g=9 = q-§.

This is impossible, because probability of an event can never be greater than 1.
The given statement is not correct.

EXERCISE 10.2

Determine the binomial distribution whose mean is 5 and standard deviation is 2.5,

2. Determine the probability of 3 successes in a binomial distribution whose mean and

variance are respectively 2 and %

3. For a binomial distribution, the mean is 6 and the standard deviation is /2 . Find the
probability of getting 7 successes.

4. Is there any inconsistency in the statement. “The mean of a Binomial Distribution is 80
and 8.D. is 8." If no inconsistency is found, what shall be the values of p, g and n?

Answers
1 r 1 10-r
1. PE=r=1C, [E] [5] ,0<r<10
14
2. 02076 3. 0.2341 4, g,g, 400

10.14. FITTING OF A BINOMIAL DISTRIBUTION

Let x be a binomial random variable of an experiment. Let probability of x successes
be given by
Px=r)="C_p'g"",0<r<n.

By fitting of a binomial distribution, we mean to find out the theoretical
frequencies of the values of the binomial random variablex=0, 1,2, ...... , n, when the
experiment of n trials is repeated for, say, N times. The theoretical frequencies are
given by

N.P(x=r)=N. °C, p'q" %, 0<r<n.
The recurrence formula can also be made use of, if desired.

NOTES

Self-Instructional Material 255




Business Stalistics

Example 10.9. The following data are the number of seeds germinatinig out of

10 on damp filter for 80 sets of seeds. Fit a binomtal distribution to this data.

NOTES

0 1 21 3 4 5 & 7 8 9- 10
& /) 28 12 8 6 0 ) 0 0 (]
Solution. Calculation of Expe'cted‘ Frequencies
x " Observed ‘ fx
o frequency
0 )
0 6 . 0
1 .20 20
2’ 28 - -
3 12 - 36
4 8 ' a2
5 6 30
6 - 0 0
7 0 -0 y
, 8 0 0
9 0 0
10 0 : 0
Total ' 80 174

Hence n=10,N=80

= _ Zfx _ 174
’ N 80
Let p denote the probability of success in a trial.

Mean = np = 10p =2.175
p=02176 and g¢=1-p=0.7825
The binomial distribution is
P(x =r) =19C, (0.2175)" (0.7825)10, 0 <r< 10
For x.= 0, expected frequency = 80 X P(O)
=80 x 1°C; (0.2175)° (0. '1’825)”J = 6 8854 = 7 .

Mean, x =2 175

" Forx= 1, expected frequency = 80 x P(1)

= 80 x 19C (0.2175)! (0.7825)° = 19.1385 = 19
For x= 2, expected frequency = 80 x P(2) o
= 80 x 19C,(0.2175)2 (0. 7825)8 =23.9382 = 24

For x= 3 expected frequency =80 x P(3) ,

=80x% 10(33(0 2175)% (0. "t'825)7 =17.7427 = 18
For x= 4 expected frequency = 80 x P(4) :
=80x19C, (0 2175)4 (0. 7825 6=8, 6302 = 8=
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For x =5, expected frequency = 80 x P(5) Probability Distributions
=80 x 1005 (0.2175)® (0.7825)5 = 2.8768 = 3
For x = 6, expected frequency = 80 x P(6)
=80 x 19C, (0.2175)% (0.7825)* = 0.6636 = 1 NOTES
For x =17, expected frequency = 80 x P(7)
=80 x 1007 (0.2175)7 (0.7825)% = 0.1046 = 0
For x = 8, expected frequency = 80 x P(8)
=80 x 1°C, (0.2175)® (0.7825)2 = 0.0108 = 0
For x=9, expected frequency = 80 x P9) .
‘ = 80 x 1°C4(0.2175)° (0.7825)" = 0.0006 = 0
For x = 10, expected frequency = 80 x P(10)
=80 % 19C, .. (0.2175)1° (0.7825)° = 0.000016 = 0.
The expected frequencies are as given in the following table:
T 0 1 2 3 4 5 6 3 8 9 10
Exp.freq. | 7 | 19 | 24 | 18 8 3 1 0 o R

Example 10.10. Five dice are thrown 96 times. The number of times 4 or 5 or 6
was actually thrown in the experiment is given in the following table:

No. of dice (Each 0 1 = 3 4 5
showing 4 or 5 or 6)

Observed frequency 1 10 24 35 18 8

Fit a binomial distribution assuming:
() the dice are perfect.
(i7) the nature of dice is not known.

Solution. Let x be the binomial random variable* of the experiment. The possible

valuesof xare 0, 1, 2, 3, 4, 5. Let p be the probability of getting 4 or 5 or 6 in a single
throw.

Here n=5 N=96
The expected frequency of getting r successes
=N"C,p'q"" =96 °C,p¢*7,0<sr<h.
() In this case, the dice are perfect.

o

=8 g
T
Al =l-p=j-2=2%
S0 g=1-p o

For x =0, the expected frequency = 96 x °Cy (3)°(3)°=3
For x =1, the expected frequency = 96 x °Ci(3E) =15
For x = 2, the expected frequency = 96 x *Cy(3)*($)* = 30
For x = 3, the expected frequency = 96 x Scs(%)a(%)z =30
For x = 4, the expected frequency = 96 x 504(%)“(%)1 =15
For x =5, the expected frequency = 96 x Cs(3)%(3)° =3.

* The experiment of throwing 5 dice can be considered as throwing of one die 5 times.
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Business Statistics (i£) In this case, the value of p will be estimated by using the observed frequencies.

We have

S (x0)+(10x D+ @4x2)+(35x3)+ (1Bx)+(BxE) 275
Mean=—-= =

NOTES : N 96 T 96 -
Also, ‘mean=np

bp = —297_65 or p=0.5729
gq=1-p=1-0.5729=0.4271,
Expected frequency forx=r

=96 5C_ (0.5729)" (0.4271)>", 0<r<A.
For x = 0, the expected frequency

=96 % 8C, (0. 5729)° (0.4271)°=1.3643 = 1
For £ = 1, the expected frequency )

=96 x 5C (0.5729)! (0. 42'?1)4 =9.1503 = 9
For x = 2, the expected frequency

=96 x °C, (0. 5729)% (0.4271)% = 24.5479 = 25
For x = 8, the expected frequency

=96 % 5C, (0.5729)? (0.4271)® = 32.9281 = 33
For x = 4, the expected frequency

=96 % 5C, (0.5729)* (0.4271)! = 22.0844 =22
For x = b, the expected frequency

=96 x °C, (0. 5729)5 (O 4271)0=5.9247 = 6

'EXERCISE 10.3

1. B unbiased coins were tossed 256 times. Fit a binomial distribution.

2. 7 coins are tossed and the number of the heads noted. The experiment is repeated 128
times and the following distribution is obtained:

. No. of heads 0 1 2 ~ 3 4 5 6 7
Frequency 7 18 19 36 30 13 Y 1

Fit a binomial distribution assuming:’
(t) the coins are unbiased.
(ff) the nature of coins is not known.
3. Four dice are thrown 162 times. The number of times 5 or 6 was actually thrown in the
experiment is given in the following table:

No. of dice (Each 0 1 L2 3 4
showing 5 or 6)
- Observed frequency 22 50 50 35 5

Fit & binomial distribution assuming:
(i) the dice are perfect.
(i) the nature of dice is not known.
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4. Ten coins were tossed 1024 times and the following frequencies are observed. Probability Distributions

No. of heads | 0 1 2 3 4 -l (LR 7 8 25 |
Frequency 2 10 | 38 | 106 | 188 | 257 | 226 | 128 | 59 7 3

NOTES

Compare these frequencies with the expected frequencies.

Answers
1, 8, 28, 56, 70, 56, 28, 8, 1.
®'1,7,.21,85,85,21, 7 1. @13) 1, 8, 23, 36, 34, 19, 6, 1.
(1) 32, 64, 48, 18, 2 (i7) 18, 52, 58, 29, 5.
1(= 102-1"’(3D (0.5135)°(0.4865)19), 8, 38, 107, 200, 261,221,133, 52, 12, 1.

e O Bk

IT1. POISSON DISTRIBUTION

10.15. INTRODUCTION

The Poisson distribution is also a discrete probability distribution. This was discovered
by French mathematician Simon Denis Poisson (1781 — 1840) in the year 1837. This
distribution deals with the evaluation of probabilities of rare events such as “no. of car
accidents on road”, “no. of earthquakes in a year”, “no. of misprints in a book”, ete.

10.16. CONDITIONS

The Poisson distribution is derived as a limiting case of binomial distribution. So, the
conditions for the applicability of the Poisson distribution are same as those for the
applicability of Binomial distribution. Here the additional requirement is that the
probability of ‘success’ is quite near to zero.

10.17. POISSON VARIABLE

A random variable which counts the number of successes in a random experiment
with trials satisfying above conditions is called a Poisson variable. If the probability
of an article being defective is 1/500 and the event of getting a defective article is
success and samples of 10 articles are checked for defective articles, then the possible
values of the Poisson variable are 0, 1, 2, ...... 10.

10.18. POISSON PROBABILITY FUNCTION

Let a random experiment satisfying the conditions of Poisson Distribution be performed.
Let the number of trials in the experiment be n, which is very large. Let p denote the
probability of success in any trial. We assume that p is very small, i.e., we are dealing
with a rare event. Let x denote the Poisson variable corresponding to this experiment.

The possible values of x are 0, 1, 2, ..., n.
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NOTES

The Poisson distribution is obtained as a limiting case of the corresponding

binomial distribution of the experiment.
"It can be proved mathematlcally that the probability of r successes is given by

Px=r)="—7",

r=0,1,2, ...

This is called the Pmsson probability function. The corresponding Polsson
distribution is

x 0 1 2 3
e ™m0 e m! e ™m? e Pm®
Py | @ — | o | = | =
0! 1! 2! 3!

The constant m is the product of n and p and is ealled the parameter of the

Poisson distribution.

10.19. POISSON FREQUENCY DISTRIBUTION

If a random experiment, satisfying the requirements of Poisson distribution, is repeated
N times, then the expected frequency of getting r successes is given by

“m .1
N.-P(x:r):N%

Remark 1. The distribution to bg used in solving a problem is generally given in the
problem. If it is not given, then the student should make use of Poisson distribution only when
the event in the problem is of rare nature i.e,, the probability of happening of event is quite near
to zero.

Remark 2, The values of e required in any particular problem is generally given with
the problem itself, otherwise, the value of €™ can be found out by using the table given at the
end. In the'examination hall, generally the table of €™ is available for students. If at all the
value of & is neither given with the problem nor the table of e™is supplied in the examination
hall, then the students are advised to retain their final result in terms of e,

' Example 10.11. A company makes electric toys. The probability that an electric
toy is defective is 0.01. What is the probabzl:ty that a shipment of 300 toys will contain
exactly 5 defective toys?

Solution. Let x be the Poisson yariable, ‘no, of defective toys’

-~ r

By Poisson distribution, P(x=r)=

n=300, p=00l
m = np =300 x.0.01=3

~3qr

Here

Pl=n)=

I_’(B defective toys) = P(x = 5)

-3 ro\8
e 3(3)°  0.04979% 243 _
T 190 ={.1008.
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Example 10.12. 10% of the tools produced in a certain factory turns out to be
defective. Find the probability that in a sample of 10 tools chosen at random, (i) exactly

two (i) more than two will be defective by using Poisson approximation to binomial
distribution.

Solution. Let x be the Poisson variable, “no. of defective tools in the sample”,

’ -m _r
By Poisson distribution, P(x =7) = €

, r=0,1,2, ...
rl

0 1. -1
Here n—lO,p—ﬁ—-l—o. ~ m—up—loxm—

1rqyr )

1 .
Pe=n=""",  1=012...10
(1) P(exactly 2 defectives) = P(x = 2)
-1
e 036788
=57 = 2 = 0.18394.

(i) P(more than 2 defectives) = P(x> 2) = 1 — P(x < 2)
=1-Px=0 or x=1 or x=2) -
=1-{Plx=0)+Plx=1)+P(x=2)}

R |
= € & e |_ 1 1
"1"{01 Tt 21}‘14‘ {1+1+2}

= 1 - (0.36788)(2.5) = 0.0803.
Example 10.13. A telephone exchange receives on an average 4 calls per minute,
Find the probability on the basis of Poisson distribution (m =4), of:
(i) 2 or less calls per minute, '
(i) upto 4 calls per minule,
(iif) more than 4 calls per minute.
Solution. Let x be the Poisson variable “no. of calls per minuite”.
By Poisson distribution, .

e—m r

PE=n)="—r=0,12, ...

Here m = average number of successes i.e.,, calls per minute = 4

8—4(4)1'
Px=pn= YR r=0,12, ...

() P(2 or less calls per minute) = P(x < 2)
=P@x=0 or x=1 or x=9)
=Px=0)+Px=1)+P@x=2 .-
e @) el et(a)?
STor TTar tTa
=e4{l+4+8}=0.01832 x 13 = 0.2382

Probability Distributions

NOTES
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Bu:siness Statistics ’ (i'i)_ P(upto 4 calls per minute) = P(x < 4)
: .=Px=0 or x=1 or x=2 or x=3o0rx=4)
=Px=0)+Px=)+Px=2)+Px=3)+Px=4)

NOTES . B C A G A N C S N GO I )
= + + + +
0! 1! 2! 3! 41
=g {1+4+8+6—4+ﬁ}
. 6 24

=0.01832 x 34.3333 = 0.6289
(#it) P(more than 4 calls per minute) = P(x > 4)
=1-P(x<4) =1-0.6280=0.3711. [By part (if)]
Example 10.14. A manufacturer of bulbs knows that on an average 5% of his
production is defective. He sells bulbs in boxes of 100 pieces and guarantees that not
more than 4 bulbs will be defective in a box. What is the probability that a box will meet
the guarantee (e”® = 0.0067)¢-
Solution. Let x be the Poisson variable, ‘no. of defective bulbs per box',
By Poisson distribution,

-m_.r .
Px=r=2E :” r=0,1,2, ..
) ri

.5
Here | n—lOO,‘p—loo.
m=np=100><i=5
100
e'—5 r :
Pix=r= 1 r=0,12,.... , 100

P(box will meet the gu.arantee) =P(x<4) aE
=Px=0+Px=1)+Pix=2)+P@x=3)+Px=4)
B0 Bl B2 o-Beryd  ,-BrEyd
_ e (5) L8 (5) L8 (5) 48 () 48 (5)
0! 1! 2! a! 4!
_ 51,825 125 625
=€ 11 2 6 24
Example 10.15. A car-hire firm has two cars, which it hires out day by day. The
number of demands for a car on each day is distributed as a Poisson distribution with

mean 1.5. Calculate the proportion of days on which neither car is used and the
proportion of days on which some demand is refused (e”1% = 0.2231). ,

Solution. Let x be the Poisson variable, ‘no. of demands per day'.
~.- By Poisson distribution,

= 0.0067 x 65.37499 = 0.438.

-m r

CPe=n=— 1, r=012 ...

Here m = average number of demands per day = 1.5

e 15(L5Y

Px=nr= 1 ,7=0,1,2, ...
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Now, proportion of days on which neither car is used Probability Distributions

-15 15 0
=P@x=0)= % =0.2231
Also, proportion of days on which some demand is refused NOTES

=Px>2)=1-P(x<2)=1-Px=0 or x=1 or x=2)
=1-{(Px=0+Px=1)+Px=2)}

3 2—1.5(15)0 9_1'5(1-5)1 i e—15(15)2
TSR T 21

2Ll {1 +15% %} = 1-(0.2231)(3.625) = 0.1913.

Example 10.16, 250 passengers have made reservations for a flight from Delhi
to Mumbai. If the probability that a passenger, who has reservation, will not turn up is
0.016. Find the probability that at the most 3 passengers will not turn up.

(given e? =0.0183)

Solution. Let x be the random variable no. of passengers not turning up’.

By Poisson distribution,

e—m r

Plx=r= r,m, r=0,1,2 ...

Here n=250,p=0.016
16
m = np = 250 x 1000 =4

e—4(4)r
Px=r)= NE Sr=0.172 ..., 2580

Prob. that at most 3 passengers will not turn up
=Px<3)=P(x=0 or x=1 or x=2o0rx=3)
=Px=0+Px=1)+Px=2)+P(x=3)
-4, 40 -4 —4 0442 47443
@ ety et et
0! 1! 2! 3!

16 64
= et 1+4+-2—+? =(0.0183 x 23.67 = 0.433.

EXERCISE 10.4

1. Find the probability that at most 5 defective bolts will be found in a box of 200 bolts if it
is known that 2% of such bolts are expected to be defective (you may take the distribution
to be of Poisson type). (¢4 = 0.0183).
2. Atelephone exchange receives on an average 3 calls per minute. Find the probability on
the basis of Poisson distribution (m = 3), of:
(2) exactly 1 call per minute (iZ) exactly 3 calls per minute
(iii) less than 3 calls per minute (tv) more than 1 call per minute.
8. Assuming that the probability of a total accident in a factory during a year is 1/1200,
calculate the probability that in a factory employing 300 workers, there will be at least
two total accidents in a year. (%25 = (.7788).
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Business Statistics 4. The probabilities of a Poisson variate taking the values 3 and 4 are equal. Calculate the
probabilities of the variate taking the values 0 and 1.
5. Find the probability that at most 5 defective articles will be found in a box of 200 articles,
* if experience shows that 2% of such articles are defective.
NOTES 6. Assume that the probablhty of an individual coal miner killed in a mine accident during
a year is 1/2500. Calculate the probability that in a mine employing 2000 miners, there
will be (Z) no fatal accident and (if) at least one fatal accident in a year.
7. The probability that a man aged 60 years will die within a year is 0.01125. What is the
probability that out of 12 such men, at least 11 will reach their 61st birth day?
8. An office switch board receives telephone calls at the rate of 3 per minute on an average.
What is the probability of receiving (i) no call in one minute interval and (ii) at the most
3 calls in one minute interval?
9. 9% bulbs, manufactured by a company are defective. Find the probability that in a sample
of 2000 bulbs: (§) less than 2 bulbs are defictive (if) more than 3 bulbs are defective.
(Use ¢4 =0.0183)
10. In a town 10 accidents took place in & span of 50 days. Assuming that the number of
accidents per day follows the Poissson distribution, find the probability that there will
be three or more accidents in a day. (use 2 = 0.8187)

Answers

e o1 Tt it ar a1 =0.7845 2. 0.1494, 0.2241, 0.4232, 0.8008

025
8. 1-g 0B 1+——1_ =0.0265

4. e4=0.01832, 4¢-4 =0.07328 5. 0.7853

6. (i) 0.4493 (if) 0.5507 '

7. P(at least 11 will survive) = P{at most one die) = P(x £ 1) = ¢ %135 (1 + 0.135) = 0.9916
8. () 0.0498 () 0.6473 . '

9, (i) 0.092 (if) 0.567 10. 0.0012.

IV. PROPERTIES OF POISSON DISTRIBUTION

10.20. THE SHAPE OF P.D.

The shape of the Poisson distribution deperids upon the parameter m, the average
number of successes per unit. As value of m increases, the graph of Poisson distribution-
would get closer to a symmetrical continuous curve.

10.21. SPECIAL USEFULNESS OF P.D.

The Poisson distribution is specially used when there are events which do not occur as
outcomes of a definite number of trials in an experiment, rather occur randomly in
nature. This distribution is used when the event under consideration is rare and casual.
In finding probabilities by Poisson distribution, we require only the measure of average
chance of occurrence (m) based on past experience or a small sample drawn for the
purpose.
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Probability Distributions
10.22. MEAN OF P.D.

Let x be a Poisson random variable and A
e NOTES
Px=r)= . r'm TN, 1o 1 JEAREE

The mean of x is the average numbers of successes.

-m r

Mean ()= ), rP=r)= 3y r& ™M

r=0 r=0 ri

e™ m° e m) e ™ m? e™m

0! R R | - BT LITGD o v

2 2
=0+ me™ [_1_+2rn+§r_n_+ ..... ] =me™ [1+in-+m—+.....]

3 b

11 21" 31

=me™ . e"=me’=m.1=m.
Mean of x =m.

10.23. VARIANCE AND S.D. OF P.D.

Let x be a Poisson random variable and

-m r

e
el

Plx=nr= E=00102

The variance and standard deviation of x measures the dispersion of the Poisson
distribution and are given by

variance = r’P(x=r)-p? and S.D.=‘/ r2Pla=r)-p?
r=0 r=0 :
Now Z rPP@x=r)= 2 2.2 r};n
r=0 r=0 4
-m, 0 -m 1 -m 2 =l el -m 4
=02 £ M 2e " m 2e " m g6 m meitm
0%. o1 +1 T +2 70 +3 31 4 1l +

1
=0+ me""[-ﬁ+r+—2!—+—3!—.....

™ 1+ﬂ+m2+m3 m_ 2m?  3m?
= me 1 _2l_ ¥+ s 1!+—2T+_3T+ ......

2
= me-™ {e”‘ +m(1+£1-+m—+.....]} =me™ {e™ + me™}
AT ]

=me™ e (1+m)=me’ (1+m)=m(l+m)=m+ me

2m 3m?® 4m?® ]

Variance = PPae=r-uw=(m+m?-m?=m.
r=0

Also, S.D. = yvariance = Vm.
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10.24. y, AND y, OF P.D.

The values of ¥, and v, for the Poisson probability function

NOTE ' "t m . .
S P(x=r)=e r:nl’ r=0,12, ...

are given by

—m r
Let x be a Poisson variable and P(x=r) = ,r=0,1,2 ...
- -m__k+1
b _emmt _em
For k=0, Pk)= x and P+ 1= GO
Pk+) e™m*l Rl _m

Dividing, we get - . __m_
Vg WO TPy k4 D! e mmt k41

P(k+1)————P(k), k=0,1,2, ...

This is the required recurrence formula.

Example 10.17. Criticise the following statement, “The mean and standard
deviation of a Poisson distribution are 5 and 2 respectively’.

‘Solution. Let x be a Poisson variable and

—m...T

P(x=r)=‘_zr1 , r=0,1,2 ...

By the given condition,
Mean =5, S.D. =2
Variance =(2)% =
Now in Poisson distribution,
mean = variance = m
5 =4, Thisis unpossxble
The given statement is incorrect.
Example 10.18. If x is a Poisson random variable such that:
P(x=2) = 9P(x = 4) + 90P(x = 6), '
then find mean, standard deviation andy,.
e m
Solution. We have Px=nr= 7 7T 0,12,...
where m is the average no. of occurrence of x.
. By the given condition,
P(x=2)=9 P(x=4) + 90 P(x=6).
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-m_ 2 ~-m__ 4 -m__86 .

e ™m e ™m e ™m
. T T PN 6!
or m_2H9m4+90m5 or l_3_mz_+_m_4 (- m=#0)
F 2 24 720 2 8 8 ;
or 4=3m%+m! or (m2+4Hm2-1)=0
= mi=—41 = mi=1 = m=1 (. m?2>0)

Mean = 1, standard deviation= /1 =1 and Y, = UV =1.

EXERCISE 10.5

1. The mean of a Poisson distribution is J8, find the value of its S.D.

2. Criticise the following statement: “The mean and variance of a Poisson distribution are
4 and 2.1 respectively.”

3. Comment on the following statement: “ The mean and variance of a Poisson distribution
are equal only if the average occurrence of the Poisson variable is < 4.”

4. The standard deviation of a Poisson distribution is 8. Find the probability of getting 3
suceesses.

Answers
1. 1.6818 4. 0.0149.

10.26. FITTING OF A POISSON DISTRIBUTION

Let x be a Poisson random variable. Let probability of x successes be given by

o

m
rl 7':0,1,2, ......

e

Px=r=

By fitting of a Poisson distribution, we mean to find the theoretical frequencies
of the values of the Poisson random variable x=0, 1, 2, ...... when the experiment is
repeated N times. The theoretical frequencies are given by

“m o r

r!
The use of recurrence formula would be found very useful.

N.Px=r=N. 2 for  r=0,1,2 ...

Example 10.19. The distribution of typing mistakes committed by a Lypist is
given below:

No. of mistakes 0 il 2 3 4 5
per page :
No. of pages 142 156 69 27 F 1 1

Assuming a Poisson model, find out the expected frequencies.

Probability Distributions

NOTES
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Business Statistics Solution. Calculation of Expected Frequencies

No. of mislakes - No. of pages

per page . ‘
NOTES - ' d : B
0 142 0
1 156 156
2 69 138
3 27 ) : 81
4 8 ' 20
5 -1 . 5]
~ Tatal N=400 . 400

m = average of no. of mistakes per page

The Poisson distribution is .
e m’ ey et -
o ) r=0,1,2, ...

For x = 0, expected frequency = 400 . P(0)

Pix=r)=

-1
= 400.. 20—1 = 400(0.36788) = 147.152 = 147
For x = 1, expected frequency = 400. P(1) .
-1
=400. el—' = 400(0.36788) = 147.152 = 147
For x = 2, expected frequency = 400 . P(2)
-1

= 400 . %,— = 400(0.36788)/2 = 73.576 = 74

For x = 3, expected frequency = 400 . P(3)

-1

= 400 . 23—, — 400(0.36788)/6 = 24.525 = 25

For x = 4, expected frequez_lcy =400. P4)
1. . .
= 400 %T = 400(0.36788)/24 = 6.131 = 6
For % = 5, expected frequency = 400 . P(5)

-1

=400 95—1 = 400(0.36788)/120 = 1.2263 = 1.

Example 10.20. Letters were received in an office on each of 100 days. Assuming
the following data to form a random sample from a Poisson distribution, find the expected
frequencies, correct to the nearest unit, taking e = 0.0183. .

No. of letters | 0 1 2 3 4 5 6 7 8 9 10
Frequency 1 4 15 22 1 21 20 8 6 2 o 1
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Solution. Calculation of Expected Frequencies Probability Distributions
No. of letters Frequency fx
f
» 0 1 0 NOTES
1 4 4
2 15 30
3 22 66
4 21 84
5 20 100
6 8 48
7 6 42
8 2 16
9 1 0
10 1 10
Total N =100 400
m = average no. of letters per day
_Mx_ 400,
R
The Poisson distribution is
-m r e—l 41‘
Pe=n=""T0— ; P20, 162,

r! r!
By recurrence formula,

Pk + 1) = ﬁip(k)' k=0,1,2, ...

Let f(x) denote the expected frequency of x.
4

4 .
fk+1)=N.Pk+1)=100. 7o1 P = 357100 POy = 5 fb)

k+1 +1

DL =
Fle+ 1) = ——fe), k=0,1,2, ...

et(4)
0!

Now f(0) =100 P(0) = 100 .
f(1)= ;—f(O) =4(1.83)=1732 = 7

f2)= % f(1)=2(7.32)=14.64 = 15

3 = §~ 2= 4(1;'64) =19.52 = 20
fid) = % £3) = 4(1252) 1952 = 20
f(5) = g— f4) = 4(12'52) =15.62 = 16

= 100(0.0183) = 1.83 = 2
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1®=56)= "2 = 1041 = 10
=% o= =595 - 6
8= f) = 4(5;95) 99723
=2 o= 20 1m=1
o= 7 1©= 3 oss =1
EXERCISE 10.6

A typist commits the following number of mistakes per page in typing 100 pages. Fit a
Poisson distribution and calculate theoretical frequencies:

Mistakes per page 0 1 2 -3 4 5

Frequency 42 33 - 14 6 4 1

You are given, e =0.3679.

Below are given the number of vacancies of judges occurrmg in a High Court over a
period of 96 years:

Fit a Poisson distribution to represent the frequencies of vacancies per year and find the
expected frequencies:

No. of vacancies 0 1 . 2 3
per year
. NG. of years 58 27 9 1

In 1,000 sets of trials for an event of small frequencies f;, of the number of x; successes
are: .

x 0 1 2 3 4 5 6 7

305 365 210 80 28 9 2 1

1. 37,37,18,6,2,0

Fit a Poisson distribution to the above data and calculate the theoretical frequencies.

5,000 television sets are inspected as they come off the production line and the number
of defects per set is recorded below.

No. of defects 0 1 2 ) 3 4
No. of sets 3680 720 . 520 70 . 10

" Estimate the average number of defects per'set and the expected freqﬁencies of0,1,2,3

and 4 defects, assuming Poisson distribution.

Answers

2.58,29,7, 1

301, 361, 217, 87, 26, 6, 1, 0.

Average no. of defect per set = 0,402 ; 3351, 1341, 268, 36, 4.
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V. NORMAL DISTRIBUTION Frobabilly Disribut

1

10.27. INTRODUCTION NOTES

In Binomial and Poisson distributions, we considered the probabilities of discrete
random variables. Now. we shall consider random variables which may take
-non-countably infinitely many possible values. Such a random variable is called a
continuous random wvariable. The random vériablps corresponding to the
measurement of height, weight, etc. are continnous. We have already discussed
probability distributions of discrete random variables. We shall also be considering
the probability function of a very important continuous random variable, namely normal
variable.

10.28. PROBABILITY FUNCTION OF CONTINUOUS
RANDOM VARIABLE

In discrete probability distributions, the probability is defined for each and every value
of the variable and the sum of all these probabilities is one. On the other hand,
continuous random variables are defined over intervals of real numbers which contains
non-countably infinitely many numbers. Let x be a continuous random variable. The
probability of x to take any particular value is generally zero. For example, if an
individual is selected at random from a large group of males, then the probability that
his weight (x) is exactly 56 kg (i.e., 56.000 ...... ‘kg) would be zero. On the other hand,
. the probability that weight (x) lying between 55.600 ...... kg and 56.200 ...... kg need
not be zero. Thus, we cannot define a AP(xX)
probability function for a continuous random
variable as we did in the case of a discrete - X B
random variable. In case of a continuous )
. random variable (x), the probability of x taking
any particular value is generally zero and
practically does not make any sense whereas
. the probability of x taking values between any . a b X
two different values is meaningful.

For a continuous random variable, x, a function P(x) is called a probability
. function if:

@P®>0and - G [ Padz=1,
IfP(x)is a probabilit_y Juncition of x, then we define’

Pa<x<b)= J: Plx)dx .

Thus, if P(x) is a probability function of x, then:
(@) P(x) is non-negative
(58) area bounded by the curve and x-axis is equal to one
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(iif) area bounded by the curve, x-axis and ordinates x=a,x="5 gives the measure
of the probability that x lies between a and b.
Remark. Since the probability of x taking any partlcular value is generally zero, we '
have
Pa<x<bh)=Plasx<b)=Pla<x<h)=Pasxsb),

10.29. NORMAL DISTRIBUTION

The normal distribution is a particular type of continuous probability distribution.
This was discovered by De Moivre (1667—1754) in the year 1733. The normal
distribution is obtained as a limiting case of a binomial distribution when n, the number
of trials is mdeﬁmtely large and neither p nor g is very small.

10.30. DEFINITION -

A continuous random variable x is said to have a normal d:stnbutwn IN.D) 1f its
probability function is.given by

P . 1{x-p 2
P = e~ ,—oe < X <oo (1)
W= s \
where j and 6 are the mean and standard deviation of the distribution respectively.

" Remark. If x is d normal varmble with meaxi it and variance 02, then we write symboh—

cally as x ~ N(u, o9).

10.31. STANDARD NORMAL DISTRIBUTION

Let x be a normal variable with probability function: l

Afx-p
P(x)=——1—-e 2( a ) , =00 < x < oo,
av2n . t

where p and o are the mean and standard deviation of the djstzibuiion respectively.

) Wedeﬁne z= i

It can be proved mathematically that z is also a normal variable with mean zero
and variance one. A normal variable with mean zero and variance ope'is called
a standard normal variable (S.N.V.).

In terms of 2, the probability function of x reduces to
. | L

R R

' J P(Z)—-m-e- f <Z < oo,

"B thenz~ N, 1).

Remark. Thus, if x~ N, 09 and z=S.N.V. of x= >

272 Self-Instructional Material

'



Probability Distributions
10.32. AREA UNDER NORMAL CURVE

-2 ;” be the NOTES

corresponding S.N.V. We know that mean and standard deviation of the variable z are
0 and 1 respectively. Therefore, the curves of standard normal variables corresponding
of normal variables are identical.

This is why the curve of a standard normal variable is called the standard
normal curve. For the standard normal curve, we have:

(1) area between z=— 1 and z = 1 is 68.26% of total area, which is one.
P(-1<2z<1)=0.6826.

(1) area between z = — 2 and 2z = 2 is 95.44% of total area.
: P(-2<2<2)=0.9544.

Let x be a normal variable with mean p and standard deviation o. Letz=

]
]
|}
I
]
]
]
I
1

!
I
:
:
1

2 -2 - 0 2 3
-68.26% >
———95.44% —>
—99.74% ———

(ii7) area between z = — 3 and z = 3 is 99.74% of total area.

P(-3<2<3)=09974.

The area bounded by the curve of a SN.V. 2, z-axis and the ordinates at z = 0
and any positive value of z is provided by a standard table. This knowledge of measure
of area in case of S.N.V. is used to find the area bounded by the corresponding normal
variable x, x-axis and any two ordinates. This in turn would help us to find the
probability of normal variable x lying between any two real numbers.

10.33. TABLE OF AREA UNDER STANDARD NORMAL
CURVE

The table titled area under standard normal

curve is given at the end. Let z* be any

arbitrary but fixed value of the variable 2. The

first column of the table provides for z values

with one decimal digit and the second column

gives areas bounded between z-curve and

ordinates z = 0 and z = z*, which is equal to 0o 2z
P0<z<2%).
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For example, from the table P(0 < z <
1.4) = 0.4192. The first row of the table provides
for the second decimal digit of z+. For example,
P(0 <z < 1.43) = 0.4236.
Remark. Sometimes, "the table for the
probabilities P(— co< 2< 2%) is given in the examination
hall. In such a case, the students should find the value
of P(0 € z S z%) by using the following formula:
PO <z<z#)=P(-=<2z<2%)-05.

10.34. PROPERTIES OF NORMAL DISTRIBUTION

(i) The area bounded by the curve and
the x-axis is equal to one.

(i) Pl@<x<b), i.e. the probability that x
lies between @ and b is equal to the area bounded
by the curve, x-axis and ordinates x=a and

x=b. .

(i) The curve is bell-shaped and 4-30 p-25 ”K_ 8. 56‘7 40 420 ”“'3"
symmetrical about the line x=p. I 95 44%———1

_(iv) The mean (u) and variance (6% of 2 & 99.74%— ]

normal distribution are called its parameters.
() The location and shape “of a normal distribution depends upon the values of

its parameters.
(vi) If the mean and S.D. of a normal distribution are p and o respectively, then:

p-0-p X-— o L+o—p
@Pu-oc<sx<pto) —P( - p U_)

=P 1sz<1)=0.6826

() P(u—20<x<p+20) =P “"2:—”s-x;”s”+2:_”)

=P(2<2<2)=0.9544

@ P—3c<xsp+30) =p(”‘3:‘usx;usu+3g—u]‘

=P(-3<2<3)=0.9974
(vii) The mean, median and mode of a normal distribution coincide with each other |
|

(viii) For a normal distribution, ¥, = 0 and v, = 0. Therefore, normal distribution is

mesokurtic.
(ix) In a normal distribution, mean dev1at10n about mean is approximately

-

4
equal to — 5. time its standard deviation.

(x) In a normal distribution, quartile deviation is approximately equal to 2 times’

its standard deviation.
(xi) The tails of the curve of 2 normal distribution extend i.ndefinitely on both

sides of x=p and never touches the z-axis.
(xu) In a normal dlstrlbutlon Q, and Q, are equidistant from the med1an
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Eixample 10.21. The mean and standard deviation of a normal variable x are  Probability Distributions
50 and 4 respectively. Find the values of the corresponding standard normal variable,

when x is equal to 42, 84, 85, 32 and 40.

Solution. We have n=>500=4
Let z be the standard normal variable corresponding to x.
& x_;].-t_ _x —450

bt <Eis. 55 42;50 S
When x =84, z= 84;50 =8.5
When x =85, z= 85;50 =8.75
When r=32, = 32;50 =-4.5
When x =40, z= 40;50 =—

Example 10.22. Find the area under the standard normal curve which lies:
(i) to the left of z=1.73
(iv) to the left of z = - 1.88

(i) to the right of z=2.70
(iit) to the right of z =- 0.66
(v) between z=1.25and z=1.67
(tff) between z =- 1.85 and z =—- 0.90
(vit) between z=—- 1.45and z = 1.45
(viii) between z=- 0.9 and z = 1.58.

Solution. The variable z is a standard normal variable (S.N.V.).

Total area under the curve of z and
z-axis is one.
(7) Area to the right of 2= 2.7
= 0.5 — area between z=0
z=217
=0.5-0.4965
(Using area Table)
= 0.0035.
(1) Area to the left of z=1.73
= 0.5 + area between z =0
z=1.73
=0.5+ 0.4582 = 0.9582.
(i7) Area to the right of z=— 0.66
= (area from 2=~ 0.66 toz=0) + 0.5
= (area from z=01to z=0.66) + 0.5

and

and

NOTES

(By symmetry of curve)

=0.2454 + 0.5 = 0.7454.

(Using Table)

)

2.7

1.73

-0.66
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Business Statistics (iv) Area to the left of z=— 1.88
=(.5 — area between z=— 1.88
and z=0
NOTES - . =0.5—areabetweenz=10 _
-and z=1.88 (By symmetry of curve)
= 0.5 — 0.4699 = 0.0301. Z1.88 0 z

(Using Table)

(v) Area between z = 1.25 and z = 1.67
= (area between z=0and z = 1.67)
— (area between 2z = 0 and z = 1.25)
= 0.4525 ~ 0.3944 = 0.0581.
(Using Table)

0 125167

. (vi) Area between z=— 1.85 and z=—0.90
= (area between z =— 1.85 and z = 0)
— (area between z=-0.90 and z=0)
= (area between z =0 and z = 1.85)
— (area between z =0 and z = 0.90)
(By symmetry of curve)
=(.4678 — 0.3159 = 0.1519.
(Using Table)
(vii) Area between z = — 1.45 and z = 1.45
= (area between z =— 1.45 and 2 = 0)
+ (area between z = ( and z = 1.45)
= (area between z = 0 and z = 1.45)
+ (area between z = 0 and z = 1.45)

(By symmetry of cuxve) -

-185-09 O

= 2(area between z=0and z= 1.45) a5 - 0 T z

= 2(0.4265) = 0.8530. (Using Table)
(viii) Area between z=—0.9 and z = 1.58
* = (area between z = — 0.9 and z = 0)
+ (area between z = 0 and z = 1.58)
= (area between z = 0 and z= 0.9
+ (area between z =0 and 2 = 1.58)

(By symmetry of curve)
= 0.3159 + 0.4429 = 0.7588. YR 158
. (Using Table) _
Example 10.23. x is a normal veriable with mean 25 and standard deviation 5.
Find the probability that :
Gy x<10 (i) 15< 2 < 30

(ii5) | x—30 | = 10.
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Solution. We have mean = 25, S.D. = 5.
. Let zbe the SN.V. corresponding to x.
x-p x-25
Ol h L

10 - 25
5
Required probability = P(x < 10)
=Pz<-3)=P(z23)
=05-P0<2z<3)

() When x =10, z=

=0.5-0.4987
=0.0013.
z
-2 -3 0
(@) Whenx =15, z= 1552 ==2
O —
When x = 30, z=3 = =

Required probability
=P(15<x< 30)

=P-2<z<1)
=P(-2<2<0)+P(0<z<1)
=P(0<2<2+P0<z<1)
=0.4772 + 0.3413 z
= 0.8185.

(1) Required probability = P( | x—30 | > 10)
=1-P(| x-30| <10)
=1-PB0-10<x<30+ 10)
=1-P(20<x < 40)

Vmasx—% m-%)
=1=p < <

5 5 5 s
-1 0 3

=1-P(-1<2<3)
=1-{P(-12220)+P(0<2<3)} [ Pe=-1)=P(z=3)=0]

=1-{PO0<z<1)+P0<2<3)}
=1-1{0.3413 + 0.4987} = 0.16.

Example 10.24. In a normal distribution, 31% of the items are under 45 and 8%
are over 64. Find the mean and standard deviation of the distribution.

Solution. Let x be the normal variable and z be its S.N.V. Let u and o be the
mean and standard deviation of x.

By the given conditions,

31 8
P(x<45) = 100 =031 and P(x>64)= 100 =0.08.
Since P(x<45) <0.5. .. x=45 lies on the left of x = p and so the value of the

corresponding z-variable is —ve,
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ez >0

45 —
Whenx=45,let z= 5

4 —
When x=64, let 2= ot =2,(-0)
P(x < 45) = 0.31 s 6%

= Pz<—2z)=031
=» P@z>2z)=0.31
= 05-PO0<z<z)=031 .
= PO<z<z)=019 sp 6
= 2, =0.5 (From area table)
45 - : '
B 05 or 45-p=—0506 .1
Also P(x > 64)=0.08 _
= P(z>2z,)=0.08 = 05-P0<2<2z)=008
= P(0<z<2,)=0.42 = 2= 14
(F¥om “ares table)
. 64—;& =14 or 64—p=14c L
MH-@ = -19=-19% = o=10
() = 45-p=-05(10=-5
= L=45+5=50

u=50 and o=10.
Example 10.25. The profits of 400 companies are normally dzstnbuted with

| mean? 150 lakhs and standard deviation T 20 lakhs Estimate the number of companies

with:
(i) profits less than T 128 lakhs
(i) profits more then T 175 lakhs
(i) profits between T 100 lakhs and T 138 lakhs
Solution, Let xbe the normal variable ‘profit. Let z be the corresponding S.N.V.
. sl x—150
o 20
() P(profit less than ¥ 128 lakhs) = P(x < 128)
.. =P(x— 150 < 128 - 150)

? (x -150 - 22)

=P <—
| 20 20
=P(z<-1.1)=P(z>1.1)
o _ (By symmetry)

=05-P0<z<11)
=.0.5 —0.3643 = 0.1357. .

No. of companies with profit less than ¥ 128 lakhs

‘= 400 P(x < 128) = 400 % 0,1357 = H4.
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(i) P(profit more than ¥ 175 lakhs)
=P(x>175) = P(x - 150> 175 - 150)
= P[x —160 25

20 >%J =P(z> 1.25)

=0.5-P(0<2<1.25)
=0.5-0.3944 = 0.1056. 0
No. of companies with profit more than ¥ 175 lakhs
=400 P(x > 175)
=400 x 0.1056 = 42.
(117) P(profit between ¥ 100 lakhs and 7 138 lakhs)
=P(100 < x < 138)
= P(100 - 150 < x — 150 < 138 — 150)
=P(—5O<x— 150(—12]
20 20 20
=P(-25<2<-086)
=P(0.6<2<25) (By symmetry) >
=P(0<z<25)-P(0<2z<0.6) =3 G i
=0.4938 - 0.2257 = 0.2681.
No. of companies with profits between ¥ 100 lakhs and 7 138 lakhs
=400 P(100 < x < 138)
=400 x 0.2681 = 107.

Example 10.26. The marks obtained by students in a degree examination are
normally distributed. The mean marks and S.D. of the distribution are 500 and 100
- respectively. If 674 appeared in the examination and out of these, 550 are to be declared
passed, what should be the minimum pass marks?

Solution. Let x denote the normal variable marks. Let zbe the SN.V. of x.
x-500
100 -

1.25

Let minimum pass marks be k.
674 P(x = k) = 550

5
Pixz2k)= % =0.816

X 100 100

[z>k—500
P{#= 700

k-500
< —,
P[ 100 _zJ 0.816

(x—500>k—500) S0

or J =(.816

or

(k—500

or Sz£0)+0_5=0.816

or

[k—soo
P {100

5250] =0.316

Probability Distributions

NOTES
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k- 5:0] = 0.316 By smem of normal curve)

or ) P[OSz:S—

By area table,
P(0 < 2<0.9) =0.316 (Approx.)

E - 500
-0 - 0.'9 .
Le., 500—k=90 or k=>500-930=410.
Minimum pass marks = 410, °
Example 10.27. Assuming the mean height of soldiers to be 68.22 inches with a
variance of 10.8 (inches)?, find how many soldiers in a regiment of 10,000 would you
expect o be over 6 feet tall? :
" Solution. Let x denote the variable height. We assume that x is normally

distributed. The mean and S.D. of x are 68.22 and /108 = 3.2863.
~ Let z be the corresponding S.N.V.

_ x-6822
#= 732863

Now, the expected number of soldiers, who
are at least 6 feet (72 inches) tall

= 10,000 P(x > 72)

_ [x —6822 72-6822
=10,000P | "35863 ~~ 32863
= 10,000 P(z> 1.15) '

= —_ < . 0 1.15

= 10,000 (0.5 -P(0 <z < 1.15) . (x=68.227) (k=72
= 10,000 (0.5 — 0.3749) = 1251.

Example 10.28. In a certain examination, the percentages of passes and
distinctions were 45 and 9 respectively. Estimate the average marks obtained by the
candidates, the minimum pass and distinction marks being 40 and 75. (Assume the
distribution of marks to be normal).

Solution. Let x denote the normal variable marks. Let p and o be the mean and
standard deviation of x respectively. Let z be the SN.V. of x.

=x—p.
a

Now, pércentage of passes = 46%
100 P(x = 40) = 45

x - 40-p
= P(x > 40) = 0.45 = P[ 0”2 5| =045
40-pY - : 40—
= P[ZZ 0“]=0.45 ) = 0.549(0525 U" =0.45
. 40 -
N P[Ost G“]=0.05.

Also from the table,
P0<2<0.12) = 0.05
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= =0.12 =:00)
Also, percentage of distinctions = 9%
. 100 P(x275)=9 = P(x=75) =0.09 NOTES
f.__“_>75'“]_ ( >75_“]_
=3 P( P T =009 = P|z=2 p =0.09
s 75 -
= 05-P 0222750 “J=0.09 = P[OSZS 0")=0.41
Also, from the table,
P0<2<1.34) = 041
A e (@)
o
Dividing (1) by (2), we get
40-p 012
ﬂ=L—3Z = wu=236.5576 = 37

Average marks = 37.

EXERCISE 10.7

The mean and standard deviation of a normal variable are 35 and 5 respectively. Find
the values of the corresponding S.N.V., when x = 10, 15, 22, 34, 35, 55.

If 2 is a standard normal variable, then find the following probabilities:

M P1<zg2) (i) P(z2 3).
- xis a normal variable with mean 50 and standard deviation 8. Find the probabilities:
(1) x< 60 (1) 10<x< 40
(112) x> 60.

A normal curve has ¥ =40 and 0 = 15. Find the area between x, =25 and x, = 60,

The income of a group of 5000 persons was found to be normally distributed with mean
¥ 700 and standard deviation Z 50. Find the expected number of persons getting (i) less
than Rs. 680 (i) more than ¥ 750 and (iii) between ¥ 680 and T 750.

The marks obtained by a large group of students in a final examination in statistics
have mean 68 and standard deviation 9. If these marks are normally distributed, what
percentage of students can you expect to have secured marks between 60 and 65, both
inclusive?

In a sample of 120 workers in a factory, the mean and standard deviation of wages
were ¥ 11.35 and ¥ 3.03 respectively. Find the percentage of workers getting wages
between ¥ 9 and ¥ 17 in the whole factory, assuming that the wages to be normally
distributed.

5000 candidates appeared in a certain examination paper carrying a maximum of y
100 marks. It was found that the marks were normally distributed with mean 39.5 and
standard deviation 12.5. Determine the approximate number of candidates who secured
a first class for which a minimum of 60 is necessary.,

In a large group of persons, it is found that 5% are under 60 inches and 40% are between
60 and 65 inches in height. Assuming the distribution to be normal, find the mean and
standard deviation of the height.
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Answers
1. -5-4,-286,-02,0,4 2. (i) 0.1359 (z) 0.0013
3. (1) 0.8944 (i) 0.1056 (iif) 0.1056
4. 0.7495 5.() 1723 - (#) 793 (ite) 2484
6. 18.4% 7.100 P(@<x<1iT)= 75.09% 8. 252
9.

65.41, 3.28.

10.35. FITTING OF A NORMAL DISTRIBUTION

Let x be a normal variable. Let the probability density function P(x) of x be given by

1(x-p z .
1 Y e
P@) 5 me ) X <eo,
where p and o are the mean and standard deviation of the distribution respectively.
For calculating the -expected normal frequencies, corresponding to an observed
frequency distribution, the following steps are taken:

(i) The values of mean (k) and S.D. (o) are calculated by usual methods.

(i) The values of the standard normal variable z = are calculated

corresponding to each lower limit of classes in the given distribution.
(fii) Corresponding to these values of z, the areas under the normal curve to the
left of these ordinates are calculated. This is done by using the table given at the end.
(iv) The areas for the successive classes are obtained by subtracting the
corresponding areas calculated in step (iii).
(v) The areas for the successive classes are multiplied by N to get the required
expected frequencies. ’ '
Example 10.29. Fit a normal curve to the following dato:

Class 0—5 | 5_10| 10-15| 15—20| 20--25|25—30 | 30—35 35—-40 | 40—45
No. of items 20 24 32 238 20 16 34 10 16
Solution. Calculation of Mean and S.D.
Class f x d=x—A u=d/h fu fu?
A=225 h=5 ‘

0—5 20 - 2.5 -20 ~4 ~80 320
5—10 24 7.5 -15 -3 -T2 216
10—15 32 12.5 —-10 -2 - 64 128
15—20 28 175 | -5 ‘ -1 —28 28
20—25 20 22.5 0 0 0 0
25—30 16 27.5 5 1 18 16
30—35 34 82.5 " 10 - 2 68 136
35—40 - 10 37.5 15 3 30 90
40—45 16 42.5 20 4 . 64 250
Total 200 —-66 1190
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= ful, _ -66) . _
Mean (u) = A+ (w—)h =225+ [m] 5=20.85
2
SD. ()= %Ni 2 [%]2 xh=1g00 - (%636] X 5= 12,084, NOTES
Calculation of Expected Frequencies
Class | Lowerclass| z= £ ;i-l Area under | Area corresponding | Expected
limit _x—20.85 | normal curve lo class [requency
x 12.084 | to the left of =N x Area
ordinate at
2z

0—5 0 -1.72 0.0427 0.0524 10.48 = 10
5—10 B -1.31 0.0951 0.0890 17.80 = 18
10—15 10 -0.90 0.1841 0.1315 26.30 = 26
15—20 15 -0.48 0.3156 0.1565 31.30 = 31
20—25 20 - 0.07 0.4721 0.1610 32.20 = 32
25—30 25 0.34 0.6331 0.1433 28.66 = 29
30—35 30 0.76 0.7764 0.1026 20.52 = 21
35—40 35 19% 0.8790 0.0639 12.78 = 13
40—45 40 1.58 0.9429 0.0338 6.76 =
45—50 45 L2, 0.9767 — —

EXERCISE 10.8

1. Fit a normal curve to the following data:

Variable 60—62 63—65 66—68 69—T71 72—74
Frequency 5 18 42 27 8

2. Fit a normal curve to the following data:

Class 60—65 65—70 T0—75 75—80
Frequency 3 21 150 335
80—85 85—90 90—95 95—100
326 135 26 4
Answers
1. 4,21, 39,28, 8 2. 3, 31, 148, 322, 319, 144, 30, 3. -

10.36. SUMMARY

o The binomial distribution is a particular type of probability distribution. This
was discovered by James Bernoulli (1654—1705) in the year 1700. This
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distribution mainly deals with attributes. An attribute is either present or absent
with respect to elements of a population. ' a

A random variable which counts the number of successes in a random experiment
with trials satisfying above four conditions is called a Binomial variable.

The shape of the binomial distribution depends upon the probability of success

(p) and the number of trials in the experiment. Ifp=g= %, then the distribution

will be symmetrical for every value of n. If p # q, then the distribution would be
asymmetrical i.e., skewed. The magnitude of skewness varies as the difference
between p andgq.

As number of trials {n) in the binomial distribution increases, the number of

_ successes al€o increases. If neither p nor g is very small, then asn approaches

infinity, the skewness in the distribution disappears and it becomes continuous.
We shall see that such a continuous, bell shaped distribution is called a normal
distribution.

‘The Poisson distribution is also a discrete probability distribution. This was

discovered by French mathematician Simon Denis Poisson (1781 — 1840) in
the year 1837. This distribution deals with the evaluation of probabilities of
rare events such as “no. of car accidents on road”, “no. of earthquakes in a year”,
“no. of misprints in a book”, ete. ‘ :

The Poisson distribution is derived as a limiting case of binomial distribution.

A random variable which counts the number of successes in a random experiment
with trials satisfying above conditions is called a Poisson variable.

The normal distribution is a particular type of continuous probability
distribution. This was discovered by De Moivre (1667—1754) in the year 1733.
The normal distribution is obtained as a Emiting case of a binomial distribution
when n, the number of trials is indefiniitely large and neither p nor q is very small.

10.37. REVIEW EXERCISES

Ll

12,
13.
14.

15.
16.
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What are the conditions under which Binomial proBabi]it.y model is appropriate
Explain the utility of Poisson distribution in practical life.

What is a normal probability distribution? What. are the salient features of a normal
curve?

Explain the distinctive features of Binomial and Poisson distributions.

What is binomial distribution? Under what conditions will it tend to a normal distribution?
What is Poisson distribution? Point out its role.

Explain the characteristics of Poisson distribution.

Explain the properties of a Binomial distribution. What is its relationship with Poisson
distribution?

Write short note on Normal distribution.
Explain the properties of Normal distribution.

¥

. How does a normal distribution differ from a binomial distribution? What are the

important properties of a normal distribution?
Discuss the conditions for the Binomial distribution. What are its important properties?
Defirie binomial distribution and explain its important features.

What is meant by theoretical frequency distribution? Discuss the salient features of the
Binomial and Normal distributions. -

Differentiate between Normal and Binomial distributions.

What is meant by Theoretical Frequency Distribution? Discuss the main features of
Binomial, Poisson and Normal distributions.
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11.4. Type I Error and Type II Error
11.5. Power of the Test

I. Test of Significance for Small Samples
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11.18. Test of Significance for Difference of Means W
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11.21.  Chi-square Test to Test the Independence of Attributes
11.22. Conditions for 2 Test

11.23. Uses of %2 Test

11.24. Summary

11.25. Review Exercises

e v e

11.1. INTRODUCTION

To describe a set of data or observations, we use statistics such as mean and standard
deviation. These statistics are estimated from samples. Sample is nothing but a small
section selected from the population and the process of drawing or selecting a sample
from the population is called ‘sampling’. It is essential that a sample must be a random
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11.3. LEVEL OF SIGNIFICANCE AND CONFIDENCE

selection so that each member of the population has the equal chance of being selection
in the sample. A statistical population consists of observations of some characteristic
of interest associated with the individuals concerned and not the individual items or
persons themselves. ' '

A statistical measure based only on all the units selected in a sample is called
‘statistic’, e.g., sample mean, sample standard deviation, proportion of defectives, etc.
whereas a statistical measure based on all the units in the population is called
‘parameter’. The terms like mean, median, mode, standard deviation are called

parameters when they describe the characteristics of the population and are called
statistic when they describe the characteristics of the sample.

A very important.aspect of the sampling theory is the study of the tests of
significance which enables us to decide on the basis of the sample results whether to
accept or reject the hypothesis. A test of significance can be used to compare the
characteristics of two samples of the same type. Some of the well known tests of
significance for small samples are ¢{-test and F-test.

11.2. NULL HYPOTHESIS AND ALTERNATIVE
HYPOTHESIS -

A statistical hypothesis is a statement about a.f}opulation parameter. There are two
types of statistical hypothesis, null hypothesis and alternative hypothesis.

The hypothesis formulated for the sake of rejecting it under the assumption
that it is true, is called the null hypothesis and is dencted by H,. Null hypothesis
asserts that there is no significant difference between the sample statistic and the
population parameter and whatever difference is observed that is merely due to

fluctuations in sampling from the same population.

~ Rejecting null hypothesis implies that it is rejected in favour of some other
hypothesis which is accepted. A hypothesis which is-accepted when H, is rejected is
called the alternative hypothesis and is denoted by H,. What we intend to conclude is
stated in the alternative hypothesis. ' ’

LIMITS

The probability level below which we reject the hypothesis is known as the ‘level of
significance’. The region in which a sample value falling is rejected, s known as the
‘eritical region’ or the ‘rejection region'. We, generally, take two critical regions which
cover 5% and 1% areas of the normal curve.

Depending on the nature of the problem, we use a single-tail test or double-tail
test to estimate the significance of a result. In a single-tail test, only the area on the
right of an ordinate is taken into consideration whereas in a double-tail test, the areas "
of both the tails of the curve representing the sampling distribution are taken into
consideration.

For example,.a test for testing the mean of a population -
- Hy: 1=y
against the alternative hypothesis H, : p> W, (right tailed) or H, :p<p, (eft tailed_) is
a single tailed test. In'the right tailed test (I, : 1> Hg) the critical region lies entirely
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in the right tail of the sampling distribution; while for the left tail test (H, : p<py), the
critical region is entirely in the left tail of the sampling distribution.

A test of statistical hypothesis where the alternative hypothesis is two tailed
such as:

H, : p =, against the alternative hypothesis
H, :p#p, (> p, and p < p ) is known as two tailed test and in such a case the

critical region is given by the portion of the area lying in both the tails of the probability
curve of the test statistic.

The value of z corresponding to 5% level of significance is + 1.96 and corresponding
to 1% level of significance value of z is + 2.58. The set of z-scores outside the range
t 1.96 and + 2.58 constitute the critical region of the hypothesis (or the region of
rejection) at 5% and 1% level of significance respectively.

The following figure showing region of acceptance and rejection for 5% and 1%
level of significance.

Region of

Critical region acceptance Critical region
or region of 95% area or region of
rejection “— > rejection
2.5%3 5’2‘.5%%
z=-1.96 z=0 z2=1.96
(5% level of significance)
Critical region Critical region
or region of or region of
rejection rejection
z=-2.58 z=0 z=258

(1% level of significance)

11.4. TYPE | ERROR AND TYPE Il ERROR

The error of rejecting H, when H, is true is called the type I error and the error of
accepting H, when H is false (H, is true) is called the type II error. The probability of
type I error is denoted by o and the probability of type II error is denoted by B.

P (rejecting H, when H,, is true) = a
P (accepting H, when H, is true) =

Estimation Theory antl
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11.5. POWER OF THE TEST -

A good test should accept the null hypothesis when it is true and reject the null

.1 hypothesis when it is false. L—f G.e., 1-prabability of type II error) measures how well

the test is working and is called the power of the test.
_ Power of the test =1-f.

I. TEST OF SIGNIFICANCE FOR SMALL SAMPLES

11.6. STUDENT’S t-TEST

Let x,, i:z, ...... , £, be a random sample of size n (n < 30) from a normal population with
mean 1t and variance o2, The student’s ¢-test is defined as

o

S

1 ) n ) :
where % =— Z x; , is the sample mean and § = _1 2 (x; - %) is an unbiased
R n-1 = ' :

estimate of the standard deviation o.

11.7. ASSUMPTIONS FOR STUDENT’S t-TEST

The following assumptions are made in student’s i~test:
(?) The parent population from which the sample is drawn is normal.
(ii) The population standard deviation (o) is unknown.
(iii) Sample size is less than 30.

11.8. DEGREE OF FREEDOM

The number of independent variates which make up the statistic is known as the
degree of freedom (d.f).and is denoted by v (the letter Nu’ of the Greek alphabet).

In general the degree of freedom is defined as _
d.f. = number of frequencies — number of independent constraints on them.

11.9. TEST FOR SINGLE MEAN

Suppose we want to test
@) If a random sample x; ¢ = 1, 2, ....., n) of size n has been drawn from a normal
population with a specified mean say W or .
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(#) If the sample mean differs significantly from the hypothetical value W of the
population mean.

Under null hypothesis H,:
(t) The sample mean has been drawn from the population with mean p or

(@) There is no significant difference between the sample mean ¥ and the
population mean y, the statistic

_X_u
. t'—s/\/;,
__1g 1 ¥ =2
where z =;Z % and S=J—E (x; - X)
i=1 i=1

follows Student’s t-distribution with (n = 1) degrees of freedom.

We now compare the calculated value of ¢ with the tabulated value at certain
level of significance. If calculated | tl > tabulated ¢, H, is rejected and if calculated
[t] < tabulated ¢, H, may be accepted.

Note. We know, the sample variance ,

1
&= ;'E(.t - )
ns?=(n-1) 82
s 2 S s
or = =

A n n-1 = J_; CJn- 1
Hence, the test statistic becomes
x-g  X-yp
Sivn  stfn-1
Example 11.1. The mean weekly sales of soap bars in departmental stores was
146.3 bars per store. After an adverlising campaign, the mean weekly sales in 22 stores
for a typical week increased to 153.7 and showed g standard deviation of 17.2. Was the
advertising campaign successful?
Solution. Here, n =22, ¥ = 153.7,5=17.2
Null hypothesis H,:p=146.3,i.e., the advertising campaign is not successful,
Alternative hypothesis H, : u > 146.3 Right tail)
Under H,,, the test statistic is

l=

T-u .
l=——= with (22 - 1) =21 d.f
s/‘/n—lWI ( ) d

;15871463  74x421 _
17.2/.f22 -1 17.2
Since calculated value of £ =9 is greater than the tabulated value of ¢= 1.72 for

21 d.f. at 5% level of significance. It is highly significant. So H, is rejected, i.e., the
advertising campaign was successful in promoting sales,

Example 11.2. Ten individuals are chosen at random from a normal population

and the heights are found to be in inches 63, 63, 66, 67, 68, 69,70, 70, 71 and 71. Test if

the sample belongs to the population whose mean height is 66 inches. (Givent, ,. =226
for 9d.f) _ '

Estimation Theory and
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% X— x (x,' - E)Z
63 -4.8 23.04
63 —-4.8 23.04
NO'TES 66 : -1.8 . 3.24
67 -08 . 064
58 0.2 0.04
69 . 1.2 1.44
70 2.2 4.84 -
70 2.2 ’ 4.84
71 3.2 10.24
m 32 10.24
Zx =678 . I, —%)2=816
Here, n=10 ’ ’ -
= ¥x; 678 _
¥ =sample mean = =30 - 67.8 inches

S 11 - 1
- S=l\I:_12(xi—x)2=J%x81.6

= J9.0667 = 3.011
Null hypothiesis Hy : = 66, i.e., population mean is 66 inches
Under H,, the test statistic is ’
L E-p _ 678-66 _18x4/10
Sidn  301y4i0 3011

) 3.011 :
degree of freedom =n—1= 10-1=9
by os = 2.26 for 9 d.f. -

As the caleulated value of | ¢] is less than £, g5 the difference between x and i
may be due to fluctuations of random sampling. Hy may be accepted. In other words,
the data does not provide any significant evidence against the hypothesis that the
population mean is 66 inches. ' : .

Example 11.3. A random sample of 16 values from a normal population showed
a mean of 41.5 inches and the sum of squares of deviations from this mean equal to
135 square inches. Show that the assumption of a mean of 43.5 inches for the population
is not reasonable. (Given ty 45 = 213, t,o = 2.95 for 15 degrees of freedom)

. Solution. Here, x = 41.5 inches, n = 16, Z(x; — 7)? = 135 sq. inches

S_‘E——_IZ(_::, £ =75 %185 Jo=3

‘Null hypothesis H, : b = 43.5 inches, i.e., the data are consistent with an
assumption that the mean height in population is 43.5 inches. '

Alternative hypothesis H, : p # 43.5 inches

Under H, the test statistic is

p= 2K
Siin
|415-435] _ 2x4
el = = =2.667
. [l 31416 3"

degrees of ﬁ'eedom-= n-1=16-1=15
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We are given toos = 2.13 and ¢, 5, = 2.95 for 15 degrees of freedom.

Since calculated |¢| is greater than t5.05 = 2.13, null hypothesis H,, is rejected at
5% level of significance and we conclude that the assumption of mean 43.5 inches for
the population is not reasonable.

Remark. Since calculated |¢| is less than ¢, ,, =2 .95, null hypothesis H; may be accepted
at 1% level of significance.

11.10. t-TEST FOR DIFFERENCE OF MEANS

Given two independent random samples x, (1 =1, 2, vy 1) and * U=LZ.. , ) of
sizes n, and n, with means ¥ and 5 and standard deviations S, and S, from normal
populations with the same variance, we have to test the hypothesis that the population
means are same. In other words, since a normal distribution is completely specified by
its mean and variance, we have to test the hypothesis that the two independent samples
come from the same normal population. :

The statistic is given by

1 5 1
where E-‘—'—in;y:—iyj

ey = 2 -
and S R [, -1) 82+ (n, 1S, 2]
1 n
or 8= — — (x,-—f)2+i(y-—5r)2
n1+n2—2l;§1 e A

follows Student’s t-distribution with (n, + n, - 2) degrees of freedom.

If the calculated value of | ¢| be > tabulated , the difference between the sample
means is said to be significant at certain level of significance; otherwise the data are
said to be consistent with the hypothesis.

-11.11. PAIRED t-TEST FOR DIFFERENCE OF MEANS

If the size of the two samples is the same, say equal to n, and the data are
paired, (x;, ), (=1, 2,......, n) corresponds to the same ith sample unit. The problem is
to test if the sample means differ significantly or not.

Here, we consider the increments, d=x—- ¥ G=12 .. , ).

Under the null hypothesis H,, that increments are due to fluctuations of sampling,
the statistic

g
S/Jn’
Eua e 1 ¢ =3
==Y d and §2=——% (@-d)
4o =T ol 1
follows Student’s ¢-distribution with (n — 1) degrees of freedom. If Zd, is negative, we

may consider | d |. This test is generally one tailed test. Therefore, the alternative
hypothesis is H, : p, > B or H,:p <p,

where
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Example 11.4. The followin,_é,r data related to the heights (in cms) of two different -
varieties of wheat plants.

Variely 1 63 65 68 69 TI 72

Variety 2 61 62 &5 66 69 69 70 71 72 73

Test the null hypothesis that the mean heights of plants of both varieties are the
same. -
Solution. Given n, =6, ny = 10
Null hypothesis Hyiu =y
Alternative hypothesis H, : 1, > 1, (right tail)
Under H, the test statistic is given by

b= ,xl_y 1
S [—+—
ngG ng
Variety 1 Variety 2
x x—% =x-68 | (x—¥)F y y-—y =y-67 (y—-5)7
63 -5 25 61 -6 36
65 - =3 9 62 —b ) 25
68 0 0 65 -2 4
69 1 1 65 -2 4
71 3 9 . 66 - —1 1
T2 4 16 66 -1 1
Tx =408 Tx—x)? 70 3 9
=60 70 3 9
72 5 25-
73 6 36
Iy =670 Ty — ¥)2 =150
1 408 1 . 670
____._Ex,=——= MYy, =— =
X n, [} 6 68 ¥ T ¥: 10 67
Py — _=2 Y
8. rt g2 Ex-x)?+Z@-¥)]
1 ' 210
—6+10—2[60+ 150]--14——15 §=23.873
-y 68— 67 1
1= = = =0.499
1 1 1 1 3.873x05164
S |—+—= 3873, =-+-=
n; Ry 6 10

Tabulated £, ; for 14 degrees of freedom for single tail-test is 1.76.

Since calculated value of ¢ is less than 1.76, it is not at all significant at 5% level
of significance. Hence, H, may be accepted and we conclude that the height of the
plants are not different at 5% level of significance.

Example 11.5. The mean values of birth weight with standard deviations and
sample sizes are given below by socto-economic stafus. Is the mean difference in birth

weight significant between socio-economic group?
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High socio-economic graph Low socio-economic group
Sample size n, =15 n, =10
Birth weight (kg) ¥ =291 y =226
Standard deviation S, =027 S,=0.22

Solution. Given n,=15,n,=10, x =291, y =2.26
S,=0.27 and S, = 0.22

Null hypothesis H,, : W, = p2

Alternative hypothesis H, :p; >y, (right tail), i.e. high socio-economic group
is superior to low socio-economic group.

Under H, the test statistic is

x=Y
IR

S [—4% =
ny ny

1
St= m [(r,-1)S2+@m,-1) S,

= 1 : N e
= T5+10-3 [A5-Dx0.277 + (10~ 1) x (0.22)7]

_ 1.0206 +0.4356 _ 1.4562

s 23 55 oo
= S=0.25
291-226  065x+4150  0.65x 245 :
t= = = =6.37
025Ji+i 0.25x /25 0.25
15 10

Tabulated value of ¢ for 23 degrees of freedom at 5% level of sign. Finance for
right tailed test is 1.71. Since calculated ¢ is much greater than tabulated ¢, it is highly
significance and H, is rejected and conclude that mean of high group is greater than
low group.

Example 11.6. Memory capacity of 8 students was tested before and after training.
State at 5% level of significance whether the training was effective from the following
scores:

Student 1 2 3 4 5 6 7 8 Total
Before 49 53 51 52 47 50 52 53 407
After 52 55 52 53 50 54 54 58 423

Use paired t-test for your answer.

Solution. Let x denotes the scores before training and y denotes the scores
after training.

Null hypothesis H;:p, = u,, e there is no significant difference in the scores
before and after the training. In other words, the given increments are just by chance
(fluctuations of sampling).
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.

Alternative hypothesis H, : p, <, (to conclude that training has been effected)
(One tail) :

Studenl! Score before Score after d=x-y d?
training (x) lraining ()
1 49 52 T -3 9
2 53 ' 55 -2 4
3 51 ° 52 -1 -1
4 52 - 53 -1 1
. b 47 50 -3 9
6 50 54 . -4 16
i 62 54 -2 4
8 53 b3 0 0
Id=-16 Zdé =44
Under H, the test statistic is
) . t_— Ei— -
Sivn
' - 1x -16
= — d ==
d== 21 j=—g =2
gt E (d-3F == [d? - (@)
n-144 t n—-1"""%
1 44-32 12
3 - —_— J— 2 — —-—— =
. 7[44 8 x (- 2)] 7 7 1.714
= S=1.31
ldl 1-2] _ 2x283

ltl=g/Jn = Ta¥8 - 181 %

Tabulated £, o for (8 — 1) = 7 degrees of freedom for one tail test is 1.90.

Since calculated value of ¢ is greater than the tabulated ¢, Hy is rejected at 5%
level of significance. Hence, we conclude that the scores differ significantly before and
after the training, i.e. training was effected.

. EXERCISE 11.1

1. Abrand of matches is sold in boxes on which it is claimed that the average contents are
. 40 matches. A check on a pack of 5 boxes gives the following restlts: '
41, 39, 37, 40, 38
() Test the manufacturer's claim keeping.the interests of both the manufacturer and
the customer in mind.
(fi) As a customer test the manufacturer’s claim.

2. Asample of size 10 drawn from a normal population has & mean 31 and a variance 2.25.
Is it reasonable to assume that the mesan of the population is 30? (Use 1% level of
significance).

3. Arandom sample of size 10 from a normal population with mean p gives a sample mean

. of 40 and sample standard deviation of 6. Test the hypothesis that ju =44 against j1 # 44
at 5%‘level of significance.




4. Anew drug manufacturer wants to market a new drug only if he could be quite sure that
the mean temperature of a healthy person taking the drug could not rise above 98.6°F
otherwise he will withhold the drug. The drug is administered to a random sample of 17
healthy persons. The mean temperature was found to be 98.4°F with a standard deviation
of 0.6°F. Assuming that the distribution of the temperature is normal and = 0,01, what
should the manufacturer do?

-5. The marks of students in two groups were obtained as

I 18 20 36 50 49 36 34 49 41

I 29 - 28 26 3 . 30 44 46

Test whether the groups were identical.
(Given &) .. =2.14 for 14 degrees of freedom)
6. Two different types of drugs A and B were tried on certain patients for increasing weight.

5 persons were given drug A and 7 persons were given drug B. The increase in weight in
pounds is given below:

Drug A 8 12 13 9 3

DrugB 10 8 12 15 6 8 11

Do the two drugs differ significantly with regard to their effect in increasing weight,
(Given ¢, .. = 2.23 for 10 degrees of freedom)

7. The mean life of a sample of 10 electric light bulbs was found to be 1456 hours with
standard deviation of 423 hours. A second sample of 17 bulbs chosen from a different
batch showed a mean life of 1280 hours with standard deviation of 398 hours. Is there a
significant difference between the means of the two batches?

{Given , ;. = 2.06 for 25 degrees of freedom)

8. To verify whether a course in Statistics improved performance, a similar test was given
to 12 participants both before and after the course. Thé original marks recorded in
alphabetical order of the participants were 44, 40, 61, 52, 32, 44, 70, 41, 67, 72, 53 and
72. After the course, the marks were in the same order 53, 38, 69, 57, 46, 39, 73, 48, 73,
74, 60 and 78. Was the course useful? )

(Given £, ;= 2.201 for 11 degrees of freedom)

9. A certain medicine given to each of the 9 patients resulted in the following increase of
blood pressure. Can it be concluded that the medicine will in general be accompanied by
an increase in blood pressure.

7,3,~-1,4,-3,5,6,—-4,-1
(Given ¢, ,, = 2.306 for 8 degrees of freedom)

Answers
1. () Accept manufacturer 's claim . (i) manufacturer’s claim is justified.
2. Yes ) ) ) 8. Accept null hypothesis
4. The manufacturer should market the drug 5. Two groups are identical
6.

No 7. No 8. Yes 9. No

11.12. F-TEST

This test uses the variance ratio to test the significance of difference between two
sampled variances. F-test which is based on F-distribution is called so in honour of a
great statistician Prof. R A. Fisher. ' ’

Estimation Theory and
Hypothesis Testing

NOTES

Self-Instructional Material 295




- Business Statistics

NOTES

Letx,, %y ...... , Xp and ), ¥g, coeees Yy b€ the values of two independent random

samples drawn from the same normal population with variance ¢. Then, we define
_ variance ratio F as follows: : .

.. 312 '
F=-—‘;S > 8,;
822 1. 2
]
where S2= 1 2 (x; - B
n-1:a
1
.01 o2
s22=n2_1i§=‘,_1wi—y>

and %, ¥ are the sample means. _ )
The distribution of variance ratio F with v, and v, degrees of freedom is given

by

V) -2]

- Yo F[ §

P
(

141 F
vy .

-| where y, is so chosen that the total area under the curve is unity.

The parameters v, and v, represent degrees of freedom. For samples of sizes n,
and n,, we have '
: Iv1=n1—1 and v,=n,-1

11.13. PROPERTIES OF F-DISTRIBUTION

() The value of F cannot be negative as both terms of F-ratio are the squared
values. : .
(i) The range of the values of F is from 0 to . -
(iif) The F-distribution is independent of the population variance o? and depends
on v, and v, only. ‘ o
The P-distribution for various degrees of freedom v, and v, is given in the
following table: .
Table: Values of F for 5% and 1% level, where v, is the number of degree of
freedom for greater estimate of variance and v, for the smaller estimate of variance.

11.14. PROCEDURE TO F-TEST

{8).Set up the null hypothesis H, =g2=0,2= o2, i.e. the independent estimates
of the common population variance do not differ significantly.
(&) Find the degrees of freedom v, and v, given by v, =n; — 1 and v, =1, — 1
respectively. ' '
(iii) Calculate the variances of two samples and then calculate ¥. =
(iv) From F-distribution table note the value of F for v, v, degrees of freedom at
the desired level of significance. - ' ' i
(v) Compare the calculated value of F with tabulated value of F at the desired
level of significance. If the calculated value of F is less-than the tabulated value, then
the difference is not significant and we may conclude that the same could have come
from two populations with the same variance i.e., accept H,, otherwise reject H,.
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11.15. CRITICAL VALUES OF F-DISTRIBUTION Hypothesis Testing

The available F-table give the critical values of F for the right-tailed test, i.e. the
critical region is determined by the right-tail areas. Thus, the significance value NOTES
F, (v;, v,) at level of significance and (v}, v;) degrees of freedom is determined by

P[F >F, (v, v,)] = a, as shown below:

P(F)4
Critical value
Acceptance . ]
region (1 - a) Rejection region
(o)
Fu(vql Vz)

Example 11.7. In one sample of size 8 the sum of the squares of deviations of the
sample values from the sample mean is 84.4 and in the other sample of size 10 it is
102.6. Test whether this difference is significance at 5% level. Given that for v,=7and
v;=9; F,,. = 3.29.

Solution. Here, n,=8n,=10
and I(x-x)* =844, 2>y - ¥)2= 1026

8,2=

1 1
B == -
n -1 I(x-x)*= 7 x 84.4=12.057

S,2= Sy-F)2= % x 102.6= 11.4

ng—-1
Under H, : 6,°= 0,%=0? i.e. the estimates of 02 given by the samples are
homogeneous,

_ 8% 12057
TR i

= 1.057

For v, =7 and v, = 9, we have F,, = 3.29. Since calculated value of F is less
than F, .., H, may be accepted at 5% level of significance.

Example 11.8. Two random samples gave the following information:

Sample Size Sample mean Sum of squares of
deviations from the mean
1 10 15 90
oo 12 14 108

Test whether the samples have been draun from the same normal population.
Given that for vi=9and v,=11I;F,,. = 2.90 (approx.).
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Solution. Here, n, =10, n, =12, x = 15, y =14
T (x— )2 = 90; Sy — 7)2 = 108

82= S(x—£)? =%x90 =10

nl—l

1 1
2 — —_ 2= 8 =
8,7 = 7 2= 5) 108 = 9.82 |
Under H, : 0,2 = 6,2 = 6%, i.e. two samples have been drawn from the same
normal population.
8% 10

F—S—zz-=r82‘ =1.018

For v,=9andv,= 11, wehave Fy,,=290.

Since calculated value of F is less than F, g it is not significant. Hence, null
hypothesis H; may be accepted.

Example 11.9. The samples of sizes 9 and 8 give the sum of squares of deuviations
from their respective means equal to 160 and 91 square units respectively. Test whether
the samples have been drawn from the same normal population. Given that for v, =8
and v,=7; F, ;s = 3.73. : : :

Solution. Here, n, =9, n,, =8, Z(x— ¥)* = 160, Z(y—= ¥)* = 981

: 1 1
9 2
82= : lz(x—x) == x 160=20

8,2 =

1
ndz_lz(y—?)2 =Z%91=13

Under H, : 6,2 = 0,2 = 02, i.e. two samples have been drawn from the same -
normal population. '

20
F=—5=--=1.54 (approx.)

For v, =8 and v, =7, we have F; o = 3.78
Since calculated value of F' is less than F ., it is not significant. Hence, H, may
be accepted. ) :

Example 11.10. Two samples are drawn from two normal populations. From
the following data test whether the two samples have the same variances at 5% level of
significance. s .

 Sample] |60 € 71 74 76 82 . 85 87

Sample I 61 66 67 85 78 88 .86 85 63 91

Solution. Here, n, =8, n, =10
Under H, : 812 = 8,2 i.e. two samples have the same variance.
' " H,:852%=#8,}

Ay
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x x-x (x-x ) y Y-y 6-y7
60 60-76=-15 225 61 61-77T=-16 256 NOTES
65 65-75=-10 100 66 66-77=-11 121
71 T1-T6=-4 16 67 67-77T=-10 100
74 T4-T5=-1 1 85 85-717=8 64
76 76-T5=1 1 78 78-T7=1 3
82 .82-75=17 49 88 88-7T7=11 121
85 85-75=10 100 86 86-77=9 81
87 87-75=12 144 85 85-77=8 ‘ 64

63 63-77T=-14 196

91 91-7T7=14 196

Tx = 600 T(x-x)? Zy =770 Zy-y)?
=636 = 1200
Ix 600 _ 3y _T70
E=:1“—_8'=75 y=g-ﬁ=77
Y 636
Variance of sample-1 =8 ? = e Ix-x)2= e T 90.857
1
Variance of sample-I1 = S,2 = n21— 1 20— ¥pr= ~1102—[_]0i =133.33
2
F=21. 18838 ) 40
S,2 ~ 90.857

For v, = Tand v, =9, we have F, . = 3.29.

Since calculated value of F is less than F; 0 Hy may be accepted, i.e. the samples
I and IT have the same variance.

EXERCISE 11.2

1. Inasample of 8 observations, the sum of squared deviations of items from the mean was
94.5. In another sample of 10 observations, the value was found to be 101.7. Test whether
the difference is significant at 5% level.

2. The following are the values in thousands of an inch obtained by two engineers in 10

successive measurements with the same micrometer. Is one engineer significantly more
consistent than the other?

Engineer A 503 505 497 505 495 502 499 493 510 501

Engineer B | 502 497 492 498 499 495 497 496 498

3. The nicotine content (in milligrams) of two samples of tobacco were found to be as follows:

Sample A 24 27 26 21 25

Sample B 27 30 28 31 22 36

Can it be said that the two samples come from the same normal population?
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Business Statistics 4. The daily wages in ¥ of skilled workers in two cities are as follows:

Cily Size of sample of workers S.D. of wages in the sample
A - 25
NOTES B 13 39

Test at 5% level of significance the equality of variances of the wage distribution in the
two cities. :
5. The time taken by workers in performing a job by methods I and II is given below:

Method I 20 16 26 27 23 ) 22 -

Method IT 27 33 42 35 32 34 38

Do the data show that the variances of time distribution from population from which
these samples are drawn do not differ significantly?

6. Two random samples drawn from two normal populations are given below:

Sample I 63 656 68 63 71 72 - - - .-

SempleII | 63 62 65 66 69 69 70 71 72 73

Test whether the two populations have the same variance at 5% level of significance.

Answers
1. No 2. Not significant 3. yes
4. Accepted 8. Not significant 6. Yes.

11. TEST OF SIGNIFICANCE FOR LARGE SAMPLES

For practical purposes a sample is taken as a large sample if n > 30. Under
large sample test there are some important tests to test the significance. These tests
are as follows:

1. Test of significance for proportion
(2) Single proportion (i) Difference of proportions

2. Test of significance for single mean.

3. Test of significance for differences of _ : '
(@) Means (i) Standard deviations.

11.16. TEST OF SIGNIFICANCE FOR PROPORTION

(i) Single proportion: This test is used to test the significant difference between
proportion of the sample and the population.

Let X be the number of successes in 7 independent trials with constant probability
P of success for each trial

We have E(X) = nP and V(X) = nPQ, where Q = 1 — P = probability of failure

X .
Now, p=" (p = observed proportion of success)
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Now, EQ) = E(EJ =dpm =22 cp
n n n
—v(X). Ll v EQ _PQ
Vo) =v(X)=Fveo -2 - B
SE.(p= [PQ
n
=2-Ep _22F N1y

SE.(p)  [PQ
n

where E — expected value, V — Variance and S.E. — Standard error

Z is called a test statistic which is used to test the significant difference of the
sample and population proportion.

Note 1. The probable limits for the observed proportion of success are E@+Z, ‘} V( p)

e, PxZ Eg , where Z_ is the significant value at the level of significance o.
(+3 n a

2. If P is not known then the probable limits for the proportion in the population are
pq
P£Z, 1’—'; :
3. If o.is not given, then we can use 3¢ limits. Hence, probable limits for the observed
proportion of success are P+ 3“P—Q— and probable limits for the proportion in the population are
n

p* 31{-;3
n

4. A set of four selected values is commonly used for o.. Each o and corresponding Z, and
Z, values are given in the following table:

For two-tailed test For one-tailed test

o Zoys o Z,
0.20 1.282 0.10 1.282
0.10 1.645 0.06 1.645
0.05 1.960 0.025 1.960
0.01 2.576 0.01 2.326

(ii) Difference of Proportions: This test is used to test the difference between
the sample proportions.

Let two samples X, and X, of sizes n, and n, respectively taken from two different
X X
lations, then p, = =X e
populations, then p, " and p, =
To test the significance of the difference between the sample proportions p, and

p, we set the null hypothesis H,, that there is no significant difference between the
two sample proportion.

Estimation Theory and
Hypothesis Testing

NOTES

|
|
|
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Business Statistics “Under the null hypothesis H,, the test. statistic is

- +
Z=__ProPs gherep =PiTMaPy g Q=1=P
1 _ ny+ne .
| pq[_+_]
NOTES - fy PRy

If sample proportions are not given, we set the hull hypothesis

Hy:p=p,

under H, the test statistic is _
= i?_z__’ whereQ, =1-P, and Q,=1-P,. ’
PQ, + PQ,
ny Ny
Example 9.11. A coin is tossed 324 times and the head turned up 175 times.
Test the hypothesis that the coin is unbiased. .
Solution. Null hypothesis H, : the coin is unbjased i.e.,
1
P= )
Here, 1 = 324, X = Number of heads = 175
i _ 1
_ P =prob. of getting a head in a toss = )
~~ 1 1 '

Q=1-P=1-7=7
1

X-EX) _ X_nP' _ 175—324)(5

SEofX . JoPQ [, 1.1
2”2

:E=‘144<196

Since | Z | < 1.96, null hypothesis is aceepted at 5% level of significance. Hence
the coin is unbiased.
Example 9,12, A die is thrown 1000 times and a thraw of 5 or 6 was obtamed
420 times. On the assumption of random throwing do the data indicate an unbiased die?
Solution. Null hypothesis H;, : the die is unbiased
Under H,,, P = probability of getting 5 or 6

7=

21,1 1
6 6 3
1 2
Q—l—P~1—-§—§ .
Here, n = 1000, X = Number of sucecess = 420

_ X-pp  420-1000x2  490_33333 8667
- - N 1491
JnPQ \/1000 y % N % ¥222.222 |

=5.813

Singe | Z | = 5. 813 >3 (Maxunum value of Z), H, is rejected i.e., the die is
biased.
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Example 11.13. 500 apples are taken at random from a large basket and 65 are  Estimation Theory and
found to be bad. Find the S.E. of the proportion of bad ones in a sample of this size and Hypothesis Testing
assign limits within which the percentage of bad apples most probably lies.

Solution. Here, n = 500, X = number of bad apples in the sample = 65
NOTES

65
p = proportion of bad apples in the sample = 500 ~ 0.13 and

g=1-p=1-0.13=0.87
The proportion of bad apples P in the population is not known.
Wecan take P=p=0.13,Q=q¢=0.87and N=n = 500

SE. of tion = |PQ _ [013x087
ol proportion V N V =

Limits for proportions of bad apples in the population is

P 31/%9» =013+ 3“% =0.13 % 0.045 = 0.175 and 0.085

= 17.5% and 8.5%.

Example 11.14. Before an increase in excise duty on tea, 400 people out of a
sample of 500 persons where found to be tea drinkers. After an increase in the excise
duty, 400 persons were known to be tea drinkers in a sample of 600 people. Do you
think that there has been a significant decrease in the consumption of tea after the
increase in the excise duty?

Solution. Here  n, =500, n,=600

X, =400, X,=400

=0.015

p, = proportion of drinkers in first sample = % = % =0.8
: ’ ; 400
D, = proportion of drinkers in second sample = 00 -3° 0.67

Since proportion P of the population is not given, it can be estimated by using

P +n, 5004600 1100 - 11
3
and Q=1—P=1—%=H

Null hypothesis H, : P, =P, (there is no significant difference in the consumption
of tea before and after increase of excise duty)

Alternative hypothesis H, : P, > P, (right tailed test), under H,, the test statistic
PPy _ 0.8 - 0.67 - 0.13
Jm{l 1] Js 3(1 1) 0.027
et o — X | —t—
iy iy 11 11500 600
Since | Z | = 4.815> 1.645 also | Z | = 4.815 > 2.33 at both the significant

values of Z at 5% and 1% level of significant respectively, H,, is rejected i.e., there is a
significant decrease in the consumption of tea due to increase in excise duty.

=4.815
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Example 11.15. 500 articles from a factory are examined and found to be
2% defective. 800 similar articles from a second factory are found to have only
1.5% defectives. Can it reasonably concluded that the products of the first factory are
infertor to those of second?

Solution. Here, n, = 500,

; 2
p, = proportion of defectives from first factory = 100 = 0.02
n, =800,

5
P, = proportion of defectives from second factory = 100 = 0.015

Since proportion P of the population is not given it can be estimated by using
_mpitnope 10412 22
" nytn,  500+800 1300
and Q=1-P=1-0.017=0.983

Null hypothesis H, : P, = P, (there is no significant difference between the
products of first and second factory)

Alternative hypothesis H, : P, # P, (two tailed test)

Under H, the test statistic

P =0.017

_ m-Py 0.02-0.015
11 11
i1 0.017 x 0.983 —=-+ ——

\(PQ(nl_‘L nz) \/ 8 [500 sooj
0.005
= ooo7a7 0678

Since | Z | =0.678 < 1.96, null hypothesis is accepted at 5% level of significance.
Hence there is no significant difference between the products of first and second factory -
i.e., the products of the first factory are not inferior to those of second.

Example 11.16. In two large populations there are 30% and 25% respectively of
fair haired people. Is this difference likely to be hidden in samples of 1400 and 1000
respectively from the bwo populations.

Solution. Here, n, = 1400, n, = 1000

. 30
P, = proportion of fair haired in the first population = 100 =0.3

. ' 25
P, = proportion of fair haired in the second population = —— = 0.25

100
Q,=1-P; = 1—0.3=0."7, Q,=1-P,=1-025=0.75
Null hypothesis Hj : p, =p, (Sample proportions are equal) i.e., the difference in
population proportions is likely to be hidden in sampling.
Alternative hypothesis H, : p, # p, (two tailed test)
Under H,, the test statistic is

- P-P 0.30-0.25 __005 .,
[PQ, , P.Q, \Io.s x07 025x075 001837
n, o ng 1400 1000

Since | Z | = 2.72 > 1.96, null hypcthesis is rejected at 5% level of significance.
Hence at 5% level of significance these samples will exhibit the difference in the
population proportions. '
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EXERCISE 11.3 ‘Hypothesis Toing

1. A coin was tossed 400 times and the head turned up 216 times. Test the hypothesis that
the cein is unbiased.

2. ' In a hospital 525 female and 475 male babies were born in a month. Do these figures NOTES
confirm the hypothesis that females and males are born in equal number?

3. A die is thrown 10000 times and a throw of 3 or 4 was obtained 4200 times. On the
assumption of random throwing do the data indicate an unbiased die?

4. Given that on the average 4% of insured men of age 65 die within a year and that &0 of

" a particular group of 1000 such men (age 65) died within a year. Can this group he

regarded as a representative sample?

5. 325 men out of 600 men choesen from a big city were found to be smokers. Does this
information support the conclusion that the majority of men in the city are smokers?

6. Arandom sample of 400 apples is taken from a large basket and 40 are found to be bad.
Estimate the proportion of bad apples in the basket and assign limits within which the
. percentage most probably lies.

7. A manufacturer claimed that at least 95% of the equipments which he supplied to a
factory conformed to specifications. An examination of a sample of 200 pieces of
aquipments revealed that 18 were faulty. Test the manufacturer’s claim at a level of
significance (i) 5% (i) 1%.

8. 1000 articles from a factory are examined and found to be 2.5% defective. 1500 similar
articles from a second factory are found to have only 2% defectives. Can it reasonably
concluded that the products of the first factory are inferior to those of second?

9. A manufacturing firm claims that its brand A product outsells its brand B product by
8%. If it is found that 42 out of a sample of 200 persons prefer brand A and 18 out of
another samplé of 100 persons prefer brand B. Test whether the 8% difference is valid |
claim.

10. Inasurveyon aparticular matterin a college, 850 males and 560 females voted. 500 males
and 320 females voted yes. Does this indicate a significant difference of opinion between
male and female on this matter at 1% level of significance?

11, Two samples of sizes 1200 and 900 respectively drawn from two large populations. In
the two'large populations there are 80% and 25% respectively of fair haired people. Test
whether these two samples will reveal the difference in the population proportions.

12, Before an increase in excise duty on tea 800 persons out of a sample of 1000 persons
were found to be tea drinkers. After an increase in excise duty 800 people were tea
drinkers in a sample of 1200 people. Test whether there is a significant decrease in the
consumption of tea after the increase in excise duty.

Answers
1. H, is accepted at 5% level of significance.
2. Yes, H, is accepted at 5% level of significance.
3. H,is rejected. . . 4. Hyis rejected.
5. H,is rejected at 5% level of significance. 6.8.5:11.5
7. Using left tailed test, H,, is rejected at both 5% and 1% level of significance.
B. No, H, is accepted. 9. H, is accepted.
10. H,is accepted. 11. H; is rejected at 5% level of significance.

12. H, is rejected.

11.17. TEST OF SIGNIFICANCE FOR SINGLE MEAN

This test is vused to test the significant difference between sample mean and population
mean.
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Let X, X, ..., X;, be a random sample of size n from a normal population with
mean p and variance oZ. : . _

The standard error (5.E.) of mean of a random sample of size n from a population
is given by '

SE ()= %, where o is the standard deviation of the population.

We set the null hypothesis H, that the sample has been drawn from a large
population with mean p and variance o® i.e., there is no significant difference between
the sample mean (x) and population mean (). _ i

Under the null hypothesis H; the test statistic is

x—U
7=
"ol .

If standard deviation of the population () is not known, we use the test statistic

given as ’

7=2= t , where s is the standard deviation of the sample.
) sivn

Note. The limits of the population mean j are given by X + 7, 2 e,

Jn

— o = o
X Za:’ ~ SHEX +Za.—J:
These limits are called the cqnﬁdence limits for p.
_Exampie 11.17. A normal population has a mean of 6.8 and standard deviation
of 1.5. A sample of 400 members gave @ mean of 6.75. Is the difference significant?
Solution. Here, u=6.8, ¥ =6.75, 0= 15; n=400 7
Null hypothesis H,: ¥ = (there is no significant difference between .% and p)
Alternative hypothesis H, : there is a significant difference between x and p -

g E-n _675-68 005 _ .
oin ~ 15/400 0075 >

Since | Z | =0.67 < 1.96 H, is accepted at 5% level of significance. Hence there
is no significant difference between x and ..

Example 11.18.'A random sample of 400 members has o mean 99. Can it be
reasonably regarded as a sampleé from a large population of mean 100 and standard
deviation 8 at 5% level of significance? .- :

Solution. Here, p =100, x =99, 0 =8, n=400

Null hypothesis H, : the sample is drawn from a large populatiori with mean
100 and standard deviation 8. ’ '

Alternative hypothesis H; : u# 100 (two tailed test)

7 x—p 99-100 1 =95
Toldn 8//400 - 04 :

Since | Z | =2.5> 1.96, H,, is rejected at 5% level of significance. Hence there is
a significant difference between ¥ and ji.e., it can not be regarded as a sample from a
large population.
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Example 11.19. The management of a company claims that the average weekly
income of their employees is T 900. The trade union disputes this claim stressing that it
is rather less. An independent sample of 150 randomly selected employees estimated
the average to be ¥ 856 with standard deviation of ¥ 354. Would you accept the view of
the management?

Solution. Here, p =900, ¥ =854, s = 364, n = 150

Null hypothesis H, : there is no significant difference between x and p i.e., the
view of management is correct.

Alternative hypothesis H, : u# 900 (two-tailed test)
X-pu  854-900 46
B = =—
s/Nn ~ 354/\150 28904
Since | Z | =1.59 < 1.96, H, s acceptéd at 5% level of significance. Hence the
view of management is correct.

Example 11.20. In a population with a standard deviation of 14.8, what sample
size is needed to estimate the mean of population within + 1.2 with 95 % confidence?

Solution. Here, ¥ —pn=+1.2, 0= 14.8, Z= 1.96

-
W =
e know that Z o

=-1.59

Using this, we have

$12 _+12Vn
148/\Jn 148
On squaring both the sides we have

1.96 =

2 2
(1.96)2=(%) xn o n=[l;’i%14-§) = 584.35 ~ 584,

Example 11.21. A random sample of 900 measurements from a large population
gave a mean value of 64. If this sample has been drawn from a normal population with
standard deviation of 20, find the 95% and 99% confidence limits for the mean in the
population.

Solution. Here, n.= 900, ¥ =64, 0 = 20

At 95% confidence Z=196

At 99% confidence Z=258
The confidence limits for the population mean W is given by

EiZa—%
n

The confidence limits for 95% confidence are

64 + 196 x

20
JQE =64 % 1.307 = 62.693 and 65.307
The confidence limits for 99% confidence are

64 + 2.58 x =64+ 1.72 = 62.28 and 65.72.

20
V900

Estimation Theory and
Hypothesis Testing
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EXERCISE 11.4

A random sample of 900 members has a mean 3.4 cms. Can it be reasonably regarded as
a sample from a large population of mean 3.2 cms and standard deviation 2.3 cms?

A random sample of 400 male’ students is found to have a mean height of 160 ¢cms. Can
it be reasonably regarded as a sample from alarge population with mean height 162.5 cms
and standard deviation 4.5 cms?

A random sample of 200 measurements from a large population gave a mean value of 50
and a standard deviation of 9. Determine 95% confidence interval for the mean of
population.

A random sample of 400 measurements from a large population gave a mean value of 82
and a standard deviation of 18. Determine 95% confidence interval for the mean of
population. ,

A company manufacturing electric bulbs claims that .the average life of its bulbs is
1600 hours. The average life and standard deviation of random sample of 100 such bulbs

- were 1570 hours and 120 hours respectively. Should we accept the claim of the company?

An insurance agent has claimed that the average age of policy holders who insure through
him is less than the average for all agents which is 30.5 years. A random sample of
100 policy holders who had insured through him reveal that the mean and standard
deviation are 28.8 years and 6.35 years respectively. Test his claim at 5% level of
significance.

The guaranteed average life of a certain type of bulbs is 1000 hours with a standard
deviation of 125 hours. It is decided to sample the output so as to ensure that 90% of the
bulbs do not fall short of the guaranteed average by more than 2.5%. What must be the
minimum size of the sample?

. Answers
Yes, H, is accepted. 2. Yes, H, is accepted.
48.8 and 51.2 . 4. 80.24 and 83.76
No, rejected at 5% level of significance. 6. Claim is valid.

n=4

- 11.18. TEST OF SIGNIFICANCE FOR DIFFERENCE OF

MEANS
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population with mean p, and variance o,

sample means i.e., b, = M.

(i) This test is used to test the significant difference between the means of two

large samples.

Let x, be the mean of a sample of size r, from a population with mean u, and

variance o,2 and let ¥, be the mean of an independent sample of size n, from another

2

We set the null hypothesis Hy that there is no significant difference between the

Under the null hypothesis Hj the test statistic is

%, — X
7= 2
G o
1,02
n Ny



If the samples are drawn from the same population with common standard
deviation (o), then under the null hypothesis the test statistic is

7= ___xll' X2 : (: o0,=0,=0)
o f— +—
ny Ry

Note. 1. If 0, # 0, and 0, and o, are not known, the test statistic is
5z
P el
2 2
he BPAL 4

iy Ny

2. If common standard deviation (0) is not known and 0, =0, than o can be obtained by
using

oo 1 8% + ng 8,2

ny+ng

The test statisticis Z= s el g
| JM (_1 ; i]
n +ng Byt ing

(i) Standard Deviations. This test is used to test the significant difference
between the standard deviations of two populations.

Let two independent random sample of sizes n, and n, having standard deviations
s, and s, be drawn from the two normal population with standard deviation o, and o,
respectively.

We set the null hypothesis H,, that the sample standard deviations do not differ
significantly i.e., 0, = o,

Under the null hypothesis H, the test statistic is

g
Z:—lé_.._ 822
c o

1 9

2n, 2n,
If 6, and o, are unknown then the test statistic is
5185
2n, 2n,

Y=

Example 11.22. Examine whether there is any significant difference between
the two samples for the.following data:

Sample Size Mean
1 50 140
by 60 150

Standard deviation of the population = 10.
Solution. Here, n, =50, n, = 60, x; = 140, x, = 150, 0 = 10

f Null hypothesis Hy:p = My Le., samples are drawn from the same normal
population.
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Business Statistics Alternative hypothesis H, : u, # 1,
' Under H,, the test statistics is

|
- X — X 140 - 150 10
. ) 7= 1 2 _ = =- =-5.22
* NOTES 1 1 ’ 1 1 1915
o |—+— 10, )—=+—= -
ny nhe Y50 60
Since | Z | =5.22> 8, H,is rejected. Hence the samples are not drawn from the

same normal population. .
Example 23. Intelligence tests on two groups of boys and girls gave the following

results.
Mean . S.D. Size
Girls 70 10 70
Boys 75 11 100

Examine if the difference between mean scores is significant.
Solution. Here, n, =70, n, = 100, %, =170, x, = 75,5, = 10,5, =11
Null hypothesis H, : There is no significant difference between mean scores i.e.,
X, = Xy ’
Alternative hypothesis H, : x; # , (twb-tailed test)

Under H; the test statistic is
Xy —%  70-75 _ b

£+£ _@_{_ '1_12_ 2.639
ny  ng 70 . 100

=—1.895 .

7=

Since | Z | = 1.895 < 1.96, H, is accepted at 5% level of significance. Hence °
there is no significant difference between mean scores. :

Example 11.24. The means of two large samples of 1000 and 2000 members are
168.75 cms and 170 cms respectively. Can the samples be regarded as drawn from the
same population of standard deviation 6.25 cms?

Solution. Here, n, = 1000, n, = 2000, z, = 168.75, X, = 170, 0 = 6.25

Null hypothesis H : i, = 1, L.e., samples are drawn from the same population. '

Alternative hypothesis H, : p, # u, (two-tailed test)

Under H; the test statistic is

16875-170 _ 125

Z = El — 52 = ——— =
1 1 1 1 0.24
—+— 625 ,)——t-—x
° J ntm, 8% V7000 * 2000 :
Since | Z | =5.165 > 1.96, H, is rejected at 5% level of significance. Hence the

gamples are not drawn from the same population.

Example 11.25. Two random samples of sizes 1000 and 2000 farms gave an
average yield of 2000 kg and 2050 kg respectively. The variance of wheat farms in the
country may be taken as 10 kg. Examine whether the two samples differ significantly in

yield.
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Solution. Here, n, = 1000, n, = 2000, x, = 2000, %, = 2050, 02= 100 i.e,c=10 Estimation Theory and

Null hypothesis H : p, = p, i.e., samples are drawn from the same population.
Alternative hypothesis H, : y, # 1, (two tailed test)
Under H,, the test statistic is

g = 2000 - 2050 50
el L e = 129.20
] e 0387
L e ST IS RS AL T
el 1000 ' 2000

Since | Z | = 129.20 > 3 (maximum value of Z), highly significant, H,is rejected.
Hence the samples are not drawn from the same normal population.

Example 11.26. Random samples drawn from two large cities gave the following
information relating to the heights of adult males:

Mean height Standard deviation | No. in samples
(in inches)
City 1 67.42 2.58 1000
City 2 67.25 2.50 1200

Test the significance of difference in standard deviations of the samples at 5%
level of significance.

Solution. Here, n, = 1000, n, = 1200, x, = 67.42, %, = 67.25, 8, = 2.58, s, = 2.50,
o is not known.

Null hypothesis H, : 0, = 0, i.e., the sample standard deviations do not differ
significantly.

Alternative hypothesis H, : 0, # 0, (two-tailed test)

Under H, the test statistic is

__m-y  _ 258-250 008 _ .
L \/(2'58)2 L @502 0077
2ny  2n, 2000 2400

Since | Z | =1.039<1.96, H,is accepted. Hence sample standard deviations do
not differ significantly.

Example 11.27. In a survey of incomes of two classes of workers of two random
samples gave the following data:

Size of sample Mean annual Standard deviation
income in 3 in3
Sample 1 100 582 24
Sample 2 100 546 28

Examine whether the difference between
(1) Mean and
(i) The standard deviations significant.

Hypothesis Testing

NOTES
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Solution. Here, 1, = 100, n, = 100, &, =582, %, =546, 5, =24, 5, = 28

(©) Null hypothesis H,, : i, = i, i.e., sample means do not differ significantly.
Alternative hypothesis H, : p; # p, (two tailed test)

Under H, the test statistic is

X - % - 36
7= lxlz e _ = 582546 = T — 9,762
_S]__ +S_2__ J@‘Dz + (28)2 ’

Since | Z | = 9.762 > 1.96, highly significant, H; is rejected at 5% level of
significance. Hence sample means differ significantly. ' )

(ii) Null hypothesis H, : 6, = 0, i.e., sample standard deviations do not differ
significantly. |

Alternative hypothesis H1 : 0y # 0, (two-tailed test)
Under H, the test statistic is

8y~ g 24-28 -4

Z= = = =-1.53
Eﬁ_}. 822 Jé4)2 (28)2 2.6077
2n, Z2n, 200 200
Since | Z 1 = 1.53' < 1.96, H; is accepted. at 5% level of significance. Hence'
sample standard deviations do not differ significantly. =~ :
EXERCISE 11.5

1. The number of accidents per day were studied for 144 days in city A and for 100 days in
city B. The mean numbers of accidents and standard deviations were respectively 4.5
and 1.2 for city A and 5.4 and 1.5 for city B. Is city A more prone to accidents than city B.

2. The mean yields of a crop from two places in a district were 210 kgs and 220 kgs per acre
from 100 acres and 150 acres respectively. Can it be regarded that the sample were
drawn from the same district which has the standard deviation of 11 kgs per acre?

3. Given the following data:

No. of cases Mean wages - Standerd deviation
ind of wagesin I
Sample 1 400 474 31
Sample 2 900 50,3 3.3

Examine whether the two mean wages differ significantly.

4. Asample of heights of 6400 soldiers has amean of 67.85 inches and a standard deviation
of 2.56 inches. While another sample of heights of 1600 sailors has a mean of 68.55 inches
and a standard deviation of 2.52 inches. Do the data indicate that the sailors are on the
average taller than soldiers? '

5. Intelligence tests on two groups of boys and girls gave the following results:

Mean - S.D Size
" Girls 75 8 60
Boys 73 10 100

Examine if the difference between mean scores is significant.
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6. The yield of a crop in a random sample of 1000 farms in a certain area has a standard
deviation of 192 kgs. Another random sample of 1000 farms gives a standard deviation
of 224 kgs. Are the standard deviations significantly different?

7. The standard deviation of a random sample of 900 members is 4.6 and that of another
random sample of 1600 is 4.8. Examine if the standard deviations are significantly
different.

8. The mean yield of two sets of plots and their variability are as follow:

Sel of 40 plots Sel of 60 plots
Mean yield per plot 1258 kgs 1243 kgs
S.D. per plot 34 28

Examine whether
(i) the difference in the variability in yields is significant,
(i2) the difference in the mean yields is significant.

Answers
1. No 2. No 3. Yes, highly significant
Highly significant 5. Not significant at 5% 6. Yes
7. Not significant 8. (i) Not significant (ii) significant.

11.19. CHI-SQUARE TEST

In test of hypothesis of parameters, it is usually assumed that the random variable
follows a particular distribution. To confirm whether our assumption is right,
Chi-square test is used which measures the discrepancy between the observed (actual)
frequencies and theoretical (expected) frequencies, on the basis of outcomes of a trial
or observational data. Chi-square is a letter of the Greek alphabet and is denoted
by 2. It is a continuous distribution which assumes only positive values.

11.20. CHI-SQUARE TEST TO TEST THE GOODNESS OF
FIT

The value of x? is used to test whether the deviations of the observed (actual) frequencies
from the theoretical (expected) frequencies are significant or not. Chi-square test is
also used to test whether a set of observations fit a given distribution or not. Therefore,
chi-square provides a test of goodness of fit.

If0,, 0y, ......, 0, is a set of observed (actual) frequencies and E.E,....Eis
the corresponding set of theoretical (expected) frequencies, then the statistic x? is given

by
o |(0; -E))?
g o (000 A
<5 {25
is distributed with (n — 1) degrees of freedom.
Here, we test the null hypothesis.

H, : There is no significant difference between the observed (actual) values and
the corresponding expected (theoretical) values.
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Business Statistics v.s., H, /' Hy is not true.
If 52, 2 %%, (Or %2 o n e 1) then H, is rejected otherwise H, is accepted.

Note. If the null hypothesis H, is true, the test statistic »2 follow chi-square distribution
with (n — 1) degrees of freedom, where

n
50

i=1 i

NOTES
n

E; ie ,0i-E)=o. -

1 i=1

n

11.21. CHI-SQUARE TEST TO TEST THE INDEPENDENCE
" OFATTRIBUTES E

The value of x? is used to test whether two attributes are associated or not,
i.e. independence of attributes. To test the independence of attributes contingency table
is used.

A contingency table is a two-way table in which rows are classified according to
one attribute or criterion and columns are classified according to the other atfribute or
criterion. Each. cell contains that number of items Oij possessing the qualities of the
ith row and jth column, where i = 1, 2, ...... ,randj=1,2, ... , 5. In such a case
| contingency table is said to be of order (r X 5). Each row.or column total is known as

.
2 R; is equal to the sum of column

marginal total. Also we have the sum of fow totals
) . i=1

8
totals Z Cj,i.e.
~

J
. 2 R; = Z C; =N, where N is the total frequency.
=~ 5 _ .

Let us consider the two attributes A and B, where A divided into r classes
ALA, A and B divided into s classes B,, B, ...... , B,. If R, represents the number
of persons possessing the attributes A; ; C; represents the number of persons possessing
the attributes B; and O;; represent the number of persons possessing attﬁbutes A;and
B, respectively. The contingency table of order (r X s) is shown in the following tfiblel

Columns : .
. B, B, e B, Tolal
Rows*
A 0y, 0 e 0y R,
A, Oy Op o O, R,
Al 0, 0, - G,, R,
Total C, C, .G, N
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Corresponding to each O,; the expected frequency E; in a contingency table is
calculated by
R; xC; _ Row total x Column total
N Grand total
Here, we test the null hypothesis.

H, : There is no association between the attributes under study, i.e. attributes
A and B are independent.

v.s., H, : attributes are associated, i.e., attributes A and B are not independent.
H, can be tested by the statistic

B =

0 =B,
x= Z 2 : i is distributed with (r — 1) (s — 1) degrees of
i=1j=

freedom.
If %o 2 X2ap OF X2 (1) o1y )» then Hy is rejected otherwise H,, is accepted.
Note 1. For a contingency table with r rows and s columns, the degrees of freedom
=(r-1)(s-1).
2. For a 2 X 2 contingency table —i% we use the following formula to calculate the value
of statistic ¥ as
N (ad - be)?

2 =
NGBt DEraCrd’
where N=a+b+c+d

%% has (2 — 1) (2 - 1) = 1 degree of freedom.
3. Yate's correction. In a 2 x 2 contingency table, if any of cell frequency is less than 5,

1 ‘
we make a correction to make ? continuous. Decrease by — those cell frequencies which are

2

1
greater than expected frequencies and increase by — those cell frequencies which are less than

2
expected frequencies. This will affect the marginal totals. This correction is known a Yate's
correction.

After applying the Yate's correction, the corrected value of %2 is given by

2
N.(]ad—bcl—%)
@a+b)(b+d)(a+e)c+d)

X =

11.22. CONDITIONS FOR 2 TEST

1. The number of observations collected must be large, i.e. n > 30.

2. No theoretical frequency should be very small.

3. The sample observations should be independent.

4. N, the total of frequencies should be reasonably large, say, greater than 50.

Self-Instructional Material

Estimation Theory and
Hypothesis Testing

NOTES

315




Business Statistics

NOTES

11.23. USES OF y? TEST

1. To test the 'goo_dness of fit.
2. To test the diserepancies between observed and expected frequencies.
3. To determine the association between attributes.

Example 11.28. The following table gives the number of accidents that took
place in an industry during various days of the week. Test whether the accidents are

uniformly distributed over the week.

Days Mon, Tue, - Wed. Thu. Fri. Sal.

No. of accidents 16 20 4 - 13 17 186

Solution. Here, n = 6, total number of accidents =96 -
Null hypothesis H, : the accidents are uniformly distributed over the week.
Under H,, the expected number of accidents of each of these days
_ Total no. of accidents _ 96 _
No. of days ~6 16

The observed and expected number of accidents are given below:

o 16 20 14 13 17 16
E, 16 16 16 16 16 16
(O,-E)y o 16 4 9 1 0

6 2
O;-E;) _0+16+4+9+1+0 30 _
g‘, = 16 = 1875.

Tabulated value of 32 for 5(6—1= 5) degrees of freedom at 5% level of significance

is 11.07.

Since calculated value of %2 is less than tabulated value of x?, so H,, is accepted,
i.e., the accidents’are uniformly distributed over the week.

Example 11.29. A die is thrown 120 times and the result of these throws are

given as:

No. appeared on the die 1 2 3 4 5 é
Frequency ' 16 30 22 18 14 20
Test whether the die is biased or not. -
Solution. Here, n = 6, total frequency = 120
Null hypothesis H;, : die is unbiased
120

Under H,, the expected frequencies for each digit = e 20
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The observed and expected frequencies are given below :

Estimation Theory and

Hypothesis Testing
0, 16 30 22 18 14 20 :
E; 20 20 20 20 20 26 NOTES
(O,—E)F 16 100 4 4 .36 0
- (0, -Ep* 160
962=E(O; E)" _16+100+4+4+36+0 _ _3
E; 20 20

i=1 i

Tabulated value of y2for 5 (6—1=5) degrees of freedom at 5% level of significance
is 11.07. Since calculated value of %2 is less than tabulated value of X2, so H, is accepted,

i.e. the die is unbiased.

Example 11.30. The following table shows the distribution of digits in numbers

chosen at random from a telephone directory:

Digits 0 1. 2 3 4 5 6 7

.8

9

Frequency | 1026 1107 997 966 1075 933 1107 972

964

853

Test at 5% level whether the digits may be laken to occur equally frequently in

the directory.
Solution. Here, n = 10, total frequency = 10,000

Null hypothesis H;, : all the digits occur equally frequently in the directory

10,000
Under H,, the expected frequency of each of the digits = 0" 1000
The observed and expected frequencies are given below:
0, 1026 1107 997 966 1075 933 1107 972 964 853
E, 1000 1600 1000 1000 100€@ 1000 - 1000 1000 1000 1000
(G, —Ei)z 676 11449 9 1156 5625 4489 11449 784 1296 21609
2 0; E )2 676+ 11449 + ...... + 21609 )
1000
58542 _ 58542
71000

Tabulated value of 2for9(10-1=9) degrees of freedom at 5% level of

significance is 16.92.

Since calculated value of ¥* is greater than tabulated value of 32, so H, is rejected,
i.e., all the digits in the numbexs in the telephone directory do not occur equally

frequently.
Example 11.31. Fit a Poisson distribution for the following data and test the
goodness of fil.
No. of defects (x) 0 1 2 3 ’4 5
Frequency 6 13 13 8 4 3
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Solution. Null hypothesis H, : Poisson distribution is a good fit to the data.
We first find the Poisson distribution for the above data.

Ifx 94 _
Mean of given dlstnbutlon =%f 41" 2
Here, A =2 (For a Poisson distribution mean =A)
N=2f, =47

The expected frequencies of the Poisson distribution are given by

E@) = Nx«rl" —47xe? 2 ;r=0,1,234,5
. ri
The expected frequencies are as: ]
EQ)=47xe?. 2 =6.36=6 (e-2=0.1353)
0!
E()=47xe?. 2 =1272~13
! .
2
E@)=47x 2 37 =1272=13
E(3) =47xe*. =7 =8.48=9
‘ 4
B(d) =47 x ¢ % —424=4
b
E(5)=47><e‘2.% = 1.696 = 2
% 0 1 g 3 - 4 5
| 6 13 13 8 4 3
E, 636 1272 1273 8.48 424 1696
(O,~E)? |01295 00784 00784 02304 00576 17004

. 25: (0;-E)* 01296 00784 00784 0.2304 0.0576 1.7004
N=Z T T 636 1272 1272 848 424 1696

i

=0.02088 + 0.00616 + 0.00616 + 0.02717 + 0.01358 + 1.0026
= 1.07605

Tabulated value of ¥ for4 (6—2=4) degrees of freed_om_at 5% level of significance

is 9.488.

Since calculated value of %2 is less than tabulated value of ¥2, so H, is accepted,

i.e., Paisson distribution is a good fit to the data.

Example 11. 32 Find the expecled frequencies of 2 X2 contmgency table +

Solution. Attributes B, B, Total
A a b a+b
Ay c d c+d

Total a+e b+d N=a+b+c+d
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The expected frequencies are

(a+b)(a+c)
a+b+c+d
(@a+b)b+d)
a+b+c+d
(c+d)(a+e)
a+b+c+d

(c+d)(b+d)
a+b+c+d

E(@ =E@A,, B) =
E®) =E@A,, B) =

E(d) = EA,, B) =

Example 11.33. In a locality 100 persons were randomly selected and asked

about their educational achievements. The results are given below:

Sex Education

Middle High school College
Male 10 15 25
Female 25 10 15

Based on this information can you say the education depends on sex.
Solution. Null hypothesis H, : Education is independent of sex.
Under the null hypothesis expected frequencies can be calculated by using

B, = R, ; C;
((=1,2j=1219)
Sex Education
Middle High school College Total
Male 10 15 25 50 (R,)
Female 25 10 15 50 (R,)
Total 35 (C,) 25 (C,) 40 (C,) N =100
Expected frequencies are:
Education
Sex
Middle High school College Total
Male | BB oypp - 125 e
Female 501;035 =175 501:025 =125 501;:0 - 50
Total 35 25 40 100

Estimation Theory and
Hypothesis Testing

NOTES
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(0 E)2
ey SR

i=1lj=

_(10-175° (15-125)° Q25— 20" | (25- 17572 (10125 +(15—20)2

w5 125 20 175 - 125 20
=3.914+ 0.5+ 1.25 + 3.214 + 0.5 + 1.25 = 9.928

Tabulated value of %2for 2 [(2— 1) (3 — 1) =2] degrees of freedom at 5% level of
significance is 5.991. Since calculated value of %2 is greater than tabulated value of %2,
so H, is rejected, i.e., education is not independent of sex or there is a relation between
education and sex.

Example 11.34. The following table gives the number of good and bad parts
produced by each of the three shifts in a factory.

Good parts Bad parts Total
Day shift ‘ 960 : 40 1000
Evening shift 940 . 50 930
Night shift 950 45 995
Total 2850 135 2985

Test whether the productwn of bad parts is mdependent of the shifts on which
they were produced.

" Solution. Null hypothesis H, : The production of bad parts is independent of
the shift on which they were produced, i.e. production and shifts are independent

Under the null hypothesis expected frequencies can be calculated by usmg
R; xC;

Ey=
- Expected frequencies are:

=1,2238j=1,2)

Good parls Bad parts Total
. 1000 x 2850 _ 1000x135
Day shift —2985 =954.774 __—2985 = 45,226 1000
. . - 990 x 2850 _ 990 x 135 :
Evening shift -“—_2985 = 945.226 —_2985 =44.774 990
o 995 x 2860 995x 135 _
Night shift 2985 =950.000 —2985 =45.000 - 985
2850 135 2985
. :
pe} 3 T
) i=lj= .
_ (960 —954.774)2 (40-45.226)" | (940 -945.226)"
T 954774 45.226 945.226
, (50- 44774 (950~ 950)* (45— 45)
44.774 950 45

= 0.0286 + 0.6039 + 0.0289 + 0.6099 + 0+ 0 = 1.2713
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Tabulated value of ¥? for 2 [(3 — 1) (2 — 1) = 2] degrees of freedom at 5% level of  Estimation Theory and
significance is 5.991 _ ~ Hypothesis Testing
Since calculated value of %2 is less than tabulated value of %%, so H, is accepted,

L.e., the production of bad parts is independent of the shift on which they were produced. NOTES

11.24. SUMMARY

¢ A statistical measure based only on all the units selected in a sample is called
‘statistic’, e.g., sample mean, sample standard deviation, proportion of defectives,
etc. whereas a statistical measure based on all the units in the population is
called ‘parameter’. The terms like mean, median, mode, standard deviation are
called parameters when they describe the characteristics of the population and
are called statistic when they describe the characteristics of the sample.

* Astatistical hypothesis is a statement about a population parameter. There are
two types of statistical hypothesis, null hypothesis and alternative hypothesis.

* The hypothesis formulated for the sake of rejecting it under the assumption |
that it is true, is called the null hypothesis and is denoted by H,,. Null hypothesis
asserts that there is no significant difference between the sample statistic and
the population parameter and whatever difference is observed that is merely
due to fluctuations in sampling from the same population,

* The number of independent variates which make up the statistic is known as
the degree of freedom (d.f) and is denoted by v (the letter ‘Nu’ of the Greek
alphabet).

* In test of hypothesis of parameters, it is usually assumed that the random
variable follows a particular distribution. To confirm whether our assumption
is right, Chi-square test is used which measures the discrepancy between the
observed (actual) frequencies and theoretical (expected) frequencies, on the basis
of outcomes of a trial or observational data. Chi-square is a letter of the Greek
alphabet and is denoted by %2 It is a continuous distribution which assumes
only positive values. ’ :

11.25. REVIEW EXERCISES

1. The frequency distribution of the digits on a set of random numbers was observed to be:

Digits 0 1 2 3 4 b 6 . 7 8 9

Frequency | 18 19 23 21 16 25 22 20 21 15

Test the hypothesis that the digits are uniformly distributed.

2. The following table gives the number of accidents that took place in an industry during
various days of the week:

Days Mon. Tue. Wed. Thu. Fri. Sat.

No. of accidents 14 18 12 11 15 14

Test if accidents are uniformly distributed over the week.
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A die is thrown 276 times and the results of these throws are givén below:

No. appear:ed on the die 1 2 3 4 5 6

:

o M@

Frequency 40 32 29 59 57 59

Test whother the die is biased or not. - )

A sample analysis of examination results of 500 students was made. It was found that
990 had failed; 170 had secured a third class; 90 were placed in second class; 20 got first
class. Are these results commensurable with the general examination result which isin
the ratio of 4 : 3: 2 : 1 for the above said categories respectively. o
Four dice were thrown 112 times and the number of times 1, 3 or & was thrown were as
under: - - :

No. of dice throwing 1, Sor & 0 .1 .2 3 4

Frequency 10 25 40 30 7

Test the hypothesis that all dice were fair.
Fit a Poisson distribution for the following data and test the goodness of fit.

No. of defects (x) 0 1 2 3 4

Frequency 108 65 - 22 3 " 1

For the data given in the following table use 3 -test to test the effectiveness of inoculation
in preventing the attack of smallpox.

Altacked Not atlacked
Inceulated \ 25 220
Not inoeuiated . a0 160

Two investigators draw samples from the same town in order to estimate the number of
persons falling in the income groups ‘poor’, middle class’ and ‘well to do’. Their results

are as follows:

Investigator T . Income groups
Poor Middle class Well to do
A 140 . 100 15
-B 7 . 140 - B0 - 20

Test whether the sampling techniques of the two investigators are significantly depend-
ent of the income groups of people. ’

Answers
Yes 2. Yes
Biased . . 4. No
Yes
Poisson distribution is a good fit to the data.
Inoculation against smallpox is a preventive measure.
Sampling techniques are dependent of the income groups.
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