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1. INTRODUCTION OF STATISTICS

STRUCTURE ..

*

1.1. Introduction
1.2. Meaning of Statistics

1.3. Definition of Statistics in Plural Sense (as Data)

1.4. Definition of Statistics in the Singular Sense {(as a Subject)
1.5. Descriptive Statistics

1.6. Inferential Statistics

1.7. Scope

1.8. Limitations

1.9. Summary

1.1. INTRODUCTION

In ancient times, the use of statistics was very much limited and is just confined to the
collection of data regarding manpower, agricultural land and its production, taxable
property of the people etc. But as the time passed, the utility of this subject inereased
manifold. Many researches were conducted in this field and with the result of this it
started growing as a separate subject of study. Many experts in the field of mathematics
and economics contributed toward the development of this subject. The word ‘Statistics’
which was once used in the sense of just collection of data is now considered as a full
fledged subject. The knowledge of this subject is used for taking decisions in the midst
of uncertainty. '

1.2. MEANING OF STATISTICS

The word ‘Statistics' has been defined differently by different statisticians from time
to time. This word is understood in two different forms, namely ‘numerical data’ and
as a ‘science’. When siatistics is defined as numerical data, it is said to be defined in
the plural sense. And when it is defined as a science, it is said to have been defined in
the singular sense. In 1935, Dr. W.F. Willifox listed over a hundred definitions of
statistics and the list was not complete. The best considered delinitions of the word
‘Statistics’ are given by Horace Secrist and Croxtor. and Cowden.
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a NOTES

1

1.3. DEFINITION OF STATISTICS IN PLURAL SENSE
(AS DATA)

Horace Sccr:st defined statistics as aggregate of facts, affected to'a marked extent by -
multiplicity of causes, numerically expressed, enumerated or estimated according to
reasonable standard of accuracy, collected in a syqtemahc manner for a predetermined
purpose and placed in relation to each other.

1. Aggregate of facts. Statistics refers to set of numerical data. It does not-
recognise individual items. Suppose, the height of Mr. X is 70 inches. This statement
does not constitute statistical data. If we are given the profit figures of a particular
firm for the last twenty years, that would constitute statistical data.

2, Multiplicity of causes. This is an nnportant characteristic of statistics.
Economic and business phenomenon are very complex. These are influenced by a large
number of forces. For exaraple, the statistics of production of a erop is-in general affected
by a number of factors like soil conditions, quantity of fertilizers used, quantity of
rainfall, method of eultivation, quality of land, quality of seed, state agriculture policy
ete. Whatsoever may be the nature of statistical variable, its value is likely to be affected
by causes like human psychology, state policies, market conditions, social relations etc.

3. Numerically expressed. According to professor Horace Secrist, “the
statistical approach to a subject is numerical. Things, attributes and conditions are |
counted, totalled, divided and sub-divided and analysed”. Data regarding qualitative
variables like beauty, intelligence, honesty, poverty cannot be expressed directly. "

4. Reasonable standard of accuracy. In statistical data, we do not require
hundred per cent accuracy in measurement, which is neither possible nor indispensable..
Suppose, we are considering the height of students of a class. It will be quite sufficient
tomeasure upto 1/10 of a centimetre. Most of the times the data is expressed in round
figures. -A statistician would be contented to take 0.3 as the value of 1/3, but on the
other hand, its exact value 1s 0.33333......

5. Systematic manner. It means that the data collected should be in a
systematic manner. Suppose; we have data regarding the income and age of population
of a certain city. It would be advisable to arrange the data in accordance with increasing
values of the variables under consideration. :

6. Pre-determined purpose. The data must be colected with a pre-determined
purpose in view. An enumerator cannot collect data about any business and economic
variable unless he is told about the purpose. Suppose the data is collected for preparing
index number, then it must be very much clear to the enumerator, whether whole sale
price-index or consumer price-index is to be caleulated.

7. Placed in relation to each other. It méans that all data, whlch is collected
shotild be comparable. The data may be comparable w.r.t. time, place etc. The data |
régarding the total strength of a particular college from 1975-86 is a statistical data.
On the other hand, we may also colleci the data regarding the strength of different
colleg°es in Haryana in the year 1986.

From this definition, we see that all numerlc'al data are not statlstmal data. On
the other hand a]l statistical datd are numermal data.

.-
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Introduction of Statistics

1.4. DEFINITION OF STATISTICS IN THE SINGULAR
SENSE (AS A SUBJECT) |

In the singular sense, the word ‘statisties’ is defined as a subject. This subject mainly NOTES

. deals with the analysis of classified data. The tools of mathematics are used extensively
in this subject. Croxton and Cowden. defined the subject statistics as the collection,
presentation, analysis and interpretation of numerical data. In statistics, we learn the
methods of classifying data, graphical presentation of data, averages of data, dispersion
of data. We also study skewness and kurtosis of distribution. We also study correlation,
regression; index numbers, analysis of time series, probability, theoretical distributions,
tests of significance. In brief, we can say that the subject statistics is concerned with
the scientific methods of collecting, summarizing, presenting and analysing data, as
well as drawing valid conclusions and making reasonable decisions on the basis of
such analysis. In nutshell, we can remark that statistics studies statistics. The subject
matter of the subject statistics is divided in two parts namely, descriptive statistics
and inferential statistics.

1.5. DESCRIPTIVE STATISTICS

The part of the subject statistics which deals with the analysis of a given grdup without
drawing conclusions about a larger group is called descriptive statistics. Descriptive
statistics includes, collection of data, presentation of data, measures of averages,
dispersion, skewness, kurtosis, correlation, regression, index numbers, components of
time series. In our present course, we shall be mainly dealing with descriptive statistics.
Descriptive statistics is also known as deductive statistics.

1.6. INFERENTIAL STATISTICS

The part of the subject statistics which deals with the analysis of a given group and -
drawing conclusions about a larger group is called inferential statistics. For studying
data regarding a group of individuals or objects, such as heights, weights, income,
expenditure of persons in a locality or number of defective and non-defective articles
produced in a factory, it is generally impracticable to collect and study data regarding
the entire group. Instead of examining the entire group, we concentrate on a small
part of the group called a sample. If this sample happen to be a true representative of
the entire group, called population, important. conclusions can be drawn from the
analysis of the sample. The conditions under which the conclusions for samples can'be
considered valid for the corresponding populations are studied in inferential statistics.
Since such conclusions cannot be absolutely certain, the language of probability is
often used in stating conclusions. Theoretical distributions are also needed in inferential
statisties. In the present course, we shall be studying probability and theoretical
distributions. Binomial, Poisson and Normal. Inferential statistics is also known as
inductive statisties. '

Self-Instructional Material 3
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1.7. SCOPE

The importance of statistics cannot be underestimated. It is considered to be both a
NOTES science and an art. According to Tippett, “Statistics is both a science and an art. Itis a
science in that its methods are basically systematic and have general application and
an art in that their successful application depends to a considerable degree on the
‘skill- and special experience of the statistician and on his knowledge of the field of
applitation e.g., economics’, Statistical methods help simplifying complexities.
Statistical tools like diagrams and graphs presents data in simple and attractive form.
That is why, diagrams and graphs are used for presenting data in exhibitions ete. On
the extreme end, statistical methods are used to prepare control charts and for analysis
of variance etc. Statistical methods are helping in enlarging human experience and is
becoming indispensable. Statistics is related to almost every cther discipline of
knowledge like planning, mathematics, economics, physical science, psychology etc.

1, Statistics and Planning. Statistical methods are powerful tools in the hands
of the Government. The modern era is the era of Planning. In almost every country of
the world, governments prepare their future plans well before time. This is very
essential for the economic development of the country. The success of a plan depends
upon the proper use of suitable statistical methods. -

2. Statistics and Mathematics. Statistics is very closely related with
mathematlcs Statistical formulae are developed on the sound knowledge of
mathematics. Contributors to statistics were primarily talented mathematicians.
Connor defined statistics as the branch of applied Mathematics which specialises in
data. Advancement in this field is impossible without the use of mathematics. Role of
mathematics in the development of statistics is ever increasing. )

- ‘ 3. Statistics and Economics. Methods of statistics are very much important

* | in the formulation of economic policies. Data regarding the consumption pattern of
people helps in knowing the standard of their living and their taxable capacity.
Government adjust the dearness allowance of its employees on the basis of cost of
living index, which is prepared by using the statistics regarding the consumption pattern
of the people concerned. Statistical methods are used very widely in solving economic
problems relating to wages, prices, consumption function, analysis of time series, ete.
The ever increasing use of statistics in the field of economics has led to the development.
of a new subject ‘Econometrics’. .

- 4. Statistics and Business. Statistics is quite indispensible in business. In
big business concerns. it is very much difficult for the owner to act as salesmen,
accountant, store-manager etc. It is quite difficult for him to maintain direct contact
with his customers. The success of business depends upon accuracy of his statistical
forecasting. Business houses avails the services of trained and skilled statisticians.
Without making use of statistical tools, it is impossible to take demsmns about the
effect. of different forces acting on the ‘profit variable.

b. Statistics and Physical Sciences. The methods of statistics are very much
used in Physical sciences like Physics, Biology, Astronomy, Medical Sciences, Geology
ete. Professor Karl Pearson studied that the ‘theory of heredity’ is based on Statistics.
In Astronomy, the ‘normal laws of errors’ were developed by using the ‘Principle of
least squares’. In medical science, x-test and other tests of significance are used widely
to see-whether a particular medicine is useful in curing a certain disease or not.
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1.8. LIMITATIONS

Statistics is considered to be a science as well as an art, which is used as an instrument
of research in almost every sphere of our activities. There are limitations of statistics
also. Care must be taken of these limitations while using statistical methods.
Newsholme has well said, “It must be regarded as an instrument of research of great
value but having several limitations which are not possible to overcome and as such
they need our careful attention”. Some of the limitations of statistics are as follows :

1, Statistics suits to the study of quantitative data only, Statistics deals
with the study of quantitative data only. By using the methods of statistics, the problems
regarding production, income, price, wage, height, weight etc. can be studied. Such
characteristics are quantitative in nature. The characteristics like honesty, goodwill,
duty, character, beauty, intelligence, efficiency, integrity etc. are not capable of
quantitative measurement and hence cannot be directly dealt with statistical methods.
These characteristics are qualitative in nature. In such type of characteristics, only
comparison is possible. The statistical methods may be tried in studying qualitative
characteristics only if they are expressed quantitatively. For example, the efficiency of
workers in a hand made paper factory, may be studied by considering the number of
paper sheets prepared daily by each worker. The use of statistical methods 1s limited
fo quantitative characteristics and those qualitative characteristics which are capable
of being expressed numerically,

2. Statistical results are not exact. The task of statistical analysis is performed
under certain conditions. It is not always possible, rather not advisable, to consider
the entire population during statistical investigations. The use of samples is called for
in statistical investigations. And the results obtained by using samples may not be
universally true for the entire population. Data collected for a statistical enquiry may
not be hundred percent true. Statistical results are true on an average. If we comment
that the students of a particular class are intelligent, it does not necessarily imply
that each and every student of the class is intelligent. The probability of getting a
head in a single irial of an unbiased coin is 1/2, but we may not get exactly one head in
two trials of the coin. That is why, statistics is not cons1dered an exact seience like
Physics, Mathematics ete.

3. Statistics' deals with aggregates only. Statistics does nol recognise
individual items. Consider the statement, “The weight of Mr. X in the college is 70 kg".
This staterment does not constitute statistical data. Statistical methods are not going
to investigate anything aboult this statement, Whereas, if the weights of all the students
of the college are given. the statistical methods may be applied to analyse that data.
According to Tippett, “Statistics is essentially totalitarian because it is not concerned
with individual values, but only with classes”. Statistics is used to study group
characteristics of aggregates. If we are given the profit figure of 4 firm manufacturing
a particular item, it does not help in commenting on the performance of the company.
On the other hand, if we are given the profit figures of the firm for the ten or fifteen

consecutive years, we can make use of statistical mtthods to comment on the

performance of the firm.

4, Statistics is useful for experts only. Statistics is both a sciencé an_d an
art. 1t is systematic and find applications in studying problems in Economics, Business,
Astronomy, Physics, Medicines ete. Statistical methods are sophisticated in nature.
Everyone is not expected to possess the intelligence required to understand and to
apply these methods to practical problems. This is the job of an expert, who is well-versed
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NOTES

6 Self—]nstﬁmtional A/[{.rterfal- 7

_ with statistical methods. W.I King says, “Statlstlcs 15 a most useful servant but only
-of great value to those who understand its proper use”.

A skilled statistician can never advise the public to walk in  the middle of the
road just on the plea that the number of padestrians who died in road accidents during
1975-86, on a-particular road, was less for those who walked in the middle than those

'| who-walked on the road side. Such statements can only be given by those who cannot

be considered as experts in using statistical methods. If such a type of dec1smn istobe’
taken, then we must also consider the number of persons, who walk on the middle and
on the sides of the road. In fact, if some body, accepts the advice of such an expert and
start walking in the middle of the road, he is not hoped to survive much longer. Yule
and Kendall has rightly said, that “stat1st1ca1 methods are most dangerous tools in the
hands of inexperts”.

The methods of statistics must be tried by experts only The results derived by
using statistical methods would very much depends upon the skill of the user. According

lo King, “Statistics are like clay of which one can make a god or devil as one pleases”.

[

5. Statistics does not provide solutions to the problems. The statistical
methods are used to explore the essentials of problems. It does not find use in inventing

"solutions to problems. For example, the methods of statistics may reveal the fact that

the average result of a particular class in a college is deteriorating for the last ten
years, i.e., the trend of the result is downward, but statistics cannot provide solution.
to this problem. It cannot help in taking remedial steps to improve the result of that
class: Statistics should be taken as a means and not as an end. The methods of statistics
are used to stLdy the various aspects of the data. -

EXERCISE 1.1

1. Define fully the meortanee of statistics as an aid to business and commerce.

Explain clearly the three meanings of the word statisties contained in the statement
given below :

~ “You compute stat1st1cs from statlstms by statisties.”
"3, Statistics are aggregate of fscts, affected to marked extent by multlphc1tv of causes,

numerically expressed, enumerated or estimated according to reasonable standard of . .

_ accuracy, collected in a systematic manner for a pre- determmed purpose and placed in
relation to each other”. (Horace Secrisl)

Elucidate the above definition,

4. “The science of statistics is a most usefu] servant but only of great value of those who
understond its proper use”, (King)

“n:. ment on the above statement and discuss the limitations of statistics.
5. 1lefine statistics and dlSCllSS its seope and hm1tatmns

6. How a basic knowledge of statistics is essential to becoming an efficwnt cmzen in a
modern democracy ? . :

7. “Statistics only furnish a tool, necessary though Jmperfect which is dangerous in the
“hands of those who do not know its uses and defmlencles” (Bowley).

Discuss. . i

\ -
8. In what sense do we say that a basie knowledge of statlstms is essent1a1 to become an
efficient businessman in a modern world.
.9, "S_tatlstlcs are numerical statements of facts, but all facts numerically stated are not
statistics”. Clarify this statement and pomt out briefly which numerical statements of
facts are statisties.

I
{



10.
11.

12.
13.
14.

15.

16,

“Statistics are not merée mass of figures”. Elucidate.

Describe with the help of suitable Jllustratlons the functions of statistics.
What are the limitations of statistics ?

Statistics is said to be both seience and art. VIVhy ?

Indicate the usefulness of Statistics in modern times.

Comment on the following statements :

. {z) "Statistics is the science of counting”.

(ir) “Statistics is the science of averages”.

(fii) “Statistics 1s the science of measurement of sccial organism regarded as a whole in
all mamfestatmns

(ir) “Statistics is the science of estimates and probabilities”.
What is the importance and functions of statistics ?

1.9. SUMMARY

Horace Secrist defined statistics as aggregate of facts, affected to a marked extent -
by multiplicity of causes, numerically expressed, enumerated or estiriated -
according to reasonable standard of aceuracy, collected in a systematic manner -

for a predetermined purpose and placed in relation to each other.
The part of the subject statistics which deals with the analysis of a given group

without drawing conclusions about a larger group is called descriptive -
statistics. Descriptive statistics includes, collection of data, presentation of data,

measures of averages, dispersion, skewness, kurtosis, correlation, regression,
indéx numbers, components of time series.

The part of the subject statistics which deals with the analysis of a given group

and drawing conclusions about a larger group is called inferential statistics. .

Instead of examining the entiré group, we concentrate on a small part of the
group called a sample. If this sample happen to be a true representative of the
entire group, called population, important conclusions can be drawn from the
analysis of the sample. .

“Statistics is both a science and an art. It is a science in that its methods are
basically systematic and have general applieation and an art in thai their
successful application depends to a considerable degree on the skill and special

experience of the statistician and on his knowledge of the field of application |

e.g., economics”, Statistical metheds help simplifying complexities.
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9. COLLECTION OF DATA

kA

STRUCTURE. ' ..

L

3 L)

2.1. Introduction
2.2. Definition of Primary Data
2.3. Methods of Collecting Primary Data
2.4. Direct Personal Investigation
2.5, Indirect Oral Investigation
'2.6. Through Local Correspondents
2.7. Through Questionnaires Mailed to Informants
2.8. Through Schedules Filled in by Enumerators
2.9. Requisites of a Good ‘Questionnairé’ and '‘Schedule’
2.10. Definition of Secondary Data
2.11. Methods of Collecting Secondary Data
2.12. Precautions in the Use of Secondary Data
2.13. Summary '

2.1. INTRODUCTION

The first step in a statistical investigation is the planning of the proposed investigation.
After planning, the next step s che collection of data, keeping in view the object and
scope of investigation. There are number of methods of collecting data. The mode of
collectivn of data alse depends upon the availability of resources. The collected data
would * o edited, presented, analysed and interpreted. If the job of data collection is
aot done sincerely and seriously, the results of the investigation is bound to be
inaccurate and misleading. And so the resources used in performing the other steps
.would be wasted and the very purpose of the invest.igat'}'on would be defeated.

Types of Data
-1 Primary Data IT. Secondary Data

8 Self-Instrictional Material



- L. PRIMARY DATA

2.2. DEFINITION OF PRIMARY DATA

Data is called primary, if it is originally collected in the process of investigation.
Primary data are original in nature. Primary data are generally used in case of some
special purpose investigation. The process of collecting primary data is time consuming,.
For example suppose we want to compare the average income of employees of two
companies. This can be done by collecting the data regarding the incomes of employees
of both companies, The data collected would be edited, presented and analysed by
taking averages of both groups of data. On the basis of the averages, we would be able
to declare as to the average income for which company is more. The data used in this
investigation is primary, because the data regarding the incomes of employees was
collected during the process of investigation.

)

2.3. METHODS OF COLLECTING PRIMARY DATA

.

(£) Direct personal investigation

(1) Indirect oral investigation

(#ii) Through local correspondents

(iv) Through questionnaires mailed to informants
(v) Through schedules filled in by enumerators.

Now we shall discuss the process of collecting primary data by these methods.
We shall also discuss the suitability, merits and demerits regarding the above
mentioned methods of collecting primary data. N

2.4. DIRECT PERSONAL INVESTIGATION

In this method of collecting data, the investigator directly comes in contact.with the
informants to collect data. The investigator himself visits the different informants,
covered in the scope of the investigation and collect data as per the need of the
investigation. Suppose an investigator wants to use this method to collect data regarding
the wages of the employees of a factory then he would have to contact each and every
employee of the factory in order to collect the required data. In the context of.this
method of collecting primary data, Professor C.A. Moser has remarked, “In the strict
sense, observation implies the use of the eyes rather than of the ears and the voice”.
The suitability of this method depends upon the personality of the investigator. The
investigator is expected to be tactful, skilled, honest, w_é]l behaved and industrious. It
is suttable when the area to be covered is small. This is also suitable when the data is
to be kept secret. '

Merits
(@) The degree of accuracy in data collected is very high.

(b) Because of the personal visit of the investigator, the response of informants
is expected to be very encouraging.

Collection of Data

NOTES
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{c) The data collected is reliable.

{d) This method is flexible in the sense that the investigator can modify the
nature of data to be collected in accordance with the prevailing circumstances.

{(e) Consistency and homogeneity is present in the data collected.
(fy Data regarding delicate and sensitive questions can also be gathered by
twisting the questions, as per the need.
Demerits .
(@) This method is very expensive and time consuming.
(b) This method is not useful when the informants are spread over a wide area.
(¢) This method is not useful in case the investigator is expected to be biased.

2.5. INDIRECT ORAL INVESTIGATION

In this method of collecting data, the informants are not directly contacted by the
investigator, but instead, the data about the informants is collected from some selected
persons who are expected to be acquinted with the informants as well as the object of
the investigation. A person giving data about the informants is called ‘witness.’

The suitability of this method depends upon the personalities of the investigator
and the witnesses. The investigator is expected to be tactful, skilled, honest and well
behaved. At the sametime a person giving information about the informants is expected
to be unbiased and well acquainted with the object of the investigation. This method is
suitable in the cases where the informants are not expected to give data frankly, when
contacted directly. Suppose an investigator wants to collect data regarding the level of
intelligence of the students in different classes of a college. The investigator may not
be able to get the required data by contacting the students and asking them about
their intelligence. The required information in this case can be obtained by contacting ’
the class teachers or the Head of the Institution. This method of collecting data is also
useful when the area to be covered is very large.

Merits
{@) This method is economical in respect of money, labour and time.

(b) This method can be easily used even if the area to be covered is widely spread.

(¢) In this method, the data is collected from the third person and so the data is
not effected by the bias on the part either the informants or the investigator.

(ch) In this method, the investigator can use the views and knowledge of experts
by contacting them during the process of collecting data.

Demerits

{a@) The dafa is expected to be highly affected by the bias of the witnesses. They
can misguide the investigator by distorting the data. '

(b) The data collecting is not expected to be accurate due to the carelessness of
the witnesses.

i0 Se[f—]nsrrr.rcn'énai Material



2.6. THROUGH LOCAL CORRESPONDENTS

In this method of collecting data, the informants are not directly contacted by the
investigator, but instead, the data about the informants is collected and sent to the

" investigator by the local correspondents, appointed by the investigator. Newspaper
agencies collect data by using this method. They appoint their correspondents area
wise. The correspondents themselves send the desired data to the offices of their
respective newspaper. The suitability of this method depends upon the personality of
the correspondents, He is expected to be unbiased, skilled and honest. To eliminate
the bias of the correspondents, it is advisable to appoint more than one correspondent
in each area.

Merits

(&) This method of collecting data is most economical in respect of money, labour
and time. =

(b) This method can be easily used even if the area to be covered is widely spread.
(¢) This method is specially recommended for investigations, in which data is to
be collected on regular basis. - :
Demerits
(a) The-data collected is not expected to be very accurate. -
(b) The data collected is expected to be affected by the bias of the correspondents.
(¢) The data collected is not expected to be very reliable.

2.7. THROUGH QUESTIONNAIRES MAILED TO
INFORMANTS

In this method of collecting data, the informants are not directly contacted by the
investigator, but instead the investigator send questionnaires by post to the informants
with the request of sending them back after filling the same. The suitability of this
method depends upon the quality of the ‘questionnaire’ and the response of the
informants. This method is useful when area to be covered is widely spread. This
method would not work, in case the informants are illiterate or semi-literate.

Merits

(@) This method is economical in respect of money, labour and time.
(b) This method can be very easily used if the area to be covered is widely spread.

Demerits
(@) This method is not useful in case the informants are illiterate or semi-literate.

(b) The collected data is not expected to be very accurate due to lack of seriousness
in the informants,

(¢) The response of the informants is expected to be poor because people generally
avoid giving reply in written statement form.

(d) The reliability of the data collected cannot be judged by the investigator.
(e) The data may be unduly affected by the expected bias of the informants.

Collection of Data

NOTES
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| data.

2.8. THROUGH SCHEDULES FILLED IN BY
ENUMERATORS

In this method of collecting ‘data, the informants are not directly contacted b‘y the
investigator, but instead, the enumerators are deputed to contact the informants and

- tofill in the schedules on the spot, after collecting data as per the need of the schedule.

"The basic difference between this method and the previous method is that, in this
method the schedules are filled in by the enumerators after getting information from
the informants, whereas in the previous method, the questionnaires were to be filled
in by the informants themselves. The suitability of this method depends upon the
enumerators. The enumerators are expected to be skilled honest, hard working,
well-behaved and free from bias. This method of collecting data is suitable in case the
informants are illiterate or semi-litérate. In our country, census data about all the
citizens is collected after every ten years by using this method.

Merits ]

(@) In this method of collecting data, the degree of accuracy is expecied to be
very high. - .

. (b) The data collected is very reliable.

(c) Because of the direct contact between the enumerators and the informants,
data can also be gathered about sensitive questions by twisting the questions
accordingly, .

(d) The data collected is least I:au‘ffected by the bias of the enumerators and the
informants. ) '

(e) This method can also be used in case the informants are illiterate o -
semi-literate. . : !
Demerits '

(a) This method of collecting data is very expensive.

(b) Much time is taken in collecting data. _

(¢) The enumeratorhave to be trained before they are deputed to start collecting

L : ,.

2.9. REQUISITES OF A GOOD ‘QUESTIONNAIRE’ AND
‘SCHEDULE’ ‘ -

In the last two methods of collecting primary data, we discussed the method of -
questionnaires to be filled in by the informants and the method of filling schedules by
the enumerators. In fact, there is no fundamental difference between a questionnaire
and a schedule. Both questionnaire and schedule contain some questions. The only
difference between thetwo is that the former is filled in by the informants themselves, -
whereas in the case of later, the data concerning the inforants is filled in by the
enumerators. The success of eollecting data by using either questionnaire or schedule
depends upon the quality of itself. Preparation of questionnaire and schedule is an
art. Now we shall discuss in detail the requisites of a good questionnaire and schedule.
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1. Forwarding Letter. The investigator must include a forwarding letter in
case of sending questionnaires to the informants. The investigator must request the
informants to fill in the same and to return it back after filling it The object of the
mvestigation should also be mentioned in the latter. The informants should also be
ensured that the filled questionnaires would be kept secretly, if desired. To encourage
the response of informants, special concessions and free gifts may be offered to the
informants.

2. Questions should-be Minimum in Number. The number of questicns in
a questionnaire or a schedule should be as small as possible. Unnecessary questions
should never be included. Inclusion of more than 20 or 25 gquestions would be
undesirable.

3. Questions should be Simple to Understand. The questions included in a
questionnaire or a schedule should be simple to understand. The questions should not
be confusing in nature. The language used should also be s1mple and the use of highly
technical terms should also be avoided. i .

" 4. Questions should be- Logically Arranged. The questions in a
questionnaire or a schedule also be logically arranged. The questions should be arranged
so that there is natural and spontaneous reaction of the informants to the questions.
1t is not fair to ask the informant whether he is employed or unemployed after asking
his monthly income. Such sequence of questions create bad i unpressmn oh the mind of
the informants.

5. Only well-defined terms should be used in questions. In drafting
questions for a questionnaire or a schedule, only well defined terms should be used.
For example, the term ‘income’ should be clearly defined in the sense whether it is to
include allowances etc. along with the basic income or not. Similarly, in case of
businessman, whether the informants are to inform about thelr gross profits or net
profits ete.

6. Prohibited questions should not be included. No such guestion should
be included in the questionnaire or schedule which may immediately agitate the mind
~ of the informants. Question like, “Have you given up the habit of telling a lie” or “How
many times in a month, do you quarrel with your wife”, would immediately mar the
spirit of the informants.

7. Irrelevant questions should be avoided. In questionnaire or schedule,
only those questions should be included which bears direct link with the object of the
investigation. If the object is to study the problem of unemployment, then it would be
useless to collect data regarding the heights and weights of the mformants

" 8. Pilot Survey. Before the questmnnalre 18 sent to all the mformants for
collecting data, it should be checked before hand for'its workability. This.is done by
sending the questionnaire to a selected sample and the replies received are studied
thoroughly. If the investigator finds that most of the informarits in the sample have
left some questlons un-answered then those questions should be modified or deleted
altogether, provided the object of the investigation permits to do so. This is called Pilot
Survey. Pilot Survey must be carried out before the questionnaire is finally accepted.

Collection of Data

NOTES
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SPECIMEN OF QUESTIONNAIRE

. Department of Industries,
Dear student,

We are conducting this investigation to know about the future planning of our
students, studying at present in colleges. The Govt. has decided to alloeate funds for helping
deserving students in establishing their career. You are requested to fill in the enclosed
questionnaire and send it back. A stamped self-addressed envelope has also been enclosed
for your convenience. )

Thanking you,

Yours sincerely,

QUESTIONNAIRE .
) Department of Industries
Object : Future Planning of Students (2021)

1. NAME et rssa s s saetss s s s b r e s s arans
D, ClASS cureeceeieieereierereri s et e reeas e ste s sree st e e entesnbestessssesesaressuerasfon .
3. Occupation of your O T
4. Address ..., eererrare e aneeieraereeeran naes . .
5. Which of the following occupation would you like to choose after completing your
education ' : :
(a) Business . . 0
(b) Service ' _ o O
(¢) Manufacturing concern ) ) O
(d) Doctor - . ] Q)
. (e) Any other. - - - O
'8. Why do you want to choose this olccupation ? ’
. {a) Less competition ‘ . ’ . Q)
(b) Greater possibility of money making ) QO
. (¢) Future is bright . ' O
(d) Parental occupation )
7. If you plan to establish a manufacturing concern '
(@) What amount of foreign exchange you can earn ............ Terens
(b) Which of the countries can be the expected buyers of your product ................ :
8. Sources of raw material .........c.ecceeimeeiii i iviininnans .
9. Sources of machinery ...........ivivcnncrniinciiennin
10. Gestation period ...
11. What type of help would you seek from the Govt. .
(@) Financial ' . O
(b) Technical knowledge ) @]
(¢) Imported machinery ) . O
(d) Rent free lahd ' . Q)

12. State the amount of financial help which you would like to have

13. In what way, your product would be superior to those of producing

the same product ......... e erereerriteetierareiaeary o e een b aeetraseererareaetinrereean

14. In what way,'you would be helping the nation to prosper

14 Self-lnsm;ctionalA{ateﬁal_




SPECIMEN OF SCHEDULE
Government of Haryana
Ration Card

Sr. No. .cocvrninnnns ‘
Name of City/Village .........cccurrnn
- Name of Head of Family ...............

Name of Father/Husband ...............

House No. ..ccoovve i
Ward/Sector No. ..ooveereeccveeeecnns
. ]
Detail of Family
No. of units
Cereal () Sugar () .

Si'g./Thumb Impression ' Signature and Designat_ion- of.
" of Head of Family authorised officer

Sr."No. Name Relation with - - Age

Head of Family

Total number of members : -
Above 12 Years () Between 2 Years and 12 Years ( )
Below 2 Years ()

To be filled in by depot holder
S, No. and Address of the Depot ......... .
. Registration No. ..........

Sig. and stamp of the
Depot Holder

Collection of Data

NOTES
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II. SECONDARY DATA

NOTES 2.10. DEFINITION OF SECNDARY DATA

Data is called secondary if it is not originally collected in the process of investigation,
but instead, the data collected by some other agency is used for the purpose. If the
mvestigation is not of very special nature, then the use of secondary data may be
made provided that can serve the purpose. Suppose we want to investigate the extent
of poverty in our country, then this investigation can be carried out by using the national
census data which is obtained regularly after every 10 years. The use of secondary
data economise the money spent. It also reduces the time period of investigation to a
great extent. If in an investigation some secondary data could be made use of, then we
. | must use the same. The secondary data are ought to be used very carefully. In this

‘| context, Connor has’ remarked “Statisties, espemally other peoples’ statlstlcs are full
of pitfalls for the user.”

3 \

2.11. METHODS OF COLLECTING SECONDARY DATA

(l.) Collection from Published Data *
(i7) Collection from Un-published Data.

2.11.1 Collection From Published Data

There are agencies which collect statistical data regularly and publish it. The pubhshed _
data is very important and is used frequently by investigators. The main sources of
published data are as follows :

(@) International Publications. International Organisations and Govt.-of foreign
countries collect and publish statistical data relating to various characteristics. The -
data is collected regularly as well as on ad-hoc basis. Some of the publications are D

(5) U.N.O. Statistical Year Book
D) Annual Reports of I.L.O.

(@) Annual Reports of the Economic and Socxal Commission for Asia and Pacific
(ESCAP)

(iv) Demography Year Book
« {v) Bulletins of World Bank.

(b) Gout. Publications. In India, the Central Govt. and State Govt. collects data
regarding various aspects. This data is published and is found very useful for
investigation purpose. Some of the publications are :

() Census Report of India (1) Five-Year Plans
' (iif) Reserve Bank of India Bulletin (iv) Annual Survey of Industries
(v) Statistical Abstracts of India.

- ~
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(¢} Report of Commissions and Committees. The Central Govt. and State Govt.
appoints Commissions and Committees to study certain issues. The reports of such
investigations are very useful. Some of these are :

(£) Reports of National Labour Commission

(if) Reports of Finance Commission
(tii) Report of Hazari Committee etc.

(d) Publications of Research Institutes. There are number of research institutes
m India which regularly collect data and analyse it. Some of the agencies are :
(#) Central Statistical Organisation (C.5.0.)
(i1) Institute of Economic Growth
@iir) Indian Statistical Institute
(tv) National Council of Applied Economic Research etc.
(¢) Newspapers-and Magazines. There are many newspapers and magazines
which publish data relating to various aspects. Some of these are :
(i) Economic Times (i7) Financial Express "
@ity Commerce ] (iv) Transport
{v) Captital ete.
(h Reports of Trade Associalions. The trade associations also collect data and
publish it. Some of the agencies are :
(f) Stock Exchanges (i) Trade Unions
(¢11) Federation of Indian Chamber of Commerce and Industry.

2.11.2 Collection From Un-published Data

The Central Government, State Government and Research Institutes also collect data
which is not published due td some reasons. This type of data is called un-piblished
data. Un-published data can also be made use of in Investigations. The data collected
by research scholars of Universities is also generally not published.

2.12. PRECAUTIONS IN THE USE OF SECONDARY DATA

The secondary data must be used very carefully. The applicability of the secondary
data should be judged keeping in view the object and scope of the Investigation. Prof.
Bowley has remarked, “Secondary data should not be accepted at their face value.”
Following are the basis on which the applicability of secondary data is to be judged._

(1) Reliability of Data. Reliability of data is assessed by reliability of the agency
which collected that data. The agency should not be biased in any way. The enumerators
who collected the data should have been unbiased and well tramed Degree of accuracy
achieved should also be judged.

(1) Suitability of Data. The. suitability of the data should be assessed keeping
in view the object and scope of Investigation. If the data is not suitable for the
investigation, then it i$ not to be used just for the sake of economy of time and money.
The use of unsuitable data can' lead to only misleading results.

(i) Adequacy of Data. The adequacy of data should also be judged keeping in
view the object and scope of the investigation. If the data is found to be inadequate, it
should not be used. For example, if the object of investigation is to study the problem
of unemployment in India, then the data regarding unemployment in one state say
U.P. would not serve the purpose.

Collection of Data

NOTES
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10.

EXERCISE 2.1

. Discuss the merits and limitation of any three methods of collecting Primary Data.

Esxplain the various methods that are used in the collection of Primary Data, peinting
out their merits and demerits.

[

Distinguish bstween primary source and secondary source of statistical data. What

‘precautions would you take before using data from a secondary source ?

What are the various methods of collection of primary data ? Briefly explain two such

- methods, pointing out their merits and demerits.

What are the various methods of collecting statistical data ?
Which of these is not reliable and why ? .
aﬁfcnbe the points that you would consider in dr afting a questionnaire ?

y is it necessary that secondary data must be scrutinised and edited before use ?
What precautions would you take before making use of such statistical data ?
Distinguish clearly between primary and secondary data. Explain the various methods '
of collecting primary dsta and point out their respective merits and demerits.

What are the various methods of collecting statistical data ? Which of these are not
reliable and why ? ’ g

What are the various methods of eollecting primary data ? Why we prefer primary data
than secondary data ? Emlmn

2.13. SUMMARY ) -

~

18 Self-Instructional Material

The first step in a statistical investigation is the planning of the proposed
mvestlgatmn After planning, the next step is the collection of data, keeping in
view the object and scope of mvestlgatlon

Data is called primary, if it is originally collected in the process of investigation.
In this method of collecting data, the investigator directly comes in contact with

~ the informats to collect data. The investigator himself visits the different

informants covered in the scope of the mvestlgatlon and collect data as per the
need of the investigation.

In this method of collecting data, the informants are not directly contacted by
the investigator, but instead, the data about the informants is collected from
some selected persons who are expected to be acquinted with the informants as
well as the object of the investigation. ~ :
The investigator is expected to be tactful, skilled, honest and well behaved
There are agencies which collect statistical data regularly and publish it. The
published data is very important and is used frequently by investigators.

The Central Government, State Government and Research Institutes also collect
data which is not published due to some reasons. This type of data is called
unpublished data. Un-published data can also be made use of in.Investigations.
The data collected by. research ‘scholars of Universities is also generally not

- published.
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3. MEASURES OF CENTRAL

NOTES

- TENDENCY

3.1.
3.2.
3.3.
3.4.
3.5.
3.6.
3.7.
3.8.
3.9.

©3.10.

3.11.
3.12.
3.13.
3.14.
3.15.
3.16.
3.17.
3.18.
3.19.
3.20.

Types of Measures of Central Tendency (Averages) '

Definition of Arithmetic Mean .
Weighted A.M. ' . -
Defmition of Geometric Mean

Averaging of Percentages

Weighted G. M.

Definition of Harmonic Mean

H.M. of Combined Group

Weighted H. M.

Definition of Median

Merits of Median

Demerits of Median

Definition of Mode

Mode by Inspection

Mode by Grouping

Empirical Mode _
Mode in Case of Classes of Unequal Widths
Merits of Mode _ '
Demerits of Mode

Summary

3.1. TYPES OF MEASURES OF CENTRAL TENDENCY

(Averages)

I. Arithmetic' Mean (A.M.)

I1I. Harmontc Mean (H.M.) IV. Median
V. Mode.

II. Geometric Mean (G.M.)

Self-Instructional Material 19



Business Statistics

I. ARITHMETIC MEAN (A.M.)

NOTES 3.2. DEFINITION OF ARITHMETIC MEAN

This is the most popular and widely used measure of central tendency. The popularity
of this average can be judged from the fact that it is generally referred to as ‘mean’.
‘The arithmetic mean of a statistical data is defined as the quotient of the sum of all
the values of the variable by the total number of items and is generally denoted by .

(@) For an iﬁdividual series, the A M. is given by -
. .

x;
Pil . Zx
AM =51F%t 4%, _i-1 or more briefly as —
n - n n
. - Xx oo
Le, - } X=—
R -
where ¥, X,, ......, x, are the values of the variable, under consideration.
(b) For a frequency distribution, . '
. R .
) .Y
AM:f1x1+f2x2+: ----- + fa%n _i=1 I Zfx
T LA+t + fr n ¥ N’
o N
. i:]_‘ )
. — Ifx. -
Le., X=—01Hm

N _ :
where f; is the frequency of x; (1 £i < n). For simplicity, Zf, i.e., the total number of ,
items is denoted by N. _ ]
When the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable (x).

WORKING RULES TO FIND A.M.

Rule L. In caseof an individual series, first find the sum of all the items. In the
second step, divide this sum by n, total number of items. This gives the
valueof .

Rule II. In case of a frequency distribution, find the products (fx) of frequencies
and value of items. In the second step, find the sum (Zf©) of these
products. Divide this sum by the sum (N) of all frequencies. This gives
the value of x. ' : ‘

Rule IIL. If the values of the variable are given. in. the form of classes, then their
respective mid-points are taken as the values of the variable.

'Example 1. Find the A.M. of the following data :

Foll No. 1 2 3 4 5 6. 7 8
Marks in Maths 12 -8 6 9 7 & 7 14
Solution. Let the variable ‘marks in maths’ be denoted by x.
~ _Sumof valuesof x 12+8+6+9+7+8+7+14 71 :
X = = = ki =— =§8.875 marks.

. Number of items - 8 8
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Example 2. The average weight of a group of 24 boys was calculated to be 78 4 kg.
Itwas later discovered that one weight was misread as 69 kg instead of 96 kg. Calculate
the correct average (Average used is A.M.). .

Solution. No. of items = 25

Incorrect average =784 kg
Incorrect item =69 kg
Correct item =096kg

Let the variable ‘weight’ be denoted by ‘x’.

Now x = =
n
. incorrect Sx
- Incorrect r=—v———
. 25 )
. incorrect Xx
A=

Incorrect Zx = 78.4 x 25 = 1960 kg . _
The correct x is obtained by using correct ¥x in the formula.
Correct Zx = incorrect £x ~ incorrect item + correct item

Correct x

= 1960 - 69 + 96 = 1987 kg

_ _ Ccorrect Xy 1987

25 25

Example 3. Calculate AM. for the following data :

=79.48 kg,

Income (in ) 500 520 550 600 800 1000
No. of employees 4 10 - (3 5 3 2
Solution. Calculation of A.M.
S. No. Income (in 3) No. of emplog;ees fx
X f
i ' 500 4 2000
2 . 520 10 5200
3 550 8 3300
4 600 5 3000
5 800 3 2400
6 1000 2 2000
N=30 Tfe= 17500
’ - Zfx 17900
N . X=E——=—= 67
ow N 30 ¥ 596
Example 4. Calculate the A.M. for the following data :
Marks ' "0-10 10-30 3.0_—40 40-50 50-80 80-100 |
No. o]" students 5 7 15 8 3 2

Measures of
Central Tendency

NOTES
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Business Statistics Solution. o Calculation of A.M.

Marks . ‘|- No. of students Mid-points of classes )
f x . - fx
NOTES 0-10 5 o "5 25
‘ 10-30 _ 7 20 140
3040 : 5 35 525
40-50 8 45 ) 360
50-80 3 ©65 195
80-100 T, 02 80 180
N =40 _ c Tfe = 1425
z= f‘l%;’i =.% = 85.625 marks.

3.2.1 Step Deviation Method

'| When the values of the variable (x) and their frequencies (f) are large, the calculation
of A.M. may become quite tedious. The calculation work can be reduced considerably
" by taking siep deviations of the values of the variable.

Let A be any number, called assumed mean, then d = x — A are called the
deviations of the values of x, from A. .

‘then the values of deviations are

n!

If the values of x are x,, x,, ..... X

d,=x,—-A d,=x,-A, ... d =x,—A Wedefineu= x;l

common factor in the deviations of values of x from A. The definition of ‘i is meaningful,
because at least h = 1 is a common factor for all the values of the deviations. The

, where h is some suitable

. x-A L. i
different values of u = —— are called the step deviations of the corresponding

h
: L. o x—A x, — A
values of x. In this case, the values.of the step deviations are u, = L o Uy = 2 P
_x,—A
...... U= T
o X -A
For 1<isn, u.=— te, x,=A+uh

: h
_ 1 1 1 1.
x —-I;I-Ef;x,- —ﬁ?ﬂfi(A +u;h) = ﬁ)gf;A + ﬁEfiu,—h

1 Ifu;
=A. £+—(zf, Dh=A+ Nl

h (- Zf=N)
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*fua
In brief, the above formula is written as x = A + [?J h.

. Zu
In case of individual series, this formula takes the form X =A + [?) h.

In dealing with practical problem;;, it is advisable to first take ﬂeviatiohs (d) of
the values of the variable (x) from some suitable number (A). Then we see, if there is
any common factor, greater than one in the values of the deviations. If there 15 a

x—A |

d
common factor h(> 1), then we calculate u = -i?z-h— in the next column. In case,

. -d
there is no common factor other than one, then we take h =1 and u becomes — =d

1
=x — A. In this case, the formulae reduces as given below :
X=A+ zd - (For Individual Series)
n
_ zfd . . .
X =A+ ~N (For Frequency Distribution)

where d =x - A and A is any constant ; to be chosen suitably.

WORKING RULES TO FIND A.M.

Rulel. In case of an individual series, choose a number A, Find deviations
d(=x - A) of items from A. Find the sum ‘Zd of the deviations. Divide
this sum by n, the total number of ttems. This quotient is added to A to
get the value of x.

If some common factor b (> 1) is available in the values of d, then we
calculate ‘u' by dividing the values of d by h and find x by using the

formula :
x=A+ (Ex—) h.
n

Rule II. In case of a frequency distribuiion, choose a number A. Find
deviations d(= x — A) of items from A. Find the products fd of f and d.
Find the sum ‘Zfd of these products. Divide this sum by N, the total
number of items. This quotient is added to A lo gel the value of x.
If some common factor h(> 1) is available in the values of d, then we
calculate ' dividing d by h and find x by using the formula :

E=A+[Z—ﬁtjh.
N

Rule 111, if the values of the variable are given. in the form of classes, then their
- respective mid-poinis are taken as the values of the variable.

Measures of
Central Tendency
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NOTES

24. Se{f‘ébzshucﬁonalﬂc;’ateﬁal

Example 5. Find the AM. Jor the following individual series :

24.36.

12.36, .14.36, 16.36, 18.36, 20.36,
Solution. Calculation of A.M.

Variable d=x-A u=dh
x. A=16.36 h=2

12.36 -4 -2

- 14.35 -2 -1

16.36 ' 0 0

18.36 _ 2 o1

| S

20.36 "4 2

24.36 8 4
Eu_ =4

Now

I=A+

7

4

(&] h=16.36 + [E] 2 =16.36 + 1.33 = 17.69.

Example 6. Find the A.M. for the following distribution -

Marks No. of students Marks No. of students
Above 0 80 - Abouve 60 28
Abouve 10 77 Aboue 70 16
Abouve 20 72 Above 80 10
Abave 30 65 Above 90 8
Above 40 55 Above 100 0
Afmve 50 . 43
" Solution. . - ‘Caleculation of A.M.
Marks Mid-poinis No. of "d=x-A | u=dh |
x students A=55 h=10 fu .
' 010 5 3 ~50 -5 ~15
10—20 15. 5 -40 -4 ~20
2030 25 7 -30 -3 -21"
- 3040 35 10 -20 -2 | -2
10—50 45 12 '~ 10 -1 | ~12
50—60 55 15 0 0 0
60—70 65 12 "10 1 12
70—80 75 '8 20 2 12
80—90 85 2 30 3 6
90100 95 8 40 4 32’
N=80 Tfu=-26
Novy x=A+ [%ﬁ‘] h=55+ (_S_?J 10=56-8.25= 5.1.'75 mal.'ks.




3.2.2 A.M. of Combined Group

Measures of

Central Tendency

Theorem. If X, and X;are the A.M. of two groups having n, and n, items,

then the A.M. (x) of the combined group is given by

Proof Let x,, x,, ......, Zp, and y,, ¥,, ......, ¥n, be the items in the two groups

respectively.

sum of items in both groups

Now o=

xl+x2-!'- ......... +xnl+yl+y2+ ......... +yn2___n'lil+n2‘i2

NOTES

ny + 11.2
= X; + D X
T ey Bl ot O
nl + n2
This formula can also be extended to more than two groups.

Example 7. The mean wage of 1000 workers in a factory running two shifts of
700 and 300 workers is ¥ 500. The mean wage of 700 workers, working in the day shift,

18 ¥ 450. Find the mean wage of workers, working in the night shift.
Solution. No. of workers in the day shift (n,) =700
No. of workers in the night shift (n.) =300
Mean wage of workers in the day shift (¥,) =7 450
Mean wage of all workers (x) =3 500

Let mean wage of workers in the night shift = X

nyX; +nyXy

Now =
n1 + n.2
700 (450) + 300 (%)
500 =760 +300
300%, = 185000
%y = 1?;’)%00 =% 616.67.

or 500000 = 315000 + 300%,

n; +ny

Self-Instructional Material
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3.3.

WEIGHTED A.M.

If all the values of the variable are not of equal importance, or in other words, these

NOTES

consideration,

where w, w,, ......

are of varying significance, then we calculate weighted A.M.,

Xwx

Weighted AM, = %, = =—

, w,_ are the weights of the values x, x,, ...

zw

.., &, of the variable, under

Example 8. An examination was held-to decide the award of a scholarship. The
weights given to different subjects were different. The marks were as follows :

Subjects Weight Marks of Marks of Marks of
A 1 B . C
Statistics 4 63 60 65
Accountancy -3 65 64 70
Economics 2 o8 56 63
Mercantile Law 1 70 80 52

should get it ?

The candidate getting the highest marks is to be awarded the scholarship. Who

Solution. Calculation of weighted A.M.
Subject Weight | Morks of Marks of Marks of
w- A wx, B we, C W,
x, X, X,
Statistics 4 63 252 60 240 65 260
Accountancy 3 65 195 64 | 192 70 210
Economies 2. 58 116 56 112 63 126
Mevrcantile Law 1 70 70’ 80 80 52 52
Zw=10 Zie, Zuww, Swag
=633 =624 =648
: Zwx; 633 _
Weighted A M. of =30 10 63.3
' . . Zwxy, 624
Weighted A M. of . B= Sw - 10 - 62.4
Ywx, 648
Weighted A.M. of C="—"2=—" =648
. Tw 10 .

26 Self-Instructional Material

The student ‘C’ is to get the scholarship.




3.3.1 Merits of A.M.

1. 1t is the simplest average to understand.

2. It 1s easy to compute,

3. It is well-defined.

4. Tt is based on all the items.

5. It is capable of further algebraic treatment.

6. It has sampling stability.

7. It is specially used in finding the average speed, when time taken at different

speeds are varying, or are equal.

3.3.2 Demerits of A.M.

1. It may not be present in the given series itself. For example, the A M. of 4, 5,

4+54+6+6

n =5.25, which is not present in the series. So, sometimes it becomes

theoretical.

2. It cannot be calculated for qualitative data.
3. It may be badly affected by the extreme item.

EXERCISE 3.1

Find the A.M. of the series 4, 6, 8, 10, 12

The mean marks of 100 students was found to be 40, Later on, it was discovered that a
score of 53 was misread as 83. Find the correct mean.

The A M. of 25 items is found to be 78.4. If at the time of calculation, two items were
wrongly taken as 98 and 43 instead of 69 and 34, find the value of the correct mean.

The marks obtained by 5 students are 11, 17, 9, 16, 22, Later on, 3 grace marks were
awarded to each student. Find the mean marks of the increased marks of the students.

Find the arithmetic mean for the following data :
x 6 7 8 9 10
f T . 10 12 6 5

The postal expenses on the letters despatched from an office on a given day resulted in
the following frequency distribution :

Postage (in paise) - 15 30 35 60 70
No. of letters 47 33 56 411 25

Find the mean postage per letter. Convert the.ﬁostal charges in rup‘ees and then ealcu-
late the mean postage per letter.

Find the A M, for the following frequency distribution :

Marks oblained 0—7 7—14 - - 1421 21—28
No. of Students 19 25 6 72
Marks obtained 28—35 35—42 4949

No. of Studenls 51 43 ) 28

Measures of
Central Tendency
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'NOTES

10.

11,

12.

Calculate the arithmetic mean for the following data :

» Wages in @ " No. of persons Wages (in ?) No. of workers’
Less.than 10 30 40 and above’ 332 -
Less than 20 .70 50 and above 308

2030 50 680—70 132

20—40 .98 70 and above 14 .

From the following information, find out ;

(t) Which of the factor pays larger amount as daily wages. -

" (if) What is the average daily wage of the workers of two factories taken together.

. Factory 4 Factory B
No. of wage earners 250 200
Average daily wages %20 T 25

The mean wage of 100 workers in a factory running two shifts of 60 and 40 workers is
7 38. The mean wage of 60 workers working in the day shift is ¥ 40 Find the mean wage
of workers, working in the night shift.

The mean weight of 15 students is 110 1bs. The mean weight of 5 of them is 100 Ibs and
of ‘another 5 is 125 lbs, What is the mean weight of the remaining students ?

Fifty students took up a test. The result of those who passed the test-is given below :

Marks 4 5 6 7 8 9
No. of students 8 10 9 6 4 3

If the average of all the 50 students was 5.16 marks, find the average of those who

failed.

13.

14.

11.
14.

28 Self-lnsrm'clr'onal Material

The average weight of 150 students in a class is 80 kg. The average'weight of boys in the
class is 85 kg and that of girls is 70 kg. Tell the number of boys and girls in the class
separately.

From the following results of two colleges A and B, find out which of the two is better.

. College A College B
Examination - o
' Appeared Passed Appeared- Passed

B.Sc. ) 100 .90 240 ° 200
l M. Com. 60 45 ‘200 i 160
- B. Com. ' 120 75 160 60

B.A 200 150 200 140

Total . 480 360 800 560

, ' I ) Answers .

8 . 2. 39.7 marks 3. 76,96 . 4. 18 marks
78 " 6. Paise 38.94, 2 0.39 7. 26.4927 marks - 8. T 46.60
(i) Both factories are paying equal amount . (i) $22.22 . . 10.Z 35
105 Ibs 12. 2.1 marks 18. Boys = 100, Girls = 50
College A is better. ‘ ’



II. GEOMETRIC MEAN (G.M.)

3.4. DEFINITION OF GEOMETRIC MEAN

The geometric mean of a statistical data is defined as the nth root of the product of
all the n. values of the variable.
For an individual series, the G.M. is given by
GM. = (4 1, ... x )V

where x|, x,, ... , ¥, are the values of the variable, under consideration. From the
definition of G.M. we see that it involves the nth root of a product, which is not possible
to evaluate by using simple arithmetical tools. To solve this problem, we take the help
of logarithms. '

We have G.M. = (x,x, ...... x )ln

n
For a frequency distribution,

— o § o £ T~o f,\UN
G.M. = (x," x, ...... X,")

where f; is the frequency of x:(I1<i<n).

G.M. = Antilog (MJ

Proceeding on the same lines, we get
G-M. = Antilog (%)

When the values of the variable are given in the form of classes, the mid-points
are taken as the values of the variable (x). :

WORKING RULES TO FIND G.M.

Rule I. In case of an individual series, first find the sum of logarithms of all
the items. In the second siep, divide this sum by n, the total number of
items. Next, lake the ‘antilogarithm’ of this quotient. This gives the value

_ of the G.M.

Rule II. Incaseofafrequency distribution, find the producl (flog x)of frequencies
and logarithm of value of items. In the second step, find the sum
([ log x) of these products. Divide this sum by the sum (N) of all ihe
frequencies. Next, take the ‘antilogarithm’ of this quotient. This gives
the value of the G.M. -

Rule I1I. If the values of the variables are givenin the form of classes, then their
respective mid-poinls are taken. as the values of the variable.

Measures of
Central Tendency
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*Business Statistics Example 9. Calculate the G.M. for the following individual series 85, 70, 15, 75,

500, 8, 45, 250, 40, 36.
" Solution. Calculation of G.M.
NOTES S. No. x logx
1 .85 1.9294
2 70 1.8451
3 15 ' 1.1761
) 4" "5 1.8751
o 5 500 2.6990
6 8 " 09031
7 45 ' 1.6532.
8 250 -9.3979
9 40 T 1.6021
10 36  1.5563
n=10 ’ £ log x=17.6373
: ' : ) 17.6373
G.M. = Antilog (Z log xJ = Antilog (TJ
n . .

= Antilog (1.76373) = % 58.03.
Example 10. Find the G.M. for the data given below :

Yield of wheat 7.5—10.5 10.5—13.5 13, 5—1‘6'. 5 16.5—19.5
(in quinials)
No. of farms .5 9 1. 19 23
Yield of wheat 19.5--22.5 22.5—25.5 25.5—28.5
(in quintals)
No. of farms 7 4 1

Solution. Calculation of G.M.

Class Mid-point x ! log x ‘ flogx
7.5—10.6 9 - 5 0.9542 | 4.7710
10.5—13.5 .12 9 1.0792 9.7128
13.5—16.5 - _15 19 1.1761 22.3459
16.5—19.5 - 18 23 - 1.2553 28.8719
19.5—22.5 21 i . 1.3222 9.2554
22.5—25.5 24 4 . 1.3802 5.5208
25.5—28.5 27 1 1.4314 »1.4314

N=68 | ZIflogx
) .=81.9092
A : . (819092
Now G = Antilog (%) = Antilog [ o3 )

= Antilog (1.2045) = 16.02 gquintals.
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3.4.1 G.M. of Combined Group

Theorem. If G, and G, are the GMs of two groups having n, and n, items, then
the G.M. () of the combined group is given by

G = Antilog [nl log G, + n; log G, ) ]
n,; + ny
Proof. Let x,, x,, ...... ) X, and y,, ¥ .o ., ¥n, be the items in the two groups
respectively.
. p
G, = Anmog(ﬂ]
ny
zlo
log G, = — E%
n

n, log G, =Z log x
Slrmlarly, n,log G, =X log Y

Now G = Antilog ( sum of Jogarithms of all 1tems]

no. of items in both groups

= Antilog (Elogx+):logy)
ny+ng

G = Antilog (nl log G; + n, log G, )
n; +n,
This formula can also be extended to more than two groups.

Example 11. The G.M. of wages of 200 workers working in a factory is ¥ 700.
The G.M. of wages of 300 workers, working in another factory is T 1000. Find the G.M.
of wages of all the workers taken. together.

Solution. No. of workers in | faétory (n,) =200
No. of workers in II factory (n.) = 300
- G.M. of wages of workers of I factory (G,) =% 700
G.M. of wages of workers of I factory (G,) =¥ 1000
Let G be the G.M. of wages of all the workers taken together.

G = Antilog [nl log G, +n,log Gy ] = Antilog (_zoo log 700 + 300 log 1000]

n+ng - 200 + 300

200 (2.8451) + 300 (3. 0000)) Antilog 569.0200 + 900
500 500

= Antilog (2.9380) = ¥ 867.

= Antilog [

3.5. AVERAGING OF PERCENTAGES

(Geometric mean is specially used to find the average rate of increase or decrease in
sale, production, population ete.

Measures of
Central Tendency
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Business Statistics If V,and V_ are the values of a variable at the beginning of the first and at the
end of the nth period, then | '

V, =V, (1+r)", where r is the average rate of growth per unit,

Exépﬁple 12, A gave X 10,000 to B on. the terms that after expiry of 5 years, B
| will returnhim X 12,294. What is the rale of interest ?

Solution. Here V,=10,000 and V. =12204.
Let r be the average rate of interest per rupee.
- V=V, (1+1)°

or 12,294 =10,000 (1 + r)®

NOTES .

‘ 12,294
- 1+7)%= 222 =122
or ( r) 10,000 94

51og (1+r)=log 1.2294 = 0.1120 .
log (1+7) = 0.0224
o 1 +r= Antilog 0.0224 = 1.053
‘ r=1.053—1=0.053
A\;erage percentage rate of interest = 0.053 x 100 = 5.3%.

. Example 13. The annual rate of growth of output of a factory in 5 years are 5.0,
7.5, 2.5, 5.0 and 10.0 percent respectively. What is compound rate of groivth per annum
for the period ? '

Solution.
Year Rale of growith Production at the end of the year, logx
taking 100 in the béginning
x .
I 10% 105 _ 2.0212
11 7.5% . 107.5 . 2.0314
Ir » 2.5% 1102.5 2.0107-
v ‘ 5% 105 2.0212
v 10% 110 . 2.0414
Zlog x=10.1259,

‘ ' 101259
G.M. = antilog [m] = Antilog ( 59]
i n

= Antilog 2.02518 = 105.9
Average rate of growth = 105.9 — 100 = 5.9%.

3.6. WEIGHTED G.M.

If all the values of the variable are not of equal importance, or in other words, these
are of varying significance, then we calculate weighted G.M.

Weighted G:M. = Antilog [M]
2w |
where wy, 1, ......, uy, are the weights of the valués ,, x,, ......, x, of the variable, under
consideration.
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Example 14. The weighted G.M. of four numbers 8, 25, 17 and 30 is 15.3. If the
weights of the first three uumbers are 5, 3 and 4 respectively, find the weight of the
Jourth number.

Solution. Let K be the weight of the fourth number.

X w dogx . wlogx
8 5 0.9031 45155
25 3 1.397¢9 . 4.1937
17 .4 1.2304 4.9216
30 : K 1.4771 © o 147T1K
Zw=12+K ) ‘ Zwlogx
' =13.6308 + 14771 K
Now weighted G.M. = Antilog (MJ
: 2w
' . 13.6308 + L4771 K
15.3 = Antil
‘ o8 [ 12+K ]
12+ K) log 15.3=13.6308 + 1.4771 K
o " (1.1847)(12 + K) = 13.6308 + 14771 K
or ' 14.2164 + 1.1847 K = 13.6308 + 1.4771 K
or 14.2164 — 13.6308 =(1.4771 — 1.1847) K
. ., 05856 B
or . _ K= 02924 - 2.0027=2 (Appr?x.).

3.6.1 Merits of GM.

" 1. It is well defined.
2. 1t is based on all the items,
3. It is capable of further algebraic treatment.

4. It is used to find the average rate of increase or decrease 1n the variables like
sale, production, population etc.

5. Ii is specially used in the construction of index numbers.

6. It is. used when larger weights are to be given to smaller items and smaller'

weights to larger items. . ) .
7. It has samplmg stablhty ‘

3.6.2 Demerits of G.M.

1. It is not simple to understand.
2.1t s not easy to compute.
3. It. may become imaginary in the presence of negatlve items.

B 4, Ifany one item is zero, then its value would be zero, irrespective of magmtude
of other itéms.

Measures of
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Business Statistics
EXERCISE 3.2
1. () Find the G.M. of the following individual series :
15, 1.5, 1500, 0.0015.
NOTES (i) Find the G.M. of the following series : ' |
' 10, 110, 120, o0, 52, - B0, 37, 60.

2. Find the G.M. for the following data relating to the profit of 30 firms :
Profit C000%) 25 26 27 28 29 ) 30
No. of firms 4 7 12 2 4, 1

3. Find the G.M. for the following frequency distribution : .

Marks 0—10 | 10—20 20—30 30—40 4050
No. of students 4 8 ” 10 6 7
4. Find G.M. from the following : ) -
Marks oblained (below;) .10 20 30 46 50
\ No. of candidaies ' 12 . 27 72- 92 100

5. The G.M. of salaries paid to all employees of a company is ¥1700. The G.M. of salaries of
male and female employees are ¥ 1800 and ¥ 1600 respectively. Determine the percentage
of males and females employed in the company.

6. If the price of a commeodity is doubled in five years, find out the annual average rate of
increase.

7. The population of a town increased from 10000 to 20000 in 20 years. Fmd the annual
average rate of growth.

8. Findthe weighted G.M. of the items 15, 17, 19, 23, 20 with weights 1, 2,1, 3, 1 respectively.

_ . Answers _
1. (2.668 - (if) 52.84 2. 7 26.9 thousand
22,06 marks 4. 21.4 marks 5. Males = 51.37%, Females = 48.63%

14.9% 7. 3.5% 8. 20.32, |

ITII. HARMONIC MEAN (H.M.)

3.7. DEFINITION OF HARMONIC MEAN

The harmonic mean of a statistical data is defined as the quotient of the number of
items by the sum of the reciprocals of all the values of the variable. -
{(a) For an individual series, the H.M. is given by

n n
HM = =
: 1 1 1 !
— == —
xl “Xg * X, X
where x, x,, ... , X, are the values of the variable, under consideration.
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(b) For a frequency distribution, : Measures of
: o,
HM = fi4fot. +f, if N Central Tendency

d(Deann ) 2O R

NOTES

where f; is the frequency of x; (1<i<n).

When the values of the variable are given in the form of classes, then the mid-
points of classes are taken as the values of the variable (x). . '

WORKING RULES TO FIND H.M.

RuleI. In case of an individual series, first find the sum of the Treciprocals of
all the items. In the second step, divide n, the total number of items by
this sum of reciprocals. This gives the value of the H.M. .

Rule II. In case of a frequency distribution, find the quaotients (fix) of frequenicies
by the value of items. In the second step, find the sum E(f/x)) of these
quotients. Divide N, the total of all frequencies by this sum of quotients.
This gives the value of the H.M.

Rule I11. If the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable.

Example 15. Calculate the HM. for the following individual series :

X 4 7 _ 10 12 19
Solution. Calculation of H.M.
5. No x - 1
1 4 0.2500
2 i 0.1429
3 10 0.1000
4 12 , 0:0833
5] 19 0.0526 .
=5 Y, [l] = 06288
n= x =0,
. : n L5
Now ' HM. = = 7.9516.

_Z(—lJ ~ 06288

Exaﬁlple 16. Find the H.M for the following frequency distribution. :

Profit (000 %) 12 13 14 15 16 17
No. of firms 4 8 6 5 9 2

Self-Instructional Matetial
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Business Statistics Solution. Calculation of H.M,

. Profit . No. of firms f
) (000%) - I %
NOTES ] x
i2 4 - 0.3333
13 8 . 0.6154
14 6 0.4286
15 5 0.3333
16 9 0.5625
17 2 0.1178
-f
N =34 D [-;] =2.3907
. . N 34
Now HM. = = =%.14.22178 thousand = 7 14221.78.

‘ 2(8 %.3907

3.8. H.M. OF COMBINED GROUP

Theorem: If H, and H, are the H.M. of two groups having n, and n, items, then
the H.M. of the combined group is given by :
- M+ Ny

H n n
1, By
H, H, .
Proof. Let Xps Xy vy Xy and yy, yy, . Y, be the items in the two groups
respectively. )
_ _ Do
s DS e y1i
x . y
1 n 1 ny
X x - H’ 2 y H,’
N ' H= no. of items in both groups’
ow " sum of reciprocals of all the items in both groups
_ nl + ".2 . - nl + n2
= 1 1 o n,; n,’
2 x 2 y H, H,

This formula can also be extended to more than two groups.

Example 17. The H M. of two groups contmning 10 and 12items are found lo be
29 and 35, Find the HM. of the combined group. .

Solution. Here n, =10, ny, =12
H =29, ° H,=35
Let H be the H M. of the combined group
' H= Jutny _ 10+12 _ 22 22

= i _ = — = 31.9907.
My N _IE'_I_E 0.3448 + 0.3429  0.6877 3 _9 7

H, H, 29 35
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3.9. WEIGHTED H.M.

If all the values of the variable are not of equal importance or in other words, these are
of varying importance, then we caleulate weighted H.M.

Weighted H.M. = ;——fj—
%)

where w,, wy, ......, w, are the weights of the values x,, ,, ......, x,_ of the variable, under
consideration,

~ Example 18, Find the w elghted HM of theitems 4, 7, 12, 19, 25 wuh weights
1, 2, 1, 1, 1 respectively.

Solution. . Calculation of weighted H.M.
x w w/x
4 1 © 0.2500
T 2 0.9857
12 1 0.0833
19 1 0.0526
25 1 0.0400
. w
= — |=0,7116
2 w==06 2 (x}

Now weighted HM = —z"— = 6 -=8.4317.

3.9.1 Merits of H.M.

1. It is well-defined. _

2. 1t is based on all the items.

3. 1t is capable of further algebraic treatment.
4. It has sampling stability. '

b. It is specially used in finding the average speed, when the distances covered
at different speeds are equal or unequal.

3.9.2 Demerits of H.M.

1. Tt is not simple to understand.
2. It is not easy Lo compute.

3. It gives higher weightage to smaller items, WhICh may not be desirable in
some problems, .

Measires of
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EXERCISE 3. 3.

1. Find the H.M. for the following sertes : : .-
2,4,7,12,19. '

2. Find the H.M. for the following series :
o 15, 20, 21, 22, 26, 29.

3. Caleulate (a) the Arithmetic Mean, (b) the Geometric Mean and (c) the Harmomc Mean '
for the following incomes :

10, 17, 29, 95, 95, 100, 175, 250, 750.
4. Find the H.M. for the following freque'nc_:y distribution :

NOTES

X 10 | 11 12 13 - 14 15
f 4 LT 6 2 2 1

5. The following table gives the marks (out of 30) obtained by a group of students in a test.
* Caleulate the harmonic mean of this series :

Marks 20 21 22 23 24 25
No. of students 4 2 T i 3 1

6. 'Find the H.M. for the following frequency distribution :

Class 24 4—5 6—8 8—10
Frequency 20 10 30 10

7. Find the H.M. for the following data :

Class 0—7 | 7—14 |14—21 | 21—98 |28 35 [35—a2
f 3 5 g | 8 5 2
"Answers
1. 4.86 2. 22,2951 3. (a) 169, (b) 80.74, (¢) 38.2328
4. 11.5803 5. 21.9 marks 6. 4.98 7. 14.6917
- IV. MEDIAN

3.16. DEFINITION OF MEDIAN

The median of a statistical series is defined as the size of the middle most item (or the
AM. of two middle most items), provided the items are in order of magritude. For -
example, the median for the series 4, 6, 10, 12, 18 1s 10 and for the series 4, 6, 10, 12,

10+12
2

in the series would have value less than or equal to median and 50% 1tems would be
with value greater or equal to the value of the median.

18, 22, the value of median would be

= 11. It can be observed that 50% items
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For an individual series, the median is given by, Measures of

Central Tendency
Median = size of n+l th item
where x,, x,, ...... . x_are the values of the variable under consideration. The values x;; NOTES
' %,. ..., X, are supposed to have been arranged in order of magnitude. If ntl comes’ i

ouf to be in decimal, then we take median as the AM. of size of %th and [% + 1] th

items.

WORKING RULES FOR FINDING MEDIAN FOR AN INDIVIDUAL SERIES

Stepl. Arrange the given items in order of magnitude..
Step IL. Find the total number n’ of items.

- . . : n+l ..
Step [I1. Write : median = size of 2 th item.
w g I _ nt+l, . .
StepIV. ) If ; sa whole number, then th item gives the value of
median.

Gif) If-"';—l is in friction, then the A.M. of % thand [% + 1] th items gives

the value of median.

For a frequency distribution, in which frequencies {f} of different values (x.)
of the variable are given. we have

N+1

Median = size of th item.

Remark. The values of the variable are supposed to have been arranged in order of
magnituda.

WORKING RULES FOR FINDING MEDIAN FOR
A FREQUENCY DISTRIBUTION

S_t;,ep 1.  Arrange the values of the variable in. order of magnitude and find the
‘cumulative frequencies {c.f.).
Step II. Find the total ‘N’ of all frequencies and check that it is equal to the last
e.f.
N+1
2

Step IV. (a) If N2+ ! 15 a whole number, then N+1

median. For this, look at the cumudative frequenc-y column and find

Step II1. Wrile: median = size of thitem.

th item gives the value of

that total which is either equal lo or the next higher than
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3 and determine the value of the variable corresponding to this.
This gives the value of median. :

NOTES ®) I 5211 is in friction, then the AM. of %m and (% 5 1):}; items

gives the value of median.

In case, the values of the variable are given in the form of classes, we shall
assume that items in the classes are uniformly distributed in the corresponding classes.
We define : S

Median = size of %th item.

Here we shall get the class in which N/2th item is présent. This is called the .
| median class. To ascertain- the value of median in the median class, the following
formula s used. :

Median =L + (&iiﬁj h
where L = lower limit of the median class . _
¢ = cumulative frequency of the class preceding the median class
[ = simple frequency of the median class

" h = width of the median class.’

Remark. Inproblems on Averages orin other problems in the following chapters, where
we need only the mid values of class intervals in the formula, we need not convert the classes
written using inclusive meihod’. )

The-following points must be taken care of, while calculat'in_g median :

‘ 1..The values of the variable must be in order of m_égnitude. In case of classes of values
of the variable, the classes must be strictly in ascending order of magnitude.

2. If the classes are in inclusive form, then tha actual limits of the median ¢lass are to be
taken for finding L and A. :

3. The classes may not be of équal width i.e, k need not be the common width of all.
classes. It is the width of the “median class”. . :

4. In case of open end classes, it is advisable to find average by using median.

' WORKING RULES FOR FINDING MEDIAN FOR A FREQUENCY
- DISTRIBUTION WITH CLASS INTERVALS

Stey I.  Arrange the classes in the qséending order of magnitude. The classes
’ must be in ‘exclusive form’ The widths of classes may not be equal.
Find the cumulative frequencies (c.f.).

StepIl. Find the total ‘N’ of all frequencies and check that it is equal to the last ef
Step III. Write : median = s.izga of % t‘h item. -

- Step IV. Look at the cumulative frequency column and find that total which is
.?ither equal to % or the n_exl,-higher than,j—;— and determine the class
corresponding to this. That gives the ‘median class’.

Ni2-¢

Step V. Write : median =L+ { ] h. Put the values of L, N/2, ¢, f, hand

calculate the valiie of median.
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~ Example 19. Find the median of the series :
4 6 9 4, 2, 8, 10.
Solution. The values of the variable arranged in ascending order are
x:2 4,4, 6,8, 9, 10

n+l_7+1 _4
2 2
Median = size of 4th item = 6.
Example 20. I'ind the median for the series :
25, 20, 23, 32 40, 27, 30, 25 20, 10, 55 41.
Solution. The values of the variable arranged in the ascending order are
x: 10, 20, 20, 23, 25, 25, 27, 30, 32,.40, 41, 56
Here n= 12 '

n+l 12+1

Heren=171.

=6.5

Median = ‘size of 6.5th’ item

_ 6thitem + 7thitem  25+27
= ; ===

Example 21. Find the median for the following frequency distribution :

26.

x 0 . 1 2 T8 4 5 6
5 9 10 12 6 4 2
Solution. _ , Calculation of Median
x / . . c.f.
"0 5 ) . 5
1 14
2 10 ' 24
3 12 ' 36
4 42
5 46
6 48=N
N=48
N+1 48+1
= =24,
Here, 2 5 5

Median = size of 24.5th item

_ size of 24th item + size of 25th item _2+3
= 5 ===

2 2 )

Measures of
Central Tendency

NOTES

2.5.
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Example 22, Find the median for the followt,ug wage distribution in a certain

factory :
Monthly wages @) 50—80 80—100 100—110 110120
NOTES No. of workers 30 127 40 240
Monthly wages @) 1.20—130 130—150 150—180 180—200°
No. of workers 176 185 20 3
Solution. Calculation of Median
Monthly wages ®) No. of workers f c f.
50—80 30 - 30
80100 127 - 157
100—110 140 1 297=¢
L 110—120 - . ) 240=f . 537
120—130 . 176 713
130—150 135 . 848
150—180 20 : 868
. 180—200 3 ° - . 871_='N
 N=8T71
N 871 .
—=——=4355 -0 ) .
2 2 .

Median = size of 435.5th item
Median class is 110—120. '
Median =L + [M]h =110+ [MJ 10 .
f ) . 240§
=110+5.77= ?11577
Example 23. The followmg table gives the marks obtamed’ by 50 students Fmd

‘| the median : )
Marks T0—14 1519 20—24 2529
No. of students ) 8 6 7
Marl:s 30—34 3539 J0—44 45—49 )
No. of students 6 3 9 _ 6

42 Self-lnstructional Material

Selution. Here the classes are given in ‘inclusive form’. These classés m

‘exclusive form’ are : :

9.5—14.5, 145—195 ...... 445—-495



Calculation of Median : Measures of

Central Tendency
Marhs No. of students (f c.f. '
9.5—14.5 ' 5 5
14.5—19.5 8 13 NOTES
) 19.5—24.5 6 19=¢
L=245-295 T=f 26
29.5—34.5 6 32
34.5—39.5 3 35
39.5—44.5 9 44
44.5—48.5 (2] 50=N
N =50
N 50
—=—2=25
2 2

Median = size of 25th item
Median class is 24.5—29.5

—-c

25 -19
Median = L + 2f h=24.5+( ' )5

7

=245+ 4.286 = 28.786 marks.

3.11. MERITS OF MEDIAN

1. It is'simple to understand.

2. It 1s easy to compute.

3. It is well-defined.

4. It is not affected by the extreme items.
9. It is best suited for open end classes.
6. It can also be located graphically.

3.12. DEMERITS OF MEDIAN

1. Tt is not. based on all the items,
2. It is not, capable of further algebraic treatment.
3. It can only be calculated when the data is in order of magnitude.
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"EXERCISE 3.4

1. Find the value of the median for the series :

B, - 6, 6,

5,

11,

80, . 12.

2. Find the value of median for the following data :

x ‘ 1

3

4.

5 (6 |7

f -5 8

7

2

2 1 ' 2

3. TFind the median for the following frequency distribution :

No. of studenls

6 "4

16 7

Marks

20 9

.25 50

40

- 80

4. Find the median marks for the following distribution :

Marks less than -

10

20

30 40

50

80

No. of students

.4..

10

30 40

47

50

5. Find the value of median for the following sjéries v

Class

1--10

11—20

[ - 21—30

- 31—40

41—50

No, of items

10

21

51 45

26

[Hint. The actual limits of classes are :
0.5—10.5, 10.5—20.5, 20.5—30.5, 30.5—40.5 and 405—505]

" 6. Calculate median for the following data :

Mrfd- value 115

125 | 135

145

155 | 165

175 -

185

195

Frequency 6

25 | 48

72

116

. 60 38

29

7. Find A M, and Median for the following frequency distribution:

Marks

* No. of students

0-7
7-14
14-21

. 21-98
" 98-35

3542
4249

19
26
36.
72
51
-43
28

" 8. Anincomplete frequency distribution is given below :

Variable 10—20

20—30

30—40

“B60—T0

70—380

Frequency 12

30
. L

?

40—50| 50—60
65 S

25

18

It is given that median value is 46 and the total number ofitems is 229. You are required

to find the missing frequencies.




Answers

1. 8 : 2.3 3. 25 marks 4. 27.5 marks
9. 29.4218 6. 153.7931 7. 26.49, 30.82 8. 34, 45
V. MODE

3.13. DEFINITION OF MODE -

-

The mode of a statistical series is defined as that value of the variable around which

the values of the variable tend to be most heavily concentrated. It can also be defined .

as that value of the variable whose own frequency is dominating and at the same time,
the frequencies of its neighbouring items are also dominating. Thus, we see that mode
. is that value of the variable around which the items of the series cluster densily. Let
us consider the data regarding the sale of ready made shirts :

‘Size (in inches) 30 32 34 36 | 38 40 42
No. of shirts sold 5 22 24 a8 16 8 2

Here we see that the frequency of 36 is highest and the frequencies of its
neighbouring items (34, 38) are also dominating. Here the most fashionable, modal
size is 36 inches. Technically, we shall say that the mode of the distribution is 36 inches.

_ In case of mode, we are to deal with the frequencies of values of the items, thus
if we are to find the value of mode for an individual series, we will have to see the
repetition of different items. i.e., we . would be in a way expressing it in the form of
frequency distribution. Thus, we start our discussion for evaluating mode for frequency
distributions. There are two methods of finding mode of a frequency distribution.

3.14. MODE BY INSPECTION

Sometimes the frequencies in a frequency distribution are so distributed that we would
be able to find the value of mode just, by inspection. For example, let us consider the

frequency distribution : .
x o 4 ] G 7 8 9 10 - 11 12
! 1 2 1 | 5 12 4 2 2 1

Here we can say, at once, that mode is 8.

-3.15. MODE BY GROUPING

Let us consider the distribution :
x 4 5 6 7 - 8 9 10 11 12
f 4 5 7 14 8 15 2 . 2 1

Measures of
Central Tendency

NOTES
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Business Statistics Here the frequency of 9 is more than the frequency of 7, whereas the frequencies
of neighbouring items of 7 are more than that for 9. In such a case, we would not be
able to judge the value of mode just by inspecting the data. In case there is even slight
doubt as to which is the value of mode, we go for this method. In this method, two

- NOTES tables are drawn. These tables are called ‘Grouping Table’ and ‘Analysis Table’. In the
grouping table, six columns are drawn. The column of frequencies is taken as the
column I. In the column I, the sum of two frequencies are taken at a time. In the

column III, we exclude the first frequency and take the sum of two frequencies at a

time. In‘the column [V, we take the sun of three frequencies at a time. In the column

V, we exclude the first frequency and take the sum of frequencies, taking three at a

time. In the last column, we exclude the first two frequencies and take the sum of

three frequencies at a time. The next step is to mark the maximum sums in each of the
six columns.

In the analysis table, six rows are drawn corresponding to each column in the
grouping table. In this table, columns are made for those values of the variable whose
frequencies accounts for giving maximum totals in the columns of the grouping table.
In this table, marks are given to the values of the variable as often as their frequencies
are added to make the total maximum.in the columns of the grouping table. The value
of the variable which get the maximum marks is declared to be the mode of the
distribution. ) -

In case, the values of the variable are given in the form of classes, we shall
assume that the items in the classes are uniformly distributed in the corresponding
classes. Here we shall get a ‘class’ either by the method of inspection or the method of
grouping. This class is called the modal class. To ascertain the value of mode in the
modal class, the following formula is used.

Mode=L + [L] h
A+ A,
where L =lower limit of modal class
A, = difference of frequencies of modal class and pre-modal class
A, = difference of frequencies of modal class and post-modal class
h = width of the modal class.
The following puints must be taken care of while calculating mode :

1. The values (or classes of values) of the variable must bein ascending order of
magnitude. ' ' _ '

2. If the classes are in inclusive form, then the actual limits of the modal class
are to be taken for finding L and A. T

3. The classes must be of equal width.

It may be noted that while analysing the analysis table, we may find two or
more values (or classes of values) of the variable getting equal marks. In such a case,
the grouping method fails. Such distribution is called a muiti-modal distribution.

3.16. EMPIRICAL MODE

In case of a multi-modal distribution, we find the value of mode by using the relation
Mode = 3 Median - 2 A.M.
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This mode is called empirical mode in the sense that this relation cannot be
. established algebraically. But it is generally observed that in distributions, the value

of mode is approximately equal to 3 Median — 2 A M. That is why, this mode is called
empirical mode. ) B

WORKING RULES FOR FINDING MODE

Step L.  If modeis not evident by the ‘method of inspection’, then the ‘method of
grouping’ should be used.

Step I1. In case, the values .of variable are given in terms of classes of equal
width, then step I, will give the ‘modal class’.

Step III. 7o find value of the mode, use the formula :
mode =L + [LJ h.
Step IV. In case, the distribution.is multimodal, then find the value of mode by

using the formula : ‘mode = 3 median - 2A.M’.

Example 24. Find the mode for the following individual series :

5, 7, 3, 5, 2, 1, 5, 8. a.
Solution. - Calculation of Mode
X Tally bars Frequency (f)
1 i 1
2, [ 1
3 | 1
5 I 4
7 i 1
8 ! 1

By inspection, we can say that mode is 5. _
Example 25. Find the mode for the following disl,ributiau 4

Profit ('000%) 28 29 30 31 32 33
No. of firms 4 7 10 6 2 I
Solution, ) Calculation of Mode
Profit No. of firms
(000%) f
x
28 4
29 7
30 . 10
31 6
32 2
33 1

By inspection we can say that mode is ¥ 30,000. This is so because the frequency
of 30,000 is very high as compared with the frequencies of other values of x. Moreover,
the frequencies of the neighbouring items are also dominating.

Meastres of
Central Tendency

_ NOTES
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Eﬁ:am_ple 26. Find the value of mode ft_)f the following distribution :

48  Self-Instructional Material

Business Statistics
x 4 5 6 7 | & | 9 10 11 12
. ) f 15- | I8 12 T30 a7 - 40 20 20 12
NOTES . . - '

: : Solution. For the given distribution, we cannot judge the value of mode, just by
inspection. In this case, we shall apply the method of groupmg The values of the
vanable are already in order of magnitude.

' : - - - Grouping Table
g m. | v v v
Jx . f '
4 15 .
. 33
5 .18 45
6 12 60
' 42
7 20 ,
8 27 97 . 69
. 67
9 40 87
‘ 10 20 ‘
40
11 20 a2 . 80
12 12 )
Analysis Table
Column 9 8 10 7 11
I 1 ‘
i 1 1
III 1 1 .
v 1 1 T 1
\' 1 1 1
V1 1 1 1
Total - 6 3, 3 I 1
Mode=9 - . ‘
Example 27. Calculate the value of mode for the following frequency distribution :
Class Frequency " Class Frequency
~ 1—4 2 21—24 14
5—8 5. 25—28 14
9—12 8 2932 15
1316 9 3336 11
1720 12 37—40 - 13 '




Solution. In this problem, we shall make use of ‘grouping method’ to find the

Measures of

modal class. Central Tendency
Grouping Table
Frequency _ _ NOTES
Class I oI I IV 1% © VI '
T 1—4 2
7 15
538 5
C 13
9—12 8 : .
17 . 22
13—186 9 ., ‘
21 3b
17—20 12 -
26 29
21—24 14
28 40
25—28 14
29 40
29—32 -15
26 - 43
3336 11 .
24 39
37—40 13
Analysis Table
Column 2932 -26—28- - 21—24 ‘ 33—36 1?’;——20
1 : 1
11 1
111 1 1
v 1 1 1
Vv 1 1 1
'/ 1 1 1
Total 4 5. 3 1 1
Modal class is 25—28.
| - A
Now mode =L + [—I-J h
Ay + A, )
Here L=245A =14—14=0,4,=15-14=1 h=285-245=4

Mode = 24.5 + | —2
. 0+1

) 4=245+0 = 24.5.

Example 28. If a, b are positive numbers, then show that ‘

@) CM. = (AMXHM. .

M AM 2GM 2HM.

: L - 2 2ab
Solution We have AM, = a+d , GM. = Jab, HM.= = ;
) d . R ; _ 1 + 1 a+b
) . a b
S _a+b ' a+b-2Jab
@ AM -GM.= —— - Jab = —
_ (e + () -2fab _ (la-b)
. T . 9 . . 9 =
AM. -~GM.20i.e, AM. 2GM. - (D
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and

Le.,

GM. —HM. = Jab — azﬂb _ Jab (a+b-2Vab)

+b a+d
U Aab ((Ja) + () - 2Javb)  Jab (Va - ¥B)? N
B a+b B a+b =
G.M. ~H.M. 2 0 i.e, G.M. 2 H.M. | @)

Combining (1) and (2), we have
AM. 2 GM.>HM.
In particular if @ = b, then

a+db .a+a

AM. = 5 =5 =¢GM=ab = Jaa=a

2ab 2qa  2a°

a+b - a+a 2a
G.M. =H.M.

HM =

=a

AM.

a+bd

G.M. = f/A.M. x H.M.

b 2ab
()  JAMXHM = (“2x=2" =ab and GM.=(Ja5)?=ab

3.17. MODE IN CASE OF CLASSES OF UNEQUAL

WIDTHS

When the values of the variable are given in the form of classes and the classes are not
of equal width, then we would not be able to proceed directly to find the modal class
either by the method of inspection or by the method of grouping. In fact, we are to
compare the frequencies of different, classes in order to observe the concentration of
items about some item. If the classes happen to be of unequal width, then we would
not be able to compare the frequencies in different classes. To make the comparison
meaningful, we will first make classes of equal width by grouping two or more classes
or by breaking classes, as per the need.

-Example 29. Calculate mode for the following distribution :

Marks No. of studenis - Marks No. of studenis
0—2 8 2530 ‘ ' 45
2—4 12 30—40 . 60

410 20 40—50 20

10—15 10 50—60 13

1520 16 ' 60—&0 15

20—25 25 80—100 4

50 Self-Instructional Marerial

Solution. In this frequency distribution, the classes are not of equal width.

Before ascertaining the mddal class, we shall make the widths of classes equal.



Marks No. of students

0—20 8+12+20+10+ 16 = 66
20—40 25+ 45+ 60 =130
40—60 : 20+ 13 = 33
60—80 15
80—100 4

By inspection, modal class is 20—40.

Now meode =L+ (ﬁ—] h
AL+ A, _
Here L=20,A,=130-66=064, 4,= 130-33=97, h=20
Mode = 20 + | —8%__1 20 = 20+ 7.9503 = 27.9503.
7 64 + 97 ) .

3.18. MERITS OF MODE

1. It is easy to compute.
2. It is not affected by the extreme items.
3. Tt can be located graphically. -

~ 3.19. DEMERITS OF MODE

1. Tt is not simple to understand.

2. It is not well defined. There are number of formulae to caleulate mode, not
necessarily giving the same answer.

3. It is not capable of further algebraic treatment.

EXERCISE 3.5

1. Find the value of mode for the following series :
10, 13, 17, 12, 10, - 12, 16, 11.
2. Find the value of mode for the following frequency distribution :

x 10 11 13 13 14 15 16 17 18
f 2 4 6 8 10 9 6 2 1

3. Find the mode for the following frequency distribution :

x 1 2 3 4 5 6 7 8 9 10 | 11 | 12
f 3 8 15 | 23| 35 | 40 [ 32 [ 28 | 20 | 45 | 14 6

4. Find the mode for the following frequency distribution :

Class 0—4 4--8 8—12 12—16
! 4 8 .5 3

Measures of
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Business Statistics 5. The following table gives the weight of 50 students of a class. Find the modal weight ]

Weight (in kg) | 37—41 | 42—46 | 47—51 | 52—56 | 57-—61 | 65—68 | 67—71

o . No.of students 3 7 11 14 T 5] 2 A
NOTES - ’ ] ) ) ) - ] 4
6. Follow;ng table shows the marks obtained by 60 students. Caleulate (#) median (i£) mode,
- and (if}) arithmetic average. .

~-Marks * No. of studenis
More than T0% 8
B} _ ., 60% 18
N . 50% | . 40
. 40% L 40
. 30% A 55-
" 20% 80

7. Caleulate, median and arithmetic average for the following data. Also caleulate mode
with the help of median and AM.

Variable . 100--110 - 110—120 120—1 30’_ 13_()—140
Frequency | 4 '_ 6 20 , 32
Variable 150-"160 160—170 170—180

’ Frequency 133 ] 8 2

8. The following table shows the dist'ribution of 100 families haccording to their expenditu:re
per week. Number of families corresponding to the groups ¥ 1000-2000 and ¥ 3000-4000
are missing. The mode is given to be ¥ 2,400. Calculate the missing frequencies : ’

Expendi’ture ) 0-1000 '1000—2000 2000-3000 3000—4000 4000-5000

No. of families 14 7 27 ? 15
{Hint. Let the _fréquencies of the classes 1000—2000 and 3000—4000 be @ and b
respectively. ,
. - 27 - a) 10
. o 2400 = 2000 + 27-a 1000 i.e., 400 =27 =100
: @7-a)+@7-b)) 54-g-b -
. Also , a+b=44)] '
9. Find the mode for the following data ;
Size of ilems Frequency - Size of items « Frequency
.- 0 . .5 20—24 14
48 7 2428 6
’ 8—12 " 9 - 28—32 3
12—16 - 17 ‘- B2-—-36 1
16—20 ' 15 . 36—40 0
10. Calculate media and mode from the follo{ving tzble:
Income 100-200 100—300' + 100-100 100-300 100-600
1 - No. of persons 15 33 . | 63 | 53 100
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Answers Measures of

1. 12 ’ 2 14 3.6 . 4. 6.986 Central Tendenf:y
53 6. (i) 54.54% marks (i) 56.67% marks (iii) 51.67% marks
137.03, 140.14, 130.81. 8. 23, 21 ' 9,18.67
e NOTES

10. 356.67, 354.55

EXERCISE 3.7

1. What is meant by ‘Central Tendency’ ? Describe the various methods of measuring it
and point oul. the usefulness of each method.

2. Describe the merits and demerits of arithmetic mean, median and mode.

3. What is the reiationship among mode, median and arithmetic average in a symmetrical
series ¢

4, What purpose is served by an average ? Discuss the relative merits and shortcomings of
various types of statistical averages.

=43

Define geometric mean, for individual series and frequency d.lstrlbutlon and glve their
computational formulae.

3.20. SUMNMARY

o This is the most popular and widely used measure of central tendency. The
popularity of this average can be judged from the fact that it is generally referred
‘{0 as ‘mean’. The arithmetic mean of a statistical data is defined as the quotient
of the sum of all the values of the variable by the total number of items and is
generally denoted by x

s If all the vaiues of the vamable are not of equal importance, or in other words,
these are of varying significance, then we calculate weighted A.M,

o Geometric mean is specially used to find the average rate of increase or decrease
in sale, production, population ete. .

o The harmonic mean of a statistical data is defined as the quotient of the number
of items by the sum of the reciprocals of all the values of the variable.

e The mode of a statistical series is defined as that value of the variable around
which the values of the variable tend to be-most heavily concentrated. It can
also be defined as that value of the variable whose own frequency is dominating
and at the same time, the frequencies of its neighbouring items are also
dominating.

» In case, the values of the variable-are given in the form of classes, we shall
assume that the items in the classes are uniformly distributed in the
correspoading classes. Here we shall get a ‘class’ either by the method of
inspecticn or the method of grouping. This class is called the modal class.

« It may be noted that while analysing the analysis table, we may find two or
more values (or classes of values) of the variable getting equal marks. In such a
case, the grouping method fails. Sueh distribution is called a multi-modal
distribution.

¢ ltis generally observed that in distributions, the value of mode is approximately
equal to 3 Median — 2 A M. That is why, this mede is called empirical mode.
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NOTES

4. MEASURES OF DISPERSION

4.1. Requisites of a Good Measure of Dispersion i
4.2. Methods of Measurjng Dispersion
4.3. Definition of Range '
4.4. Inadequacy of Range
4.5. Definition of Quartile Deviation
-4.6. Definition of Mean Deviation
4.7. Coefficient of M.D.
4.8. Short-cut Method for M.D.
4.9. Definition of Stafldard Deviation
4.10. Coefficient of S.D., C.V., Variance
4.11. Short-cut Method For S.D.
4.12. Relation Between Measures of Dispersion
4.13. Summary

4.1. REQUISITES OF A GOOD MEASURE OF
DISPERSION

The requisites of a good measure of a dispersion are the same as those for a good
'| measure of central tendency For the sake of completeness, we list the rEqu1s1tes as .
under :
. 1. It should be simple to understand.
-2. It should be easy to compute.
3. It should be well-defined.
4. It should'be based on all the items.
. 0. It should not be unduly affected by the extreme items.
6. It should be capable of further algebraic treatment.
" 7. It should have sampling stability.
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4.2. METHODS OF MEASURING DISPERSION

I. Range
II. Quartile Deviation (Q.D.)
IT1. Mean Deviation (M.D.)
IV. Standard Deviation (8.D.)
V. Lorenz Curve.

I. RANGE

4.3. DEFINITION OF RANGE

The range of a statistical data is defined as the difference between the largest and tue

smallest values of the variable. '
Range=L-S,

where L largest value of the variable

S = smallest value of the variable.

In case, the values of the variable are given in the form of classes, then L is
taken as the upper limit of the largest value class and S as the lower limit of the
smallest value class. )

Example 1. Find the range of the series :

. 4 2 6, 8, 10.

Solution. Here L=10,8=2

y Range=L-S=10-2=8.

Example 2. Find the range of the following drstrrbutton

Age (in years) 16—18 | 18—20 | 20—22 | 22—24 | 2426 | 2628

No. of sludents 0 © 4 6 8 2 .2

Solution. Here L =28, 5=18
Range =L -8 =28-18 =10 years.

Tt may be noted that S # 16, though it is the lower. Limit of the smallest value
class, but there is no item in this class and so this class is meaningless so far as the
calculation of range is concerned. '

4.3,1 Merits of Range

1. It is simple to understand. _ ' .
2. It is easy to compute.
3. It is well-defined.

4. It helps in giving an idea about the variation, just by 'giving the lowest value
and the greatest value of variable.

Self-Instruction:’ ‘aterial
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4.3.2 'Demerits of Range

1: It.is not based on all the items.

2. Tt is highly affected by the extreme items. In fact, if extreme items are present,
then range would be calculated by taking only extreme items.

3. It does not take into account the frequencies of items in the middle of the
series. '

4. Tt is not capable of further algebraic treatment.
5. It does not have sampling stability.

EXERCISE 4.1

1. Calculate the range for the following series :
17, 10, 12, 8, 12, 16, 19.
2. Find the range for the following data :

Profit (000 %) 0—10 | 10—20 | 20—30 | 30—10 | 40—50
No. of firms 0 6 i 0 7 . 15_

3. Find the coefficient of range for the following data :

Markhs less than .10 20 30 40 50 60 70
No. of students 0 4 7 10 | 14 18 20
Answers
L 11 ' © 2,740,000 3.0.75

II. QUARTILE DEVIATION (Q.D.) .

4.4. INADEQUACY OF RANGE

Consider the éeries i
I 4, 4, 4 5 5 6 4, 5 5 1000 -
IT: 4 4, 4 5 b5 6 4, 5, -

1000-4 996

For series I, Coeff. of Range =

= =0, 2
1000+4 1004 0.99
- 6-4 2
F ies 1I, . of = =—=(.200,
or series 11, Coeff. o Rénge 67210 0.200

On comparing the values of coeff, of range for these series, one is likely to conclude
that these is marked difference in variability in the series. In fact, the series II is
obtained from the series I, just by ignoring the extreme item 1000. Thus, we see that
extreme items can distort the value of range and even the coefficient of range. If we
have a glance at the definitions of these measures, we would find that only extreme

56  Self-Instructional Material



items are required in their calculation, if at all extreme items are present. Even if  Aeaswres of Dispersion

extreme items are present in a series, the middle 50% values of the variable would be-
expected to vary quite smoothly, keeping this in view, we define another measure of
dispersion, called ‘Quartile: Deviation’.

4.5. DEFINITION OF QUARTILE DEVIATION

The quartile deviation of a statistical data is defined as

% and is denoted as Q.D.

This is also called semi-inter quar-tile range. We have already studied the method
of calculating quartiles. The value of Q.D. is obtained by subtracting Q, from Q, and
then dividing it by 2. .

For comparing two or more series for variability, the absolute measure Q.D.

would not work. For this purpose, the corresponding relative measure, called coeff. of
Q.D. is calculated. This is defined as :

. Q3 - Ql .
Coeff. of Q.D. = ———,
) Q Q; +Q;
Example 3. Find Q.D. and its coefficient for the following series :
2@ 4, 7, 6, 5, 9 12, 19,
Solution. The values of the variable arranged in ascending order are
x(nd: 4, 5, 6, 7, 9, 12, .19
Here n="17.
Q,: nil=1’:—1=2 .o Qy=sizeof 2nd item =% 5
Q,: - 3 [”le =3 (7:1J =6 . Q,=sizeof6th item =% 12
_Qy-Q _12-5 _
QD.= s - g = 3.5,
‘ - 12 - 7
Coeff. of Q.D. = QW-Q > _ L =0.4118.

Qy+Q, 12+5 17
Example 4. Find the quartile deviation. for the following distribution :

Marks’

by

2 4 5 6 | 7 | .8 9
No.of students | 10 | 11 | 12| 13 50 12 7 5
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- Solution. Calculation of Quartiles
© Marks No. of students c.f.
' f
2 10 10
3 11 21
4 12 33
- 5 13 46
6 5 51
T 12 63
8 7 70 -
9 5 T5=N
N=175
. Q: N; 1 = 75: 1 19 Q, = size of 19th item = 3 marks
Q 3(NI 1J= 3(75: 1) =57 Q, = size of 57th item = 7 marks
- 7-3 :
QD.= %1—:7 = 2 marks.
Exaﬁaple 5. Find the coeff. of Q.D. for the following distribution :
Marks 0—4 8- 812 12—14
No. of students 10 12 18 7
Marks 14—18 18—20 2025 25 and above
No. of students & 8. 4 8

38 Self-Instructional Material

Solution. Calculation of Quartiles

Marks No. of :smdents cf. -

L -

0—4 10 10

48 12 29

. 8—12 18 40

1214 T 47

14—18 5 52

18—20 8 60

20—25 4 64 -
25 and above 6 *70=N
N=170 '

Q:

..'hlz‘

»P-|?§

Q, class is 4—8.

Q= size of 17.5th item




’ — ’ _ - Measures of Dispersion
Q'1=L+'[N/4 -"]h=4+(%}4:4+2.5=6.5mark& :
\ N 70 C .
Q;: : 3(1) = 3(-4—] =52.56 s Qg =size of 52.5th item . NOTES

Qg class is 18—20.
Q=L+ (—__3N/; - "’Jh. =18+ (—52’58‘_52J 2

=18+ 0.125 = 18.125 marks.
Q; - Q,l _18125-65 11625
Q;+Q, 18125+65 24625

Coeff. of Q.D. = =0.4721.

4.5.1 Merits of Q.D.

1. It is simple to understand.

2. It is easy to calculate.

3. It is well-defined. .

4. It helps in studying the middle 50% items in the series.
5. It is not affected by.the extreme items.

6. It is useful in the case of open end classes.

4.5.2 Demerits of Q.D.

1. It is not based on all the items.
2. It is not capable of further algebraic treatment.
3. It does not have sampling stability.

EXERCISE 4.2

1. Find the Q.D. and its coefficient for the given data regarding the age of 7 students. v \
Age(inyears): 17, 19, 22, 26, 19, 28, 17.
2. Find the coefficient of Q.D. for the following frequency distribution :

Age.(n years) 15 18 17 18 19 20°
No. of studenls 241 500 600 550 T00 750
3. For the following data, calculate Q.D. and its coefficient :
Class 10—20 20—30 30—40 40—50 50—80 60—70
Frequency . 3 . 5 15 - 10 4 2

4. Calculate Quartile Deviation and its coefficient for the data given below

Daily wages (in ) 1—6 6—10 11—15 -16-—.-20
lNo. of workers 3 8 14 11
Daily wages (in 3 2125 | 26—30 31—35 36—40
No. of workers 7 S 5 ‘ 2
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Answers
Q.D. = 4.5 years, Coeff, of Q.D. = 0.2093
0.0655
Q.D. = 7.5416, Coeff. of Q.. = 00,1948
Q.D. =6.6072, Coeff. of Q.D. = 0.3635

Lol o A

' [11. MEAN DEVIATION (M.D.)

| 4.6. DEFINITION OF MEAN DEVIATION

Mean deviation is also called average deviation. The mean déviation of a statistical
data is defined as the arithmetic mean of the numerical values of the deviations of"
items from some average. Generally, A M. and median are used in calculating mean
deviation. Let ‘a’.stand for the average used for caleulating M.D. '

For an individual series, the M.D. is given by

. . n + )

Y i1x;-al
i=1 _Z |x-a|

M.D.=
: n n

where x|, %, ...... , X, are the values of the variable, under consideration.
~ For a frequency distribution,

Ef |x; —a|

i1 b -
M.D. = i _2f[x-a]

o - N N
where f; is the frequency of x, (1 <i<n).

When the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable,

Median is used in caleulating M.D., because of its property that the sum of
numerical values of deviations of items from median is always least, So, if medizdn is
used in the calculation of M.D., its value would come out to be least. M.D. is also
calculated by using A M. because of its simplicity and popularity. In problems, it is .

‘generally given as to which average is to be used in the calculation of M.D. If it is not

given, then either of the two can be made use of.

4.7. COEFFICIENT OF M.D.

For comparing two or more series for variability, the corresponding 1elat1ve measure,
‘Coefficient of M.D.", is used. This is defined as :

' MLD.
Average

If M.D. is calculated about A.M., then M.D. is written as M.D.(%). Snmlarly,
M.D.(Median) would mean thit median has been used in calculating M.D.

Coeff. of M.D. =
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We can write

Coeff. of M.D.(x) = E’f{_ﬁ
Coeff. of M.D.(Median) = D (Median)

Median

Measures of Dispersion

NOTES

Rule 1.

Rule II.

Rule IV,

Rule III.

WORKING RULES TO FIND M.D. (%)

C e . . . . g ", _ Xx
In.case of an individual series, first find % by using the formula x = =-.
C n

In the second step, find the values of x—%. In the next step, find the

numerical values |x - x| of x—%. Find the sum Z|x-x| of these

numerical values {x —%|. Divide this sum by n to gel the value of

M.D.(x).

In case of a frequency distribution, fnst find x by using the formula
Zfx

x=21%

In the second step, find the values of x — x In. the next step,

find the numerical values [x -x| of x—X. Find the products of the
values of |z~ X[ and their corresponding frequencies. Find the sum
2f [x = x| of these products. Divide this sum by N to get the value of

M.D.(x).

If the values of the variable are given in the form of classes, then. their
respective mid-points are laken as the values of the variable.

To find the coefﬁcign.f. of M.D.(x), divide M.D.(x) by %.

Remark. Similar working rules are followed to find the values of M.D.(median) and

coefficient of M.D. (median).

Example 6. Find M.D.(x) and M.D.(median) for the following statistical series :

7, 10, 12, °13, 15, 20, 21, 27, 30, 34.
Solution. Calculation of M.D. (X)
S. No. x x—X% |x—x|
¥=19

1 7 -12 12

2 10 ~9 9

3 12 -7 7

4 13 -8 6

5 15 . -4 4

6 20 . ' 1 1
7 21 : 2 2

8 27 8 8

9 30 11 11

10 35 16 16
n=10 Iy = 190 Zjx-X|=76
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sx 190

T T T
_ ' Llx-%| 76
DU MD.@®=212%l_ T _. ¢
NOTES - . n 10
- Calculation of M.D,(median)
S.-No. " x x— median " | x~ median |
' median = 17.5 ‘
1 7 -105 . 10.5
2 10 -7.5 - 7.5
3 12 : -55 55,
4 13 : -4.5 4.5
5 . 156 -25 ) 2.5
6 20 . 9.5 . 2.5
7 21 3.5 ' 3.5
8 27 95 9.5
9 - 30 125 - 12.56
10 35 17.5 ) 17.5
n=10 I Z/x —median = 76
n+l 10+1 5.5
2 2
i iter i . i 15+ 20 )
Median = Size of 5th item + size of Gt_h item _ —175
2 2
g .. _ X|x—median| 76 _ .
M.D.{median) = o 10" 7.6. -
Example 7. Find the M.D. from. A.M. for the following data :
x 3 5 7 9 11 13
FE 7 10 9 5 2
’ Solution. Calculation of M.D. (X).
x f fx x-x ! |x—%]| [lx-x]|
3 2 6 ) -4.8 4.8 - 96
b . T 35 - 2.8\ 28 19.6
7 10 0 ~08 0.8 8.0
9 9 81 1.2 1.2 ) 10.8
11 5 55 3.2 3.2 16.0
13 2 .26 ) 52 - 5.2 10.4
"‘N=35 Spe=273 | I |x-%| =744
z
_Zfx 273 |
TN a8
. Eflx-x| 744 ;
x)= = =2, .
~ Now | MD( ) N 35 2.1257
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4.8. SHORT-CUT METHOD FOR M.D.

We know that the calculation of M.D. involve taking of deviations of items from some
- average. If the value of the average under consideration is a whole number, we can
easily take the deviations and proceed without any difficulty. But in case, the value of
the average comes out to be in décimal like 18.6747, the calculation of M.D. would
become quite tedious. In such a ease, we would have t{o approximate the value of the
average up to one or two places of decimal for otherwise we would have to bear the
heavy calculation work involved. If the value of the average is in decimal, the following
short-cut method is preferred.

M.D. = (EfX)A - (fo)B - ((Zf)A —(Zﬂg) a
N

where ‘a’ is the average about which M.D. is to be.calculated. In this formula, suffixes
A and B denote the sums corresponding to the values of x 2 @ and x < @ respectively.

This formula can also be used for.an individual series, by taking °f’ equal to 1
for each x. in the series. In this case, the formula reducgs to

M.D. = (EX)A -(Zx)g - ((n)y - (n)B) a
n

where (1), and (1), are the number of items whose values are greater than or equal to
o and less than a respectively.

If short-cut method is to be used to find M.D.(%), then it is advisable to use
direct method to find % , because we would be needing (Zfx) , and (Zfx); in the calculation
of M.D.(%). ‘

" Example 8. Calculaie M.D. (Median) for the following data :

X: 4, 6, 10, 12, 18, 19.
Solution. Calculation of M.D. (Median)
S. No. ' x - x—median ' | x—median |
1 4 l . -7 ' 7
2 6 (Z2), -5 ' 5
3 10 J =20 Co-1 1
4 ........................... T 1 1 ..................
5 18 =9, 7 7
6 19 =49 8 8
n==0 - 3| x—median [ =29
N . 6+1 . . . . 10+12
Median = size of T th item = size of 3.5th item = 3 =
Direct Method .

Z]x-median| 29
-, g = 4.8333.

M.D. (Median) =
Short-cut Method

(3x)5 — (Ex)g —{(n)4 —(n)g) median
- n

- 49-20-(3-3).11 _ 29
- - -2

M.D. (Median) =

= 4.8333.
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Example 9. Calculate the mean deyiation from the medmu for the followmg
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Now, M.D. (median) =

4.8.4 Merits of M.D.

- 1. It is simple to understand. -

distribuiion : )
‘20| 40 | 60 | 80 | 100 |.120 {140 | 160 | 180 | 200 | 220 | 240
. .NOTES 3 |13 | 43 |'102 | 175 | 220 | 204 | 139 | 69 | 25 | 6 1
Solution. Calculation of M.D. (median)
S. No. x ~f cf fx
1 20 3 ] 3 " 60 )
! 2 40 13 16, 520
3 60 43 (Z/)B 59 2580 (Ef'\:)B
4 80 102 = 556 161 18160 = 55220
b 100 175 336 17500
6 120 220 556 26400
7 140 204 760 28560
] .160 139 899 22240
9 180 69 | &N, 968 12420 | (f),
10 200 25 [ =444 993 5000 [ =69780
11 220 6 . .999 1320
12 240 1 1000 240 _
N= 1000- Sfc = 125000
. N+1 1000+1
; = =.600.5
2 2 -
T 1204120
Median = size of 500.5th item = —a - 120.

N

_ 69780 — 55220 - (444 - 556) 120

28000

(Ef0) s — Gfog — [(5) 4 = (5)p] median

2. Tt'is easy to compute.

3. It is well-defined.
4. Tt is based on all the items.

1000

5. It is not unduly affected by the extreme itenis.
6. It can be’ calculated by using any average.

4.8.2. Demerits of M.D.

1. It is not capable of further algebraic treatment.
2. Tt does not take mto account the signs of the deviations of 1tems from the

average value.

~ 1000

= 28.



6.

EXERCISE 4.3

Calculate M.D.(%¥) and its coefficient for the following individual series :
21, 23, 25, 28, 30, 32, 38, - 39, 46, 48,
Find the mean devmtmn about A M. for the following data : C

x 2 3 5 |9 10
3 6 0 | 7 4

The following table gweq the monthly dlstrlbutlon of wages of 1000 employees in a
certam factory :

Wages (in 3} 20 | 40 60 80 100 120

No. of employees 3 13 43 102 175 220
" Wages (in%) 140 160 180 200 220 240

No. of employees 204 139 - 69 25 6_ L1

Calculate the mean deviation about median and its coefﬁme nt for the following frequency
distribution :

~

Marks . 0—10 | 10—20 | 20—30 | 30—a0 | 40—50
No. of students . 6 T 15 16 5

Calculate the M.D.(x) for the following data regarding the difference in age between
husbands and wives :

Differencein age 0—5 " . 5—10 1015 15—20
{in years) : AR . '

No. of couples 449- 705" . b7 281
Difference in age 20—25 25—30 '30—35 35—40
(in years) : - .

No. of couples . 108 . 52 . 16 4

Find M.D.(%) for the following distribution :

Class 15—24 25—34 35—44 | 4554 5564
" Frequency 4000 ° 116000 28000 | 33000 28000
7. Caleulate median and M.D.(Median) for the following frequency distribution :-
Age | . No. of .- CAge . No.of
(in years) " persons (in years) . . persons
1—5 T | 7 26—30 18
6—10 - 10 . 3135 - .10
11—15 -- 16 36—40 5]
16—20 32 41—45 1
21—26 24 )

Measures of Dispersion

- NOTES
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Answers
1. MD.&) =78. coeff. of M.D.(%) = 0.2364,
2. 254 '
- 3. Coeff. of M.D.(¥) = 0.2285, Caeff. of l‘vi.D._(median) =0.2333 -
4. 9.76 marks, 0.3485. 5. M.D.(X) = 5.34 years. ' _
6. M.D.(%) =9.656. ot .Median =19.95 years, M.D.(median) = 7.1 years.

IV. STANDARD DEVIATION (S.D.)

4.9. DEFINITION OF STANDARD DEVIATION

It is the most important measure of dispersion. It finds indispensable place in advanced
statistical methods. The standard deviation of a statistical data is defined as the
positive square root of the A.M. of the squared deviations of items from the AM. of the
series under consideration. The 8.D. is often denoted by the greek letter ‘c’.

For an individual series, the S.D. is given by

2
S.D. -\l_‘_‘zl(x . 2 x-9?

n
where x, %, ...... , &, are the value of the variable, under consideration.
For a frequency distribution,

. n ) 2
B AE D e -2
N N -

where f; is the frequency of x, (1 <i<n).

" S.D.

When the values of the variable are given in the form of classes, then their
respective mid-points are taken as the values of the variable,

4.10. COEFFICIENT OF S.D., C.V., VARIANCE

For comparing two or more series for variability, the correspondmg relative measure,
called coefficient of 8.D. is calculated. This measure is defmed as :

Coefficient of 8.D. = g:_D—
X
The product of coefficient of S.1. and 100 is called as the cocfficient of variation.

S.D.

- Coefficient of variation = [
X

JIOO

This measure is denoted as C.V.

CV. = [ﬁﬂ] 100.

X
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In practical problems, we prefer comparing C.V. instead of comparmg coeffiment Aeasures of Dispersion
of S.D. The coefficient of variation is also represented as percentage. The square of
8.D. is called the variance of the disiribution.

RuleI.

Rule 11.

x = Ex_ In the second step, ﬁnd the values of x — x. In the next step,

Rule I11.

Rule IV.

WORKING RULES TO FIND S.D.

In case of an individuaf series, first find ¥ by using the formula

n

find the squares (x - x Y2 of the values of x — E. Find thesum = (x - %) of

the values of (x — %). Divide this sum by n. Take the positive square

root of this to get the value of S.D.

In. case of a frequency distribution, first find x by using.the formula'x
= fo- In the second step, find the values of x — x . In the next step, find

the squares (x — X)* of the valuesof x—X. Find the products of the values

of (x - %)% and their corresponding frequencies. Find the sum If(x — %)?
of these products. Dwrde this sum by N. Take the posrlu,e squure root of

this to get the value of S.D.

If the values of the variable are given in the form of classes, then. their

respec!.it.'e mid-points are laken as the values of the variable. -

) Coeff of S.D. = % : )

(ii) Coeff. of variation (C.V.) ="

S.D. x 100
AM. .

(ii7) Variance = (S.D.)%

NOTES

Example 10. Find the S.D. and C.V. for thefollowing data :

4 6 10, 12 18

Solution. Calculation of S.D. and C.V.

S . No. - x x—Xx . (- %)%
=10
1 4 -6 36
9 6 —4 16
3 10 0 0
4 12 o2 Cg
.5 18 8 64 ~
n=>5 ' S =50 Sx - %)% = 120
_ Xx 50
x=—=—=10,
n b
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. _._2 ' ‘
Now. s.D.=1'F(’f 2 1}120 = J24 = 4.8989,
n )

oy 8D - (4.8989
CVv. = [—_—J 100 = ( 100 = 48.989%.
x ) 10
Example 11. Calculate S.D. and C.V. for the following frequency distribution -
" Class - Frequency Class Frequency
.48 : 1r 2428 - 9
812 13 28—32 17
1216 16 32—36 . 6
16—20 14 . 3640 4
20-24 14
Solution, Calculation of S.D. and C.V.
Class X / fr x—% a-%2 | fro-m?

‘ 48 6 11 - 66 - 14 . 198 2156
8—-12 ’ 10. 13 1‘30 " -10 100 1300
12—18 14 16 224 -6 36 576 }
16—20 | 18 Ve 252 -2 1 56
20—24 22 . 14 308 2 4 56
2428 28 . 9 234 6 36 : . 324
28—32 30 17 510 10 100. 1700
32—36 34 6 204 14 196 1176 ) ,-
36-—40 - - 38 _ 4 152 " 18 324 1296

’ N =104 Ifx Zf(x - 22
= 2080 - ' = 8640
_ Zfc 2080 |
X="—=—_=20
N 104
: T2
Now  §D.= HE-®_ 8640 4, 04
N 104
114 S
CV. = ST 100 :[9 6] 100 = 45.573%.
X 20

4.11. SHORT-CUT METHOD FOR S.D.
We have seen in the above examples that the ‘calculation's of S.D. involves a lot of
computation work. -Even if the value of A M. is a whole number, the calculations are
not so simple. Tn case, A.M. is in decimal, then the calculation work would become
more tedious. In problems, where A. M. is expected to be in decimal, we shall use this
method, which is based on deviations (or step deviations) of items in the series.



For an individual series x,, x,, ......, X, we have

n n 2
Zuiz Zul z z E 3
SD.= |} p= L._(_UJ h
n n } n n
.__A !
where u‘.=l'h , 12i<n

For a frequency distribution, this formula takes the form

2

S fiu.2 S f.u. l
SD _ iz::l it . i§1 it h _ quz_[zfu]2 h
S N B N BT N N d
. . . X;— A .
where f; is the frequency of &, (1 <i<n) and u;=— n l1<i<gn.

A and h are constants to be chosen suitably. This method is also known as step
deviation method.

In practical problems, it is advisable to first take deviations ‘4 of the values of
the variable {x) from some suitable number ‘A’. Then we see if there is any common
factor greater than one, in the values of the deviations. If there is a common factor

. : d -A .
A (> 1), then we calculate u= 5 = xT in the next column. In case, there is no common

d
factor greater one. then we take A =1 and 1 becomes u = q°% -A.

In this case, the formula reduces as given below :

X
S.D. = \[7 a _ (Individual Series)

S.D, =

(Frequency Distribution)

whered =x- A and A is any constant to be chosen suitably.

WORKING RULES TO FIND S.D.

Rulel. In case of an individual series, choose a number A. Find deviations
d(=x-A) of items from.A. Find the squares 'd? of the values of d. Find
S.D. by using the formula

o

If some common factor I (> 1) is available in the values of d, then we
calculate v’ by dividing the values of d by h. Find the squares ‘u®’ of the

) _ > _
z z
Ualues of u. Find 5.D. by using the formuIa : ( ;J xh,
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RuleIL.- In "case of a frequency distribution, choose a number A. Find

deviations d(=x - A) of items from A, Find the products fd of f and d.
Next, find the products of fd and d. Fmd the sums Zfd and Zfd?. Fmd
S.D. by usmg the formula :

s o)
1N N
If some common factor (> I) is available in the values of d, then we
calculate u’ by dividing the values of d by h. Find the product fu of f
and u. Next find the products of fu and u. Find the sums qu and Zfu®,
Find S.D. by using the formula :

Sfu®  (Efu)
)

- Rule IIL If the values of the variable are given in the for;n of classes, then their *|
' respective mid-points are taken as the values of the variable.

NOTES

Example 12. Find the C.V. of the following mdwzdual series : _
276398, 4.76398, 6.76398, 8.76398, 12.76398, 10. 76'398

Solution. Calculatlon of S.D. and X
"S.No. oox d=x-4 u=dlh ) u?
. | 4 =876398 h=2
1 2.76398 -6 R 9
2 4.76398 -4 -2 4
3 6.76398 -2 -1 1
4 8,76398 ) 0 0 0
5 . 12.76398 4 ’ 2 4
6 10.76398 2 1 o1
n==6 . Zu=-3 Zut=19
— p> /3
Now x =A+[ Jn —876398+(6] 2= 776398
: Tt (T 19 [-3Y
SD. = ‘j——[—] Lh= J——(—J = /29167 % 2= 3.4157.
n n 6 6
: S.D.) ( 34157
V.= —— 100 = - 4 2
CV ( = ) 00 (7.76398] 100 = 43.9942%.
Example 13. Find the value of coefﬁcient of variation for the following frequency
distribution : . .
Class } 0—5 5—10 10—15 1520 20—285 -
- No. of items . 20 24 32 28 20
Class 25—80 F30—35 - 3540 40—45
No. of items 16 34 10 16
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Solution. Calculation of S.D. and‘ X
Class f x d=x-4A u=dih fu fu?
A=225 | h=5
0—5 20 2.5 - 20 -4 - 80 320
510 24 7.5 —-15 -3 —72 216
1015 32 | 125 -10 -2 | -64 128
15—20 28 175 . -5 -1 —98 98
20—25 20 29.5 L0 0 0 0
26—30 16 275 | 5 1 16 16
30—35 34 32.5 10 2 68 136
35—40 10 37.5 15 3 30 90
40—45 16 42:5 20 4 64, 256
N =200 Sfu Tfu
=-66 =1190 |
_ Xfu - 66 .
Now = A+ | Z=|h=225+|—{5=20.85
o F ( N )" 200

ozl (s} 119'0_[-66 ’

S.D. = (N N ) P=yzo0 \200) *°
= 5:8411 X 5 = 12.0842, '

oV, = [S'_D') 100=‘(12'0842J 100 = 57.9578%.

x 20.85

Example 14. A siudent obtained the A.M. and S.D. of 100 observations as 40
and 5.1 respectively. Later on, it was discovered that he had wrongly copied down an
obseruvation as 50 instead of 40. Calculate the correct value of S.D.

Solution, We have

No. of items =100 -
Incorrect x =40
Incorrect S.ID. =51
Correct item =40
Incorrect item = 50
Now x= & .
n
’ | t Tx
40 = Jpcorree = or Incorreet Zx = 4000
100
Correct x = 4000 — b0 + 40 = 3990
_ 3990
Correct x = o0 39.9.
' Y 52
Now ‘8D, = JZ -3 _ JE’C —@? .
n n
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Note. The reader is advised to note this form of S.D. carefully.

: Incorrect Zx? 2
A= y————-(40
0 1 J 100 (40)

. Incorrect Tx?

| or 26.01= ——— 1600

100
Incorrect £x? = (1626.01) 100 = 162601

Correct Xx® = 162601 — (50)2 + (40)2 = 161701

161701 -
oo~ (399" = 161701-159201 =5.

Now Correct 8.D. = J

4.12. RELATION BETWEEN MEASURES OF DISPERSION

It has been observed that in frequency distribution, the following relations hold.

1: Q.D. is approximately, equal to ; S.D.

2. M.D. is approximately equal'to % SD.

| 4.12.1 Merits of S.D.

1. It is simble to understand.
2. Tt is well-defined.

3. In the calculation of 8.D., the signs of deviations of items are also taken into
account. '

4. It is based on all thé items.

5.1t is capabie of further algebraic treatment.

6. It has sampling stability. - .
7. It is very useful in the study of “Tests of Significance”,

'4.12.2 Demerits oF S.D. °

1. It is not easy to calculate.

2. Tt is unduly affected by the extreme items, because the squares of deviations
of extreme items would be either extremely low or extremely high.

EXERCISE 4.4
1. (@) Find 8.D. and CV. for the following individual series :
4, 4, - 4, 4, 4, 4, 4.

(b) The A.M. of the runs scored by three batsmen A, B, Cin the same innings are 58, 48,
12 respectively. The S.D. of their runs are 15, 12 and 2 respectively. Find who is
most consistent of the three. .
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2. Class tnteruval 60—T0

40—50

30—40

20—30

10—20

Frequency 3

10

12 15

Find coefficient of variation for the above data.

3. Find which of the following batsman is more consistent in scoring :

'

Batsman A .5

7

16 27

53 .

80

Batsman B ‘0

4

16 21

43

83

4. A group of 100 selected students is with average height 168.8 cm and coefficient of

variation 3.2%. What is the 5.D. of their height ?
5. Goals scored by two teams in a football season were as follows :

: No. of goals scored ' No. of matches
in amaich’ i :
Team A Team B

0 156 ’ 20
1 10 10 '
2 o7 . 05
3 .06 .04
4. 03 02
5 02 01 }

Total 42 42

Caleulate coefficient of variation and state which team is more consistent.
6. From the data given below, state which series is more variable :

4

(?) What is the average life of eachrmodel of these televi‘sions ?
(i) Which model has more uniformity ? '

Vari&blé 10—20 20—30 30—40 40—50 50—60 | 60—T70
GroupA | . 10 18 32 22 40 18
Group B 18 22 40 18 a2 10
7. The following is the data relating to two models of televisions : *
No. of televistons
Life
(No. of years) Model : Crown Dyanora
0—2 5 2
2—4 16 T
. 46 13 12
68 7 .19
8—10 5 9
10—12 4 1

Measures of Dispersion
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10.

11.

The following table gives the distribution of wages in the two branches of an industrial
concern. Find out which branch has greater variability in wages relating to the average
wage :

Monihly wages No. of workers
(in3) -
Branch A Branch B
50—100 20 ' 8
100—150 35 17
150—200 42 . . 43
200—250 45 20
' ) 250—300 .. 58 i 12
Total 200 © 100 ‘

Mean and standard deviation of 200 items are found to be 60 and 20. If at the time of
caleulations two items are wrongly taken as 3 and 67 instead of 13 and 17, find the
correct mean and the standard deviation. )

The analysis of the results of a budget survey of 150 families gave an average monthly
expenditure of ¥ 120 on food items with a 8.D. of ¥ 15. After the analysis was completed
it wds noticed that the figure recorded for one household was wrongly taken as 2 15
instead of ¥ 105. Determine the correct value of the average expenditure and its S.D.

Following is the data related to two factories:

' Factory A Fuctory B
Numbers of Workers © 200 250
. Average wage per hour % 15.00 ¥12.00
Varianpe (o) 216 79

Find the following:

(&) Which factory pays larger amount as total wages per hour?
(i) Which factory is more variable?
(iii) Find combined 8.D.

) _ Answers

(@) 8.D.=0,CV.=0 )

() C.V. (A)=25.86%, C.V.(B) = 25.00%, _
CV.(C)=16.67% . Cismost consistent.

C.V. =38.708 : ' :

3. ‘C.V.for A=81.0306%, C.V. for B=101.6502%, A is consistent.

S.D. = 5.4016 em

C.V.for A = 102.1259

Ai istent,
C.V.forB= 124,5434} 18 °°§SIS en

C.V. for A=33.8496%, C.V. for B = 38.2442%

Group B is more variable.

() AM. for Crown = 5.12 yrs, A M. for Dyanora = 8.16 ¥rs

@iy C.V. for Crown = 54.9158%, C.V. for Dyanora = 36.2068%
Dyanora model has more uniformity. .



8. C.V.for A=33.9015%. C.V. for B=.20.8077% | Measures of Dispersion
Variability is more in branch A.
9. 59.8, 20.0938
10. Correct A.M. =7 120.80, Correct 8.D. =¥ 12.35

11. {{) Same amount of T 3,000 i) A (ii1) ¥ 3.786 NOTES

EXERCISE 4.5

1. Define dispersion and discuss its various measures.

2. What are the requisites of a good measure of dispersion ?

4.12. SUMMARY

e The requisites of a good measure of a dlspersmn are the same as those for a good
measure of central tendency.

¢ The range of a statistical data is defined as the difference between the largest
and the smallest values of the variable. -

¢ The mean deviation of a statistical data is defined as the arithmetic mean of
the numerical values of the deviations of items from some average.

e The standard deviation of a statistical data is defined as the positive square
root of the A M. of the squared deviations of items from the A.M. of the series
under consideration.
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5. SKEWNESS

5.1. Introduction

5.2. Tests of Skewness

5.3. Karl Pearson’s Method
5.4. Bowley's Method

5.5. .Summary

5.1. INTRODUCTI'O_N

In symmetrical distribution, the values of mean, mode and median, would coincide. If

‘the curve of the distribution is not symmetrical, it may admit of tail on either side of

the distribution. Such a distribution lack in symmetry. Skewness is the word used for
lack of symmetry. A distribution which is not symmetrical is called asymmetrical or
skewed. We can define ‘skewness’ of a distribution as the tendency of a distribution
to depart. from symmetry. ' ‘

"X = Mode = Median
Symmetrical distribution
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Tail on right Tail on left

\

Positively skewed Negatively skewed
distribution ' distribution -

If the tail of an asymmetrical distribution is on the right side, then the
distribution is called a positively skewed distribution. If the tail is on left side,
‘then the distribution is defined to be negatively skewed distribution. Now we shall
account for the situations when skewness can be expected in a distribution.

5.2. TESTS OF SKEWNESS

1. If AM. = mode = mefh’an, then there is no skewness in the distribution. In
other words, the curve of the frequency distribution would be symmetrical, bell-shaped.

2. If A M. is less than (greater than), the value of mode, the tail would on left
-(right) side. i.e., the distribution is negatively (positively) skewed. .

3. If sum of frequencies of values less than mode is equal to the sum of frequencies
of values greater than modé, then there would be no skewness.

4. If quartiles are equidistant [rom median, then there would be no skewness.

'5.3. KARL PEARSON’S METHOD

This method is based on the fact that in a symmetrical distribution, the value of A.M.
is equal to that of mode. As we have already noted that the distribution is positively
skewed if A M. > Mode and negatively skewed.if AM. < Mode. The Karl Pearson’s
coefficient of skewness is given by

A.M.—Mode

_ S.D. '

We have already studied the methods of ‘calculating A M., mode and S.D. of

~ frequency distributions. It mode is ill-defined in some frequency distribution, then the
value of empirical mode is used in the formula. :

Empirical mode = 3 Median — 2 A M.

Karl Pearson’s coefficient of skewness =

A M.— Mod
Coeff, of skewness= —?IS.LB-
_ AM.-(8Median~2A.M.) _ 3 A.M. -3 Median
B S.D. S.D.
3 (A.M. - Medi
Karl Pearson’s coefficient of skewness = ( SD edian)

- Self-Instructional Material
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The coefficient of skewness as calculated by using this method would give
magnitude as well as direction of skewness, present in the distribution. Practically,
its value lies between — 1 and 1. For a symmetncal distribution, its value comes out. to
be zero.

The Karl Pearson’s coefficient of skewness is generally denoted by ‘SK.

WORKING RULES FOR SOLVING PROBLEMS

Rule I.  If the values of x, o and mode are given, then find SK, by using the
) , formula :

SK, = x — mode
Rule I1. If the values of x , o and median are given, then find SKp by using the
formula :

SK, = 3(x - medmn)
Rule III. If the values of ¥, o and mode are not given, then calculate these. If

mode is ill-defined, then. find mediann.
Rule IV. Find SK by using formulae given in aboye rules.

Example 1. Karl Pearson’s coefficient of skewness of a distribution is 0. 32 ils

| standard deviation is 6.5 and mean is 29.6. Find the mode of the distribution.

Solution. We have SKp=0.32,8.D.=6.5, T =296.

' X — Mode
Now ' SK, =~SDp
29.6 — Mode
= 29.6 - Mode =0.32 x 6.5 =2.08
= Mode = 29.6 — 2,08 = 27.52.

Example 2. For a moderately skewed dala, the arithmetic mean is 100, the
variance is 35 and Karl Pearson’s coefficient of sheumess is 0.2, F ind its mode and
median.

Solution. We have :T. = 100, variance = 35, SK; = 0.2.

Now SK; = x——Mode'
) . G . .
100 - Mode
0.2="— —"—"— (-~ 8.D.=+variance)"
o 35
= 100 — Mode—02><592—1184
= Mode = 100 — 1.184 = 98.816.
Also . : Mode = 3 Median — 2%
= . 98.816 = 3 Median — 2(100).
3 Median = 98.81G + 200 = 298.816
Median = 298;816 =99.61.
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Example 3. Find the coefficient of skewness by Karl Pearson’s method for the

Skewness

NOTES

following data
Value 12 18 24 30 ‘36 42
Frequency 7 9 S 18 15 10 3"
Solution. Calculation of X, S.D.
Value f d=x-A u=dh fu fu?
x A=24 h=6
6 4 —18 -3 -12 36
12 T —-12 -2 -14 28
18 9 - -6 -1 -9 9
24 18 0 0 0 0
30 156 3] 1 15 15
36 10 12 2 20 40
42 -3 18 3 9 27
N =66 ‘ Sfu=9 Tfu?= 155
AM. = A+ [Xﬁ‘]h 24+ (2 )6=2482
66,
D : e J155 > g
- '“Ves 66
235 0.12 X6~149><6 894
Mode . Grouping Table
x I I I v v VI
f
6 4 :
il
12 7 20
- 16
18 9 34
27
24 18 42
: 33
30 15 43
25
36 10 23
13 .
42 3 -
Analysis Table
Column 24 18 30 36 12
I 1. .
II 1 1
I 1 1
v 1. 1 1
v 1 1 1.
VI - 1 1 1
Total 6 3 3 1 1
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' ) X -Mode 2482-24 032

SKe=""8D = 8oz  s8es 009 :
"Example 4. Calculate Karl Pearson’s coefficieni of skewness for the following
NOTES d , . ;
) ala -
Income (in ) ' 500—600 600—700 | 700—800°
No. of employees : 8 ’ 12 4 .
Income (in %) - T 800900 - 900—1000 1000—1100
No. of employees 2 I C 1
Solution. Calculation of X, Mode, S.D.
Income . No. of Mid—paints' d=x-4 u=dih fu T fu?
ind . .employees | of classes CA=750 | Ch=100
_l - f a - x N I ‘
500—600 8 .| 550 | . -200 -2 - 16 32
600—700' 12 | es0 —100 |, -1 ~12° | 12
700—800 4 750 0 0 T 0 .0
800—900 2 850 100 1 2 2
900—1000 1 950 -~ 200 2 - .2 !
1000—1100 1 1050 300 3, 3 9
N=28 | - ' Sfu=-21| Tfut=59] .
©AM, g =+ [HN 750+ (- 2L (o) = 750 - 75 =< 675
. AN J o 28 :
Mode. By inspection, modal class is 600—700.
Mode = L + ( Ay J h.
. Ayt
. Here . L=600,A = 12 8=4,4,=12-4=8 h=100
Mode = 600 + [44 ] (100) = 600 + 33.33 = ¥ 633.33
S.D., Zf 5
21071.— 05625 x 100= {1514 ""6 x 100
o= 1 2428 x-100 = 2 124 28
‘Now, Karl Pearson’s coeff. of skewness - .
_ £-Mode _675-63333 _'0 g4
- S.D. 12428 |
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EXERCISE 5.1

b

1. A frequency distribution gives the following results :
Coelf. of variation =5
Karl Pearson's Coeff. of Skewness =0.5
5D, -=2
Find A.M. and Mode of the distribution.
2. For the following data, find Karl Pearson’s coefficient of skewness :

Height (in inches) a8 59 60 61 - B2 63
No. of persons 10 18 30 42 | 35 28

~

3. Calculate skewness and its cosfficient from the following data (Use Karl Pearson's Formula):

Wage (in ) . 10 11 12 | 13 14 15 | 16
No. of Workers 4 7 | 9 ‘15 8 5 2

4. Calculate Karl Pearson’s coefficient of skewness for the following frequency distribution :

Marks more than 0 10. | 20 | 80 40 |. 50 60 | 70
No. of siudents 100 | 90 | 75 | 50 | 25 15 5 0

5. For the following data, ealculate Karl Pearson’s coefficient of skewness :

Marks_ {abouve) 0 10 20 30 40 50 60 70 80
No. of students 150 | 140 | 100 | 80 80 | 70 30 14, 0
Answers
1. X =40, Mode =39 2. —0.0208 . - 3.1.52, -014 !

- 0.0627 5. —0.7539

5.4. BOWLEY'S METHOD

This method is based on the fact that in a symmetrical distribution, the quartiles are
equidistant from the median. In a skewed distribution, this would not happen; The
Bowley's coefficient of skewness is given by - -
' Qs + Qy -2 Median
_ . T Q-Q

For a symmetrical distribution, its values would come out to be zero. The value
of Bowley's coefficient of skewness lies between — 1 and + 1. The coefficient of skewness
as calculated by using this, would give magnitude as well as direction of skewness
present in the distribution. In problems, it 1s generally given as to which method is to
be used. But in case, the method to be used is not specifically mentioned, then it is
advisable to use Bowley’s method. The calculation of Bowley’s coefficient of skewness
would invelve the calculation of Q,, Q, and median. The calculation of these measures
would definitely take lesser time than for the calculation of x, mode and S.D. It may
also be noted that the values of coefficient of skewness as calculated by using different
formulae may not be same. This method is also useful in case of open end classes in
the distribution. .

Bowley’s coefficient of skewness =

r
" Skewness

NOTES
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. . Tt
The Bowley’s coefficient of skewness is generally denoted by SKp.

WORKING RULES FOR SOLVING PROBLEMS
Rule I.  If the values of medium; @ ; and @ are given, then. find SK, by using’
Qs+ 6 - 2Medtan
the formula: SK,.=
B Qs — @
Rule II. If the values of median, @ ; and @, are not gwen then find these by
using cumulative frequencies of the distribution.

Rule II1. If the name of the method is not mentioned, then the coefficient should
be calculated by Bowley’s method. This method will take less time.

Example 5. For a distribution, the Bowley’s coefficient of sheuness = - 0.36,
@, = 8.6 and median 12.3. What is the value of the coefficient of Q.D. ¢ .

Solution. We have, median = 12.3, Q, = 8.6
and Bowley's coeff. of skewness = — 0.36.

Qs +Q; - 2Median -
Qs -Q,
Qg +8.6—-2(12.3)
~0:36= Qs 86
—036Q3+3096 Qy—16
| 1.36Q,=.19.096

Bowley's coeff. of skewness =

19096 -
= = = 14.0412
Q 136
‘ - 14.0412 - 86 54412 :
Now coeff. of Q.. = W-Q = =0.2403.

Qs +Q; 14.0412+86 226412
Example 6. In a frequency distribution, the following measures were calculated :

Bowley's-coeff. of skewness . =0.35
Median =75
@.D. . =6

Find the value of the céefﬁcieut. of @.D.
Solution. We have coeff. of skewness = 0.35, median =75 and Q.D. = 6.

Now QD = Q_3_2"__Q_1
- _.wzg = Q,-Q,=12
Also coeff. of skewness = Q3 +'Q; — 2 Median
. . Qa “Ql
P WY ALY |
= ' 12=2Q,+Q -150 = Q,+Q,=1542
- Now . coeff, of Q.D.= UW-Q 12 =0.0778. -

Q; +Q; 1542
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Example 7. From the information given below, calculate Karl Pearson’s
coefficient of skewness and also Bowley’s coefficient of skeuwness :

Measure Place A - Place B
Mean 150 ) 140
Median | 142 155
S8.D. 30 - 55
Third Quartile ‘ 185 X 260
First Quartile ' 62 g 80

Solution. Place A
- We have ¥ = 150, median = 142, 8.D. =30, Q, = 195, Q, = 62.
3 (¥ — Median) _ 3(150 -142) _ 24

SKp(#) = S D 30 30 =0.8.
_ Qs+Q;—2Median _ 195+62-2(142) =27 _
- SKp(A) = Q,-Q, 1.6z 133 — . %208
Place B ) -
We have x = 140, median = 155, 8.D. =55, Q, = 260, @, = 80.
_ 8(¥ - Median) _ 3(140-155) -45 _
SI{P(B)_ S.D_ - 55 = 55 —_0.818. .
a Q3 +Q;-2Median _ 260+80-2(155) _ 30 _ :
SHa®) = Qs -Q; =~ 260-s0 180 _ 167
EXERCISE 5.2

1. In a frequency distribution, the difierence of quartiles is 25 and their sum is 45. The
median is found to be 15, Find Bowley's coefficient of skewness.

2. In a frequency distribution, the -Bowley's coefficient of skewness is 0.80. The sum of
upper and lower quartiles is 130. The median is 60. Calculate the values of the quartiles.

3. Calculate the Bowley's coefficient of skewness for-the following frequency distribution :

More than No. of items More than No. of items
0 5474 60 2718
10 5426 70 1406
20 5259 80 764
30 5023 a0 370
40 4475 100 at 160
50 3712 110 39

4. "Find Bowley's coefficient of skewness for the following data and show which section of
" carpenters is more skewed ?

'Daily wage 5558 | 58—61 | 61—64 | 64—87 | B7—T70

(in %) )
No. of carpenters 12 17 23 18 11
(Locality A) )

No. of carpenters 20 22 25 13 7
(Locality B) ’

Skewness

NOTES
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) . Answers
0.6 2.Q,=58.75Q,=71.25
-0.1628 |
Coeff. of skewness (for A) =— 0.01429
Coeff. of skewness (for B) = — 0.0597

.. . Skewness is greater for section B

N

EXERCISE 5.3

“Averages, Measures of Disperson and Skewness are complementary to one another in
understanding a frequency distribution”. Elucidate.

Define skewness. Explain the difference between positive skewness and negative
skewness. '

Explain what do you undertand by “Skewness”,
Explain the use of moments in studying skewness in frequency distributions.

How does ‘Skewness’ difter from ‘Dispersion’ ? Explain the different methods of studying
skewness.

Explain the use of quartiles in studying skewness in frequency distributions.

5.5.

SUMMARY

84 Self-Instructional Material

Skewness is the word used for lack of symmetry. A distribution whlch is not
symmetrical is called asymmetrical or skewed. We can define ‘skewness’ of
a distribution as the tendency of a distribution to depart from symmetry.

This method is based on theé fact that in a symmetrical distribution, the value of
A.M. 1s equal to that of mode. As we have already noted that the distribution is
positively skewed if A M. > Mode and negatively skewed if A M. < Mode. The
Karl Pearson’s coefficient of skpwness is given by

"~ AM. - Mod
Karl Pearson’s coefficient of skewness = ——é—-Dﬁ.
g + @, — 2 Medi
Bowley's coefficient of skewness = Qs % Q en .
3 — &

For a symmetrical distribution, its values would come out to be zero. The value
of Bowley’s coefficient of skewness lies between — 1 and + 1. The coefficient. of
skewness as calculated by using this, would give magnitude as well as direction
of skewness present in the distribution.
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6. ANALYSIS OF TIME SERIES

NOTES

6.1.
6.2.
6.3.
6.4.
6.5
6.6.
6.17.
6.8
3.9.
6.10.
6.11.
6.12.
6.13.
6.14,
8.15.
6.16.
6.17.

STRUCTURE

Introduction

Meaning of Time Series

Components of ‘Time Series

Secular Trend or Long Term Variations

Seasonal Variations

Cyclical-Variations

Irvegular Variations oy

Additive and Multiplicative models of Decompositioii of Time Series’

Determination of Trend

Free Hand Graphic Method
Semi Average Method '
Moving Average Method

Least Squares Method -
Linear Trend

Non-linear Trend (Parabolic)
Non-linear Trend (Exponential)
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6.1. INTRODUCTIGN

We know that a time series is a collection of values of a variable taken at different
time per:ods If 3, ¥g -ioes ¥, e the values of a variable vy taken at time periods
, then we write this time series as {(f,, y) ;1= 1,2, ... , ni}. The given time
series data is arranged chronologically. If we consider the sale figures of a company
for over 20 years, the data will constitute a time series. Population of a town, taken
anlmally for 15 vears, would form a time series. There are plenty of variables whose

by, by

value depends on time.
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6.2. MEANING OF TIME SERIES

In a time series, the values of the concerned variable is not expected to be same for
every time period. For example, if we consider the price of 1 kg tea of a particular
brand, for over twenty years, we will note that the price is not the same for every vear,
What has caused the price to vary ? In fact, there is nothing special with tea, this can
happen for any variable, we consider. :

There are number of economic, psychological, sociological and other forces which -
may cause the value of the variable to change with time. In this chapter, we shall
locate, measure and interpret the changes in the values of the variable, in a time
series. We shall investigate the factors, which may be held responsible for causing
changes in the values of the variable with respect to time.

6.3. COMPONENTS OF TIME SERIES

We have already noted that the value of variable in a time. series are very rarely
constant. The graph of its time series will be a zig-zag line. The variation in the values
of time series are due to psychological, sociological, economic ete. forces. The variations
in a time series are classified in to four.types and are called components of the time
series. THe components are as follows : :

(#) Secular trend or long-term variations
(if) Seasonal variations '
(fit) Cyclical variations
(tv) Irregular variations.

6.4. SECULAR TREND OR LONG TERM VARIATIONS

The general tendency of the values of the variable in a time series to grow or to decline
over a long period of time is called secular trend of the times series. It indicates the
general direction in which the graph of the time series appears to be going over a long
period of time. The graph of the secular trend is either a straight line or a curve. This
graph depends upon the nature of data and the method used to determine secular
trend:

) The secular trend of a time series depends much on factors which changes very
slowly, e.g., population, habits, technical development, scientific research ete.

If the secular trend for a particular time series is upward (downward), it does
not necessarily imply that the values of the variable must be strictly increasing
(decreasing). For example, consider the data :

Year 1878 | 1979 | 1980 | 1981 | 1982 | 1883 | 1984 | 1985 | 1988 | 1987
Profit 18 17 20 21 25 22 26 27 28 35
(000%)

We observe that the profit figures for the ye‘ars 1979 and 1983 are less than
those of their corresponding previous years, but for all other years the profit figures
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are greater than their corresponding previous vears. In this time series, the general
tendency of the profit figures is to grow.
If from the definition of secular trend, we drop the condition of having time

series data for a long period of time, the definition will become meaningless. For
example, if we consider the data :

Year ] 2002 2003

Price of sugar (1 kg) . 714 © T 14.50

From this time series, we cannot have the idea of the general tendency of the

time series, In this connection, it is not justified to assert that the values of the variable
must be taken for time periods covering 6 months or 10 years or 15 years. Rather we
must see that the values of the variable are sufficient in number. Thus, in estimating
trend, it is not the total time period that matters, but it is the number of time periods
for which the values of the variable are known.

6.5. SEASONAL VARIATIONS

The seasonal variations in a time series counts for those variations in the series
which occur annually. In a time series, seasonal variations occurs quite regularly.
These variations play a very important role in business activities. There are number
of factors which causes such variations. We know that the demand for raincoats rises
automatically during rainy season. Producers of tea and coffee feels that. the demand
of their products is more in winter season rather than in summer season. Similarly,
there is greater demand for cold drinks during summer season. Retailers on Hill stations
are also affected by the seasonal variations. Their profits are heavily increased during
SUmMmer season. '

Even Banks have not escaped from seasonal variations. Banks observe heavy
withdrawals in the first week of every month. Agricultural yield is also seasonal and
so the farmers income is unevenly divided over the year. This has direct effect on
business activities.

Customs and habits also plays an important role in causing seasonal variations
in time series. On the eve of festivals, we are accustumed of purchasing sweets and
new clothes. Generally, people get their houses white washed before Deepawali. Sale
figures of retailers dealing with fireworks immediately boost up on the eve of Deepawah
and in the season of marriages.

The studv of seasonal variations in a tlme serigs is also very useful. By studying
the seasonal variations, the businessman can adjust his stock holding diring the vear.
He will not feel the danger of shortfall of stock during any particular period, in the
year.

6.6. CYCLICAL VARIATIONS

The cyclical variations in a time series counts for the swings of graph of time series
about its trend line (curve). Cyelical variations are seldom periodic and they may or
may not follow same pattern after equal interval of time.
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T- .
In particular,- business and economic time o Boom

series are said to have cyclical variations if these ) .
variations recur after time interval of more than Decline
one year. In-business and economic time seriés,
business cycles are example of cyclical variations.
There are four phases of a business cycle. These .
are " g . ' Recovery

(@) Depression ' ®) Recovery
(¢) Boom . (d) Decline. Depression
These four phases of business cycle follows each other in this order.

{a) Depression. We start with the situation of depression in business cycle. In
this phase, the employment is very limited. Employees get,very low wages. The
purchasing power of money is high. This is the period of pessimism in business. New

" equilibrium is achieved in business at low level of cost, proﬁt and prices.

(b) Recovery. The new equlhbrxum in the depressmn ‘phase of a cyele; last for
few years. This phase is not going to continue for ever. In the phase of depression, even
efficient workers are available at very low wages. In the depression period, prices are
low and the costs also too low. These factors replaces pessimism by optimism.
Businessman, with good financial support is optimistic in such circumstances. He
invests money in repairing plants. New plants are purchased. This also boost the
business of allied industries, People get employment and spend money on consumers
good. So, the situation changes altogether This is ca]led the phase of recovery in
business cycle. -~ . . -

{¢) Boom. There is also hmlt to recovery. Investment is revived in recovery
phase. Investment in one industry affects investment in other industries. People get
employment. Extension in demand is felt. Prices go high. Profits are made very easily.
All these leads to over development of business. ThlS phase of busmess cycle is described
as boom. '

(d) Decline. In the phase of boom, the busmess is over developed. This is because

“of heavy profits. Wages are increased and on the contrary their efficiency decreases.
‘Money is demanded everywhere. This reslts in the increase in rate of interést. In,

other words, the demand for production factors increases very much-and this results
in increase in their prices. This results in the increases in the cost of production. Profits.
are decreased. Banks insists for repayment of loans under these- circumstances.
Businessmen give concessiocn i prices so that cash may be secured. Consumers start
expecting more reduction in prices. Condition become more worse. Products accumulates
with businessmen and repayment of loan does not take place. Many business houses
fails, \ll these leads to depression phase and the business cycle continues itself.

"The length of a business cycle is in general between 3 10 10 years. Moreover the
lengths of business cycles are not equal.

6.7. IRREGULAR VARIATIONS

| The irregular variations in a time series counts for those variations which cannot

be predicted before hand. This component is different from the other three components
in the sense that irregular variations in a time series are very irregular. Nothing can
be predicted about the occurrence of irregular variations. It is very true that floods,
famines, wars, earthquakes, strikes ete. do affect the economic and business activities.
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The component irregular variations refers to the variations in time series which are
caused due to the occurrence of events like flood, famine, war, earthquake, strike, etc.

6.8. ADDITIVE AND MULTIPLICATIVE MODELS OF
DECOMPOSITION OF TIME SERIES

Let T, S, C and I represent the trend component, seasonal component, cyclical
component and irregular component of a time series, respectively. Let the variable of
" the time series be denoted by Y. There are mainly two models of decomposition of time

series.
\

1. Additive model. In this model, we have
' Y=T+5+C+L
In this case, the components T, 8, C and I represent absolute values. Here S, C

and I may admit of negative values. In this model, we assume that all the four
components are independent of each other. :

2, Multiplicative model. In this model, we have
Y=Tx&8xCxI
In this case, the compoenents T is in abosolute value where as the components S,

C and I represent relative indices with base value unity. In this model, the four
components are not necessarily independent of each other.

6.9. DETERMINATION OF TREND

Before we go in the detail of methods of measuring secular trend, we must be clear
about the purpose of measuring trend. We know that the secular trend is the tendency
of time series to grow or to decline over a long period of time. By studying the trend
line (or curve) of the profits of a company for a number of years, it can be well-decided
as to whether the company is progressing or not. Similarly, by studying the trend of
consumer price index numbers, we can have an idea about the rate of growth (or decline)
in the prices of commodities. .

_ We can also make use of trend characteristics in comparing the behaviour of
two different industries in India. It can equally be used for comparing the growth of
industries in India with those functioning in some other country.

The secular trend is also used for forecasting. This is achieved by projecting the
trend line (curve) for the required future value.

The secular trend is also measured in order to eliminate itself from the given
time series. After this, only three components are left and these are studied separately.
The following are the methods of measuring the secular trend of a time series :

(&) Free Hand Graphic Method
(if) Semi-Average Method
(i) Moving Average Method
(iv) Least Squares Method.
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6.10. FREE HAND GRAPHIC METHOD

This is a graphic method. Let {,¥):i=1,2, ... . 1t} be the given time series. On the

graph paper, time is measured horizontally, whereas the values of the variable y are
measured vertically. Points (¢,, y,) (¢,, ¥5), -..... , (¢,, ,) are plotted on the graph paper.

" These plotted points are joined by straight hnes to get the graph of actual time series

data.

In this method, trend line (or curve) is fitted by inspection. This is a subjective
method. The trend line (or curve) is drawn through the graph of actual datd so that
the following are satisfied as far as possible :

(i) The algebraic sum of the deviations of actual values from the trend values is
Zero.

(ii) The sum of the squares of the deviations of actual values from the trend
value$ is least.

(i) The area above the trend is equal to area below it.
(iv) The trend line (or curve) is smooth.

) Example 1. Fita straight line trend to the followmg data, by using free hand
graphzc method

Year 1980 1981 1982 1983 1984 1985 1986
Profit of Firm 20 30 25 | 40 42 30 .| 50
- X (0003
Solution.
A TREND BY FREEHAND METHOD
50

~
o

(]
o

20

_Profit of Firm *X(,000 %)

A 4

6.10.1 Merits and Demerits

Merits
~ 1. This is the simplest of all the methods of measuring trend.

* 2. This is a non-mathématical method and it can be used by any one who does
not have mathematical background.

3. This method pro»;es very useful for one who is well acquainted with the
economie history of the concern, under consideration.

4. For rough estimates, this method is best suited.
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Demerits
1. This method is not rigidly defined.
2. This method is ndt suited when accurate results are desired.

3. This is a subjective method and can be affeéted by the personal bias of the
person,-drawing it. .

EXERCISE 6.1

1. Fit a straight line trend to the following data by using free hand graphic method:

Year 1992 1993 1994 1995 1996

Import 45 47 30 - 32 27
(in crores of T)

2. Fit a straight line trend to the following data by using free hand graphic method:

Year 1931 1941 1951 1961 .| 1971 1981

Population of 45 47 50 55 60 70
city X (in lakhs)

3. Fit a straight line trend to the following data by using free hand graphic method:

Year 1992 1993 1994 1995 1996 1997 1998
X 10 8 T 15 16 25 30

6.11. SEMI AVERAGE METHOD

This is a method of fitting trend line to the given time series. In this method, we divide
the given values of the variable () into two parts. If the number of items is odd, then
we make two equal parts by leaving the middle most value. And in case, the number of
items is even, then we will not have to leave any item. After making two equal parts,
the A.M. of both parts are calculated.

On graph paper. the graph of actual data is plotted. The A.M. of two parts are
considered to correspond to the mid-points of the time interval considered in making
the parts. The points corresponding to these averages of two parts-are also plotted on
the graph paper. These points are then joined by a straight line. This line represents
the trend by semi average method. From the trend line, we can easily get the trend
values. This trend line can also be used {or predicting the value of the variable for any
future period.

Example 2. Fit a straight line trend to the following data by using semi auerage
method ;

Year 1981 1982 1983 1984 1985 1986
Cost of Living 100 . 110 120 118 130 159
Index No.

Analysis of Time Series

NOTES
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Year’ Cost of Living Index Year . Cost of Living Index
NOTES " 1981 100 ) ‘ 1984 118

1982 : 110 ’% =110 1985 130 '4(3)—7 =135.69

1983 120 ) 1986 159

160‘5 TREND BY SEMI-AVERAGE METHOD
150
140
130
120
110
100

Cost of Liviﬁg Index No.

oL L 1 -
1981 82 a3 84 -85 86
Years

v

Example 3. Fit a straight line trend by using the following data:

Year 1981 1982 19883 1984 1985 1986 1987
Profit (000 %) 20 22 27 | 26 30 29 40
Semi-Average Method is to be used. Also estimate the profit for the year 1988.
Solution. Trend Line by Semi-Average Method
Year " Profit (000 %) Year Profit (,00073)
1981 20 Y - 1985 .30
‘ 69 99
1982 . 22 ? =23 1988 29 ? =33.
1983 27 | 1987 40
1984 . 26 '
40‘* " TREND BY SEMI-AVERAGE METHOD
37 T"’
35 i
1
o |
o 30 ]
=] ]
=] 1
E 25 |
o i
20 '
JWVWWVM/“J——
0 i i 1 1 1 ! l 1 I >
1981 -82 83 84 85 86 87 88

Years

The estimated profit for the year 1988 is ¥ 37000.
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6.11.1 Merits and Demerits

Merits

1. This method is rigidly defined.
2. This method is simple to understand.

Demerits

demerits of this method also.

1. Fit a straight line trend by the method of semi-average from the following data:

EXERCISE 6.2

1. This method assumes a straight line trend, which is not always true.
2. Since this method is based on A M., all the demerits of A M. becomes the

Year

1993

1994

1995

1996

1997

1998

Sales

(000 Units)

20

24

22

30

28

32

2. Fit a straight line trend for the following data, by using semi-average method:

Analysis of Time Series

NOTES

Year 1980 | 1981 1982 1983 1984 1985. | 1986

Profit (000%) 80 82 85 70 89 95 105
3. Fita straight. line trend for the following data, by using semi-average method:

Year 1980 1981 1982 1983 1984 1985 1986 1987

Y 12 14 16 20 25 29 31 28 |

Also estimate the value of the variable Y for the year 1988.

4. Determine the trend of the following by semi-average method. Graph should be neat.

Year_ Bales (,000%) Year Sales (,00037)
1965 18 1971 30
1966 25 1972 20
1967 21 1973 35
1968 15 1974 3z
1969 26 1975 23
1.970 31
6.12. MOVING AVERAGE METHOD
Let {(t, ¥):i=1, 2, ....., n} be the given t.ilme series. Here y,, ¥, ...... , ¥, are the
_ values of the variable (y) corresponding to time periods ¢, £, ...... » t, respectively.
We deline moving totals of order m as y, +y, + ... Y Yo T ¥zt o

TV Ya TV ¥ e T Y mens
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The moving averages of order m are defined as

VitV t ooty Yot ¥zttt ¥mi1 Y3 +¥s it Vmea
- , ) , o yreens s
These moving averages will be ealled m yearly moving averages if the values,
Yis Yoy eeees v, of y are given annually. Similarly, if the data are given monthly, then the

moving averages will be called m monthly moving averages.

In using moving averages in estimating the trend, we shall have to decide as to
what should be the order of the moving averages. The order of the moving averages
should be equal to the length of the cycles in the time series. In case, the order of the

‘| moving averages is given in the problem itself, then we shall use that order for

computing the moving averages. The order of the moving averages may either be odd
or even.

Let the order of moving averages be 3. The moving averages will be

YitYa+tys Yot¥3t¥s Yt ¥at¥s 0 Va2t Va-1tVn
3 ’ 3 ’ 3 -8 '
These moving averages will be considered to correspond to 2nd, 8rd, 4th, ......
(n — I)th years respectively.

Similarly, the 5 yearly moving averages will be

Y t+Y3+Ystysty¥s 0 Yot..... + ¥ Yn-gtet Vs
5 ] 5 - gesrias ’ 5 -
These 5 yearly moving averages will be considered to correspond to 3rd, 4th,
...... y e (1t — 2)th years respectively. These moving averages are called the trend

Calculation of trend values, by using moving averages of even order is slightly
complicated. Suppose we are to find trend values by using 4 yearly moving averages.
The 4 yearly moving averages are :

NitYotya+ds YotYat¥sitds Yn-gt¥n-2tYa-1+¥s
4 ) ] 4 gasenes N 4 5 ] .
These moving averages will not correspond to time periods, under consideration.
The first moving average will correspond to the mid of ¢, and ,. Similarly, others.

In order that these moving avei'ages may correspond to original periods, we will
have to resort to a process, called centering of moving averages. There are two methods
of finding centered moving averages. Suppose we are to find 4 yearly centered moving
averages for the times series :

{(t, y)ri=1,2, ... , h}

| 6.12.1 Method 1

In this method, ive first caleulate 4 yearly moving totals from the given data. Of these
4 year moving totals, 2 yearly moving totals are computed. These 2 yearly moving
totals are then divided by 8 to get 4 yearly centered moving averages. These centered
moving averages will correspond to 3rd, 4th, ...... (n.— 2)th years, in the table.
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6.12.2 Method Ii -

In this method, we first calculate 4 yearly moving averages. The first 4 yearly moving
average will correspond to the mid of 2nd and 3rd years. Similarly, others. We now
calculate 2 yearly moving averages of these 4 yearly moving averages. These averages
will be 4 vearly cenfered moving averages. These averages will correspond to 3rd, 4th,
T , (n.— 2)th years, in the table.

It may be carefully noted that the ceniered moving averages as calculated by
using these methods will be exactly same.

In the moving average method of finding trend. the moving averages will be the
trend values. These trend values may be plotted on the graph. The graph of the trend
values will not be a straight line, in general.

Example 4. Find the trend values by laking three yearly moving averages for
the following data :

1980 1981 1982 1983 1984 1985 198¢ 1987
Profii (000%) 18 21 20 25 29 | 27 35 42

Year

Also find short term fluctuations assuming additive model.

Solution., Trend by 3 year Moving Averages
Year Profii (000 %) 3 yearly Trend value 3 yearly
moving lotal Moving average
1980 18 —_ - —
1981 21 18+21+20=59 19.667
1982 T 21420+ 25=66 22
1983 25 20+ 25+29="74 24._667
1984 29 25+ 29+ 27=81 27
1985 27 29+ 27+ 35=91 30.333
1986 35 27+ 35 +42 =104 34.667
1987 42 — —
Short term fluctuations
Year Actual value Trend value . Short term fluclualions
y Yo - ' y-y,
1980 18 — —
1981 21 19.667 1.333 °
1982 20 22 -2
1983 25 24.667 0.333
1984 29 27 2
1985 a7 30.333 -3.333
1986 35 34.667 - 0.333
1987 42 — —

Analysis of Time Series .
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Example 6. Estimate the trend values using the data given below by taking a
four yearly moving average. Also plot the actual and trend values on the graph paper :

1

A

160

150
140
130
120

110

Annual Production

100

TREND BY 5 YEARLY

MOVING AVERAGES

Actual Data

WO e —————

4 8 12 16
Years

0[IllIIIllllllllll'll!llllllllll

20 24 2830

v

Analysis of Time Series
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Year Value Year " Value
1969 4 1975 24
1870 7 1976 36
1971 20 1877 25
1972 15 1978 40
1973 30 1979, 42
1974 28 1980 45
Solution. Trend by Moving Average Method
Year Value 4 yearly moving 4 yearly moving 4 yearly centered
. tolal average - movuing average
1969 -
1970 —
46 11.5
1971 20 : 14.75
72 18 ’
1972 15 20.625
93 - 23.25
1973 30 ' 23.75
97 24.26
1974 28 26.875
118 29.5
- 1975 . 24 . 28.875
) 113 28.25 '
1976 36 29.75
125 31.25
1977 25 33.5
. 143 35.75 :
1978 40 36.875
152 - 38
1979 42 —
1980 45 —
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TREND BY 4 YEARLY MOVING AVERAGES

. sl .
NOTES Actual Data
Trend

1969 70 72 74 76 78 80
Years

Remark. In the above two examples, centering of moving averages has been done by
adopting method 1 and method 2 respectively.

Example 7. Calculate 4 yearly moving averages from the Jollowing :

Year 1972 | 1973 | 1974 | 1975 | 1976 | 1977 | 1978 | 1979 1980 | 1981
Sule a0 ~40 80 60 70 110 920 100 140 120
Solution, Trend by Moving Average Method
Year Sale 4 yearly 2yearly moving totals | 4 yearly centered
. moving lotal of column 3 . moving auerage

1972 | 30 ] - —

1973 40 - S —
210

1974 80 : 460 . 57.5

. 250 .

1975 60 . 570 71.25
320 .

1976 70 . 650 81.95
330 ’ .

1977 110 ) 700 87.5

, 370 ' .

1978 90 810 101.25
440 . .

1979 100 . 890 111.25

1980 - | 140 , = g

1981 120 ' — —

6.12.3 Merits and-Demerits

Merits

1. This method is rigidily defined, so it cannot be affected by the personal
prejudice of the person computing it. .
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2. If the order of the moving averages is exactly equal to the length of the cycle
in the time series, the cyclical variations are eliminated.

3. If some more values of the variable are added at the end of the time series,
the entire calculations are not changed.

4. This method is best'sﬁited for the time series whose trend is not linear. For
such series, the general movement of the variable will be best shown by moving
averages.

Demerits

© 1. Moving averages are strongly affected by the presence of extreme items, in
the series.

2. It is difficult to decide the order of the moving averages because the cycles in
time series are seldom regular in duration.

3. In this method, we lose trend values at each end of the series. For example, if
the order of the moving averages is five, we lose trend values for two years at each end
of the series. : :

4. Forecasting is not possible in this method, because we cannot objectively
project the graph of the trend values, for a future period. o

EXERCISE 6.3
1. Calculate three yearly moving averages for the followirg data :
Year 1982 1983 1984 1985 1986
Production 15 17 - 20 28 30

(in tonnes)

2. Find trend values for the following data, by using 5 yearly movmg averages. Also plot
the actual data and trend values on a graph :

Year Profit (000%) Year . Profit ('000%)
1970 80 1977 © 9D
1971 . 82 1978 .92
11972 84 1979 97
1973 88 1980 95
1974 70 1981 99
1975 72 1982 80
1976 90 1983 99

3. Compute 3 yearly and 5 yearly moving averages of the following data. Also plot them on
a graph paper slong with orlgmal data : .

Year " Value Year Value

11

12

13
14
15

16
17
18

19

B O OY O 00 O O3

S W0 Uk o b~
BS GO sk GO DD = D3 00 1D —

—

20
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1980-87. Calculate the trend values by using 3 yearly moving averages :

4 The following table gives the number of workers employed in a small industry during

Year 1980 1981 | 1982 | 1983 | 1984 | 1985 | 1988 | 1987
NOTES ' No. of workers 20 24 25 18 27 26 | 28 30
5. Compute 4 yearly and 5 yearly moving averages from the following data :

Year Value (in ) Year. Value (in %)

1960 365 ‘1971 ' 255

1961 360 . 1972 250

1962 355 1973 245

--}963 ) 330 1974 225
1964 300 1975 210 -

1965 330 . 1976 200

"1 1966 340 1977 230

" 1967 290 1978 225

. 1968 280 1979' 200

1969 - 250 1980 195

1970 235

6. From the given data, compute trend by moving average method assuming ‘a four-yearly
cycle’ Also find short term variations assuming additive model.

Year . Sales - . Year Sales
1984 5 1930 70

1985 80 - 1991~ -75
1986 55 1592 85,

1987 60 1293 100

1988 . 65 1594 70

1989 70 :

7. Assuming a four year cycle calcualate the trend by the method of moving averages from
the following data : '

100 * Self-Instructional Material

1

1. 17.333, 21.687, 26 )
2. 80.8,79.2, 808, 82,828, 88.2,92.8, 94.6,92.6, 94
i ByeaﬂymovingﬂverageS'L’ 2.33,2,1.67,2,3,3.33, 3, 267,3,4,4.33, 4,367, 4,5,533,5
Syearly moving averages: 1.8,2,2.2,2.4,2.6,2.8, 3, 32 3.4, 3.8, 38 4,42,44,46,48

4. 23,22.333, 23.333, 23.667, 27, 28 '

5. 4 yearly moving averages : 344,375, 332.5, 326.875, 320, 312.5, 300, 276.875, 258.375,
.251.26, 246.875, 245, 238.125, 226.25, 218.125, 216.25, 215, 213.125 .

Year Value Year Value
1991 464 1996 - 540
1992 515 . 1997 557
1993 518 1998 571 /
1994 487 1899 586 -
1995 502 ) 2000 612

Answers /



5 yearly moving averages : 3;12, 335,. 331, 318, 308, 298, 279, 262. 254, 247, 242, 237,
298, 222, 218, 213, 210 ’

6. 61.25,61.25,64.38, 68.13, 72.50, 7875 82.5;-6.25,-1.25, 0.62, 18r,250 -3.75,2.50
7. 495.75, 503.625, 511.625, 529.5, 553, 572.5.

6.13. LEAST SQUARES METHOD

This is a mathemetical method. Let {(t, ¥} :t=1,2,...... , 11} be the given time series. By
using this method, we can find hnear trend as well as.non-linear trend of the
corresponding data.

In this method, trend values (y,) of the variable (y) are computed so as to satisfy
. the following two conditions ;

@ The sum of the deviations of values of ¥ (= ¥, ¥5. ... , ¥,) from their
corresponding trend values, is zero, i.e.,, Z(y —y,) =0.

(i) The sum of the squares of the deviations of the values of y from their
corresponding trend values is least i.e., Z(y —y ) is least.

On the graph paper, we shall measure the actual values and the estlmated
values (trend values) of the variable , along the vertical axis. Let x denote the deviations
of the time periods (¢,, {, ...... , ) from some fixed time period. The fixed time period is
called the origin.

6.14. LINEAR TREND

From the knowledge of coordinate geometry, we know that the equation of the required
trend line can be expressed as

y,=a+ bx, .
where @ and b are cohstants. We have already mentioned that our trend line will
satisfy the conditions :

@) =y —y,)=0and @) Iy —y,)? is least.
In order to meet these requirements, we will have to use those values of 2 and b
in the trend line equation which satisfies the following normal equations :
Ty =an+ bix ' e))

~

Txy = aZx + bix? (2

In the equation y, = a + bx, of the treﬁd, a represents the trend value of the
variable when x = 0 and b represents the slope of the trend line. If b is positive, the
trend will be npward and if b is negative, the trend of the time series will be downward.

It is very important to mention the origin and the x unit with the trend line
equation. If éither of the two is not given with the equation of the trend, we will not be
able to get the trend values of the variable, under consideration.

Example 8. Below are given the figures of production. (in thousand mauuds) of

a sugar factory : N
Year 19871 1982 1983 1984 1985 1986 1987
Produclion 80 a0 92 83 94 99 92

Self-Instructional Material
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() Find the slope ofa strazght line trend of these figures. Also find trend values.
(@0) Plot these figures on a graph and show the trend line.
(22) Do these figures show a rising or a falling trend ?

Solution. We shall fil a straight line trend by the method of least squares.‘Let
y denote the variable production (in thousand maunds).

Linear Trend by Least Squares Method

'S, No. Year ¥ x = Year — 1981 xF xy
1 -1981 80 0 0 - 0
2 1982 90 1 1 90
3 1983 92 2 4 184
4 1984 83 3 9 249
5 ‘1985 94 4 16 76
6 1986 99 - 5 25 495

n=17 1987 92 -6 36 552

Total 630 21 9] . 1946

and
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Let the equation of the trend line byy=a-+bx.

The normal equations are :

()
(2)
3y x3
4 - )
N )

=
=
=
=

=

Zy=an+ bXx

Zxy = aZx + bEx?,

630 ="T7a+ 21b
1946 = 21a + 91b
1890 = 21a + 63b

56 = 28b
630 = 7a + 21(2)

(1)
..(2)
...(3)
_ (4
> ...(5)
= b=2
= a=7H88/7=84.

The equation of trend is y, = 84 + 2x, w1th origin 1981 and x unit = 1 year.
() The slope of straight line trend = 2.

For 1981,
For 1982,
For_ 1983,
For 1984,
For-1985,
- For 1986,
For 1987,

x=1981-1881=0,
x=1982-1981 =1
x=1983-1981=2,

x=1984— 1981 = 3.

x=1985 - 1981 =4.

x=1986— 1981 =5,
x= 1987 — 1981 = 6.

¥, (1981) = 84+ 2(0) = 84
¥, (1982) = 84 + 2(1) = 86
¥, (1983) = 84 + 2(2) = 88
y, (1984 = 84 + 2(3) =
¥, (1985) = 84+ 2(4) =
¥, (1986) = 84 + 2(5) = 94
"y, (1987) = 84 + 2(6) = 96.
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Production of Sugar
(,000 Maunds)

OI-J—VTA.f\I/\/\TMJ!\/\/'V\_/.r\';

. ‘1981 82 83 84 85 86 87
Years

(i) The figures shows a rising trend.

Example 9. Below are given. figires of production (in thousand lonnes) of a
sugar factory :

Year 1976 1977 | 1978 1979 1980 1981 1982
Production 77 88 94 | & 91 98’ 90

@) Fit a straight line trend by the method of least squares and calculate the trend
values. :

(i) What is the monthly increase in production.
(fii) Eliminate the trend by assuming
(@) additive model . (b) multiplicative model.
Solution. Here the number of periods, 7 is odd.
We take the middle most period 1979 as the origin.
: xr=year — 1979
Let y denotes the variable ‘production (in thousand tonnes)’

Trend Liﬁe by Least Squares Method

S, No, Year ¥ x =year - 1979 2 xy
1 1976 7 -3 9 - 231
2 1977. 88 -2 4 -~ 176
3 1978 T 94 -1 1 =94
4 1979 85 0 0 0
5 1980 91 1 1 91"
6 1981 98 2 . 4 196
n=17 1982 a0’ 3. g9 270
Total o 623 ° 0 28 56
Let the equation of trend line be y,=a + bx.
The normal equations are :
Zy=an+bxx 7 (D)

and ) Zxy = aZx + bI, o (2

.
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=1 year.

M = - 68=aM+bO® = a= =89
£l - b : - 56 .
2 = 56 = a(0) + b(28) = b=§= _

The equatidn of the trénd line is y, = 89 + 2x, with origin 1979 and x unit

Trend values : ‘ )
For 1976, x=-3 S ¥, (1976) =89+ 2(-3) = 83

For 1977, x=-2 o ., (197T) =89+ 2(-2) =85
For 1978, x=-1 & (1978 =89+ 2(1) = 87
For 1979, : =0 o 3, (1979) =89 +2(0) =89
For 1980, x=1. .y (1980)=89+2(1), =91
For 1981, Sox=2 . y,(1981)=89+2(2) =93
For 1982, x=3

¥, (1982) = 89 +2(3) = 95.
(i) Value of b =2 o 3
Annual increase of produetion = 2 x 1000 tonnes = 2000 fonnes
' because the unit of y is thousand tonnes

. : . 200 _ .
Monthly increase in-production = 12 tonnes = 166.67 tonnes.
(if) (@) Time series mode! is additive. 7 '

The trend eliminated values are given by y —,.

Year . y ¥, Trend eliminated value
: ' | y-3,

1976 ' 83 71—83=-6

1977 88 85 88—85=3

1978 94 - 87 94—87=17

1979 85 89 85—89 =- 4

1980 91 : 91  91-91=0

1981 8 . |- 93 98—93 = 5

1982 90 95 90—95=—5

(B Trfand series model is multiplicative.
The trend eliminated values are given by yfy,." .

Year . ¥, Trend eleminated value
. B ' , yly,

1976 o -83 B 77 + 83 = 0.928
1977 | 88 85 - 88 + 85 = 1.035
1978 o4 . 8T | 94+ 87 = 1.080

: 1979 85 gs | 85 + 89 = 0.955
1980 . 91 ) g1 + 91 = 1.000
1981 98 . 93 98 + 93 = 1.054
1982 90 ' 95 90 + 95 = 0.947




Examplé 10. The number of units of a product exported during 1980 — 1987 are
given below, Fit a straight line trend to the data. Plot the data showing also the trend
line. Find an estimate for 1988

Year 1980 1981 1982 1988 1984 1585 1986 1987

No. of units 12 13 | 13 16 19 23 21 23
(in thousands)

: . 1983 + 1984
Solution. Here the number of periods is eight. We take — = 1983.5

as the origin. In order to avoid decimals in the deviations, we define
x = (year — 1983.5)2.
Let y denote the variable ‘'no. of units in thousands’

Trend Line by Least Squares Method

S. No. Year ¥ X : o xy
1 1980 12 - -7 49 -84
2 1981 13 -5 25 — 65
3 1982 ' 13 -3 2] . —39
4 1983 16 -1 1 - 16
5 1984 . 19 - 1 1 19
6 19856 23 - 3 9 . 69
7 1986 21 5 - 25 105

n=§ 1987 23 T 49 161

Total . 140 0 168 180

Let the equation of the trend line be y, = a + bx.
The normal equations are :

: Zy=an+ bZx _ LD
and Zxy = aZx + bZx?, - (2
1 = 140 = 8a + b.0 = a=140/8=17.5
@ = 150 = 0.0 + 168b = b =150/168 = 0.89.

TREND BY LEAST SQUARES METHOD
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The equatlon of trend lme is y,=17.5 + 0.89x w1th origin = 1983.5 and.
x unit = 1/2 yéar.
For 1988, x=(1988-1983.5)2=45x2=9. .
The estimate value of ¥(1988) = 17.5 + (0.89)9 = 25.51 thousand units,

Example 11. Find trend values by least squares method :

-Year - 1985 1986 1987 1988 1989 1 .990 1991 1992
- Production 102.8 101.9 105.8 112.0 114.8 | 1187 | 1245 | 102.9

1088+ 1989 :
+ — 1988.5 as

the origin. In order to avoid decimals in the devia{tions, we take x = (year — 1988.5)2.
Lety denote the variable ‘production’. '

Solution. Here the number of periods is even, we take

‘Trend Line by Least Squares Method

S. No. Year Y x - a2 xy

1 1985 102.3 -7 49 ~1716.1

2 1986 1019 -5 25 - 509.5

3 1987 " 1068 | -8 ' - 3174

4 1988 112.0 . -1 1 -112.0

5 - 1989 114.8 1 1 114.8

6 - 1890 | 118.7 3 : 356.1 *

7 1991 | 124.5 "5 25 . 622.5
n==8 " 1992 102.9 A A 720.3
Total ~ | 882.9 0 68 . 158.7

Let the equation of the trend line by y,= @ + bx.
The normal equations are :

. Sy =an-+ bSx | o - (D
and | : ITyy=aZx+bE? - - . ' «(2)
. .o . 2.9
) 1 = 882.9 = a(8) + b(0) = a= 888 =110.363

. . 158.7
2y = 158.7 = a(0) + b(170) = b= ETTE 0.944

The equation of the trend line is y, = 110 363 +0. 944« with origin = 1988.5 B
and x unit = 1/2 year, .

Trend values

For 1985, =~7. . y,(1985)=110.363 + (0.944)(- 7) = 103.755

For 1986,  x=-56. 5, (1986) = 110.363 + (0.944)(~ 5) = 105.643
For 1987,  x==3, ¥, (1987) = 110.363 + (0.944)(- 3) = 107.531
For 1988,  x=-1. 5, (1988) = 110.363 + (0.944)( 1) = 109.419 -
For 1989,  x=1 . ¥, (1989) = 110.363 + (0.944)(1) = 111.307
For1990,  x=3. . . ',.(1990)= 110.363 + (0.944)(3) = 113.195
For 1991,  £=5. -~ y, (1991)= 110.363 + (0.944)(5) = 115.083
For 1092,  x=7. -~ y,(1992)= 110.363 + (0.944)(7) = 116.971.
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EXERCISE 6.4

1. Fit a straight line trend and find trend values for the following data by the method of

Jeast squares :

Year

1991

1992

1993

1594

Profit

(in thousand Rupees)

1990
4

7

3

6

8

2. The production figures of a sugar factory are giveh below. Fit a straight line trend by the
method of least squares and draw it on a graph paper along with the actual production

_figures: -
Year 1951 | 1952 | 1953 | 1954 | 1955 | 1956 | 1957
Production 8o | 90 | 92 | 83 | 94 | 99 | o2
(in thousand quintals)

o .

Compute the straight line trend for the following data by using the method of least
squares and show it graphically :
" Year 1973 | 1974 | 1975 | 1976 | 1977 | 1978 | 1979 | 1980
Production 38 40 65 72 69 60 87 95

* (million tonnes)

4. it a straight line trend by the method of least squares for the following data :

Year Milk consumption Year Milk consumption
(million gallons) (million gallons)
. 1960 102.3 1965 118.7
1961 101.9 1966 124.5
. 1962 - 1056.8 1967 129.9
1963 112.0 - 1968 134.8
1964 114.8
5. From the following data, determine the long-term trend, using the method of least
squares H .
Year 1963 | 1964 | 1965 | 19661 1967 | 1968 | 1969 [ 1970
Income (in Lakh T asg 40 656 72 69 87 95 106

6. Compute the trend values by the method of leasi squares from the data given below :

Year Output Year Ouiput
1972 5600 1976 4200
1973 5500 1977 3800
1974 5100 1978 3500
1975 4700 1979 3200

Analysis of Time Series
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Business Statistics 7. Caleulate trend values by the method of least squares and estimate production for the

year 1995 :
Year 1984 | 1985 | 1986 | 1987 | 1988 | 1989 | 1990
NOTES Production of steel 80 72 75 65 80 85 95
(in'10 lakh tonnes) .

8. Fit a straight line trend to the following data on the domestic demand for motor fuel :

Year Average monthly demand Year | Average monthly demand
: {million barrels) (million barrels)
" 1978 61 1984 96
1979 ' 66 1985 100
1980 72 1986 103
1981 76 | 1987 - 110
1982 82 . ’ 1988 114
1988 - 90

9. From the data given below, fit a curve of the type y = + bx:

Year . 1980 1981 | 1982 1983 1984
Population (in ,000’s) 132 142 157 174 191

10. Fit a trend line by least squares method to the following data :

Year . 1997 | 1998 | 1999 |-2000 | 2001 | 2002 |-2003
Production 70 75 90 | 91 95 98 100
('000 tonnes) :

What is the rate of growth of production? _
11. Find the trend values by using least squares method. Also find the trend value for 2005.

Year 1995 1996 1997 | 1998 1999 2000 2001
Production 700 743 - 816 834 an7 860 861
(in QL) N

. ' Answers

1. y,=5.6+0.7x, where origin = 1992 and xunit = 1 year. Trend values : 4.2, 4.9,56,6.3, 7
2. y, =84+ 2x, with origin =1951 and x unit = ] year
8. y,=65.75+ 7.3333 x, with origin = 1976.5, x unit = 1 year
4. y,=116.0778 + 4.3017 x with origin = 1964 and x unit = 1 year
5. »,=71.5+9.69 x, where origin = 1966.5 and x unit = 1 year
6. 5750, 5378.57, 5007.14, 4635.71, 4264.28, 3892.85 3521 42, 3149 99"
7. 61.429, 66.288, 71.143, 76, 80.857, 85.714, 90.571 ; 114.856
8. y,=88.18 + 5.418 x, where origin = 1983 and x unit = 1 year.
9. y,=159.2 + 15 x, where origin = 1982 and x unit = 1 year
10. y,=88.429 + 5.086 x, where origin = 2000 and x unit = 1 year ; 0.428

11. 712.86 Qtl., 752.43 Qtl., 792 Qtl., 831.57 Qtl,, 871.14 Qtl., 910.71 Qtl -950.28 Qtl.,
Estimated production of 2005 = 1108.56 Qtl.
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6.15. NON-LINEAR TREND (PARABOLIC)

There are situations where linear trend is not found suitable. Linear trend is suitable
when the tendency of the actual data is to move approximately in one direction. There NOTES
are number of curves representing non-linear trend. In the present section, use shall
consider parabolic trends. Parabolic trends will give better trend then the straight
line irends.

Let {(t,y):i=12, ... , i} be the given time series. Let x denote the deviations
of the time periods (I, 1, ...... , £ ) from some fixed time period, called the origin, Let y
denote the estimated (trend) values of the variable.-

e

Let, the equation of the required parabolic trend curve be
y,=a+ bx + cx? .
where, @, b, ¢ are constants. This trend curve will satisfy the conditions :
NZy-y)=0
() Z(y —y,)? is least.
In order to meet these requirements, we will have to use those values of @, & and
¢ in the trend curve equation which satisfies the following normal equations :

Sy =an+ bIx + cZx? : (D)
Sxy = aXx + bZa? + cZad . (2)
Ity = aZa? + bE® + Tt : ‘ «..(3)

Here also, it is very important to mention the origin and the x unit with the
trend curve equation. ‘

There is no specific rule for choosing the origin. But if we manage to choose the
origin so as to make Zx = 0, then we shall be reducing the calculation involved in
computing a, b and ¢. In case the time periods ¢,, £, ...... t, advances by equal intervals
and Zx = 0, then we will also have Zx® = 0. Here, the normal equations will reduce to :

Zy=an+b.0+cZa?
Ty =a.0+ b2+ 0
Iy =aZx? + b .0 + cZxt

or Iy =an + cZx? . -1
Txy = bXx? - — (2
Taly = aZa? + eyt ..(3)

(2) = b = Zxy/Zx% The values of @ and ¢ will be.obtained by solving the
equations (1) and (3.

Example 12. The prices of commodilies during 1978 — 1983 are given below. Fit
a parabola-y = a + bx + cx? lo this data. Estiniate the price of commodity for the year
1984,

Year 1978 1979 1980 ‘ 1981 - 1982 1983
Price 100 107 128 140 181 192

Also plot actual and trend values on the graph.
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Sol. Here the number of periods is six. Therefore, we take 1580 +1981 _ 1980.5
as the origin. In order to avoid deeimals in the deviations, we define
x = (year — 1980.5)2.
Let ¥ denote the vari.able ‘price’.
Parabolic Trend by Least Squares Method
S. No. Year ¥ X <2 x8 o ay 2y
1 1978 100 -5 25 | —125 625 | ~500 2500
2 1979 107 -3 -27 81 | -321 963
3 | 1980 128 -1 1 1 1| —128 128
4 1981 140 1- 1 1 1 140 140
5 1982 181 3 27 81 543 1629
n==6 1983 192 5 25 125 625 960 4800
Total - 848 0 70 0 1414 694 10160
Let the equation of parabolic trend be
y,=a+bx+exd,
The normal equations are : ‘
Ty = an + bZx + ¢Za? (D
Txy = aZx + bZa? + ¢Zx® (2
Saty = aZa? + bIa® + eZxt .(3)
or 848 =6a+ b.0 + 70c
694 =a.0+ 70b + .0
10160 = 70a + b.0 + 1414¢
or 848 =6a + T0c )
© 694 = 70b .G
10160 = 70a + 1444c ..(6)
(5) = b =694/70=9.914 -
4 x35 = 29680 =210a + 2450¢ )]
6) %3 = 30480 = 210a + 4242¢ _ ...(8)
(M-® = -—-800=0-1792c = ¢=10.4486,
4 = 848 =6a— 70 (0.446) = a=136.13.

The equation of parabolic trend is

=136.13 + 9.914x + 0.446x% with orlgm 1980 5 and x unit = —year

Trend values
For 1978,

For 1979, .

For 1980,

For 1981,

110 Se{f-b:slmclionalﬂ/Ia[er'ia]' .
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x=—5
¥, (1978) = 136.13 + 9.914 (- 5)+ (0.446) (— 52=97.710
x=-3.
¥, (1979) = 136.13 + 9.914 (=3) + (0.446) (—3)2 = 110 402
x=-1. "

¥, (1980) = 136.13 + 9. 914 (1) + (0.446) (- 1)% = 126.662

x=1

¥,(1981) = 136.13 + 9.914 (1) + (0.446) (1)> = 146.490



For 1982, x=3

y, (1982) = 136.13 + 9 914 (3) + (0 446) (3)% = 169. 886

For 1983, x=05.

-y, (1983) = 136.13 + 9. 914 (6) + (0 446) (5)% =

For 1984, -  x=2(1984--1980.5) =
The estimated value of ‘price’ for 1984

=y, (1984) = 136.13 +9.914(7) + (0.446) ("r')2 =3 227.382.

The graph of actual and trend values is given

below :

A PARABOLIC TREND
200 |

180 |-

Actual Data

“Trend

196.85

160
140
120
0 ) 1 .! 1 ! »
1978 79 80 a1 B2 83
: Years :
EXERCISE 6.5
Find the equation of parabolic trend of second degfee to the following data :
Year 1983 1984 1985 1986 " 1987
Variable 5 o 7 | 4 9 12

Estimate the value of ¥ for the year 1979, by using the following data :

Year 1980 | 1981 | 1982

1983

1984

Variable (y) 10 12 13

10

8

For estimation, a parabolie trend is to be used.

8

Pit a straight line trend and a parabolic trend to the following data :

Year ‘ 1993 1994. 1995 1996 1997 1998 - 1999
y 12 14 12 26 42 A0, 50
Answers :

y, =5.97144 + 1.6x + 0.71428+%, where origin = 1985 and x unit = 1 year.

6.4003.

¥,=259+Tx+ 0.524x2 where origin = 1996 and x unit = 1 year.
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6.16. NON-LINEAR TREND (EXPONENTIAL) .

In this section, we shall study the method of finding non-linear exponentlal trendof a

NOTES given time series.
Let{(t,¥):i=1,2, ... , i} be the given time series. Let x denote the deviations
of the time periods {¢,, £, ...... , t.} from some fixed time period, called the origin. Let ¥,

denote the estimated (trend) values of the variable,
Let the equation of the required exponential trend curve be
y, =ab” (D

| where a, b are constants.

| 1 = logy,=log a+xlog b. (2
The exponential trend curve will satlsfy the cond.1t1ons
@) Z(og y —log y) =0

" (@) Z(log y —log v ) is least.

In order to meet these requirements we will have to use those values of @ and b
in the trend curve equation which satisfies the following normal equations :

Zlog y = (log ayn + (log bYZx . (3
Zxlog y = (log a) Zx + (log b) Zx2. ' D

Here also, it is very important to mention the origin and the x unit with the
trend curve equation.

: If origin be chosen so that x = 0, then the above normal equations reduces to
| ' : % log y = (log a)n + (log b).0

and ‘ Zxlog y = (log @).0 + (log b) Zx2.
zl
loga= t;gy and -logb=zx102gy.
' Ix |
a=AL‘[210gy) and b=AL( z:fy}

In practical problems, we prefer to choose origin in such a way that Zx = 0. This
will facilitate the computation of constants a and b.

Example 13. The sales of a company in lakhs of rupees for the years 1996 to
2002 are given below ;-

Year 1996 1997 | 1998 1999 2000 2001 2002
Sales 16 .23 33 46 . 66 a5 137
(in lakh
ruppes)

Estimate the sales for the year 2003 using an exponential trend curve.
Solution. Here the number of periods is equal to seven, an odd number.
We take 1999 (the middle most period) as the origin.
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Exponential Trend by Least Squares Method

S. No. Year | Sales logy X = year- a? xlogy
(in lakhs rupees) 1998
5 .
1 1996 16 1.2041 -3 9 ~3.6123
2 1997 23 1.3617 -2 4 —2.7234
3 1998 33 . 1.5185 -1 1 —1.5185
4 1999 46 1.66238 0 0 0
5 2000 66 1.8195 1 1 1.8195
6 2001 95 1.9777 -2 4 3.9554
7 2002 137 2.1367 3 9 6.4101
=17 Tlogy=11.6810| Zx=0 | Z12=28 Ixlog ¥
: =4.3308
Let the equation of the exponential trend be y, = ab®, )
: log yeé loga+xlog b D
The normal equations are
Z log ¥ = (log @)n + (log b)Zx (2
and Zx log y = (log @)Zx + (log b)Zx®. ..(3)
@ = 11.6810 =7 log a + (log b). 0
. 116810
= loga= 7 = 1.6687 "
3 = 4.3308 = (log @).0 + (log b) . 28
4.3308
= , logb= B - 0.1547
(H = log y, = 1.6687 + 0.1547x.

For the year 2003, x=2003 —1999=4.
For 2003, logy,= 1.6687 + (0.1547)4 = 2.2875
y, = AL (2.2875) = 193.8
For the year 2003, the estimated sales are ¥ 193.8 lakh.

EXERCISE 6.6

1

1. Fit an exponential trend to the following data :

Year 1998 1999 - 2000 2001 2002

y 1.6 45 13.8 40.2 135.0

2. Fit an exponential trend to the following data :

" Year 1997 |. 1998 1999 2000 2001

oy 32 9.0 276 80.4 250.0
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Given the following population figures of India, estimate the populatlon for 1991 and
2001, using exponential trend

Year 1921 1931 1941 1851 1961 1971 1981

Population 251 279 '31.9 36.1 43.9 54.8 68.5 -
(in crores)

Answers
¥ =13.79 (2.977)%, where x = year — 2000

. ¥ =27.54 (2.98)*,-where x = year - 1999 Do

year — 1951

= 38.80 (1.19)%, where x =
¥ { )%, where x 5%

, 77.81 crovres, 92.59 crores.-

EXERCISE 6.7

Define a time series. Explain its utility in Business and Economics.
What is secular trend ? Critically examine various methods of measuring trend.

‘Discuss the superiority of least square method over moving average method, in estimating
secular trend of time series.

What is meant by a trend ? How do you fit a straight line trend by the method of least
squares,

Distinguish between ‘Free Hand Graphic Methed' and ‘Simi- -Average Method' of
estimating trend of a time series.

6.17. SUNIMARY )
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The general tendency of the values of the variable in a time series to grow or to
Jecline over a long period of time is called secular trend of the time series. It
indicates the general direction in which the graph of the time series aoppears to
be going over a long period of time. The gaph of the secular trend is either a

- straight hine or a curve.

The seasonal variations in a time series counts for those variations in the -
series which occur annually. In a time series, seasonal variations.occurs guite
regularly. These variations play a very important role in business activities. .
The cyclical variations in a time series counts for the swings of graph of time
series about its trend line (curve).

The irregular variations in a time series counts for those variations which
cannot be predicted before hand. This component is different from the other
three components in the sense that irregular variations in a time series are
very irregular.
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MEASURES OF CORRELATION

7.1. Correlation and Causation

NOTES

7.2. Positive and Negative Correlation
7.3. Linear and Non-linear Correlation
7.4. Simple, Multiple and Partial Correlation
7.5. Definition of Correlation
" 7.6. Alternative Form of ‘R’
7.7. Step Deviation Method
7.8. "Meaning of Spearman’s Rank: Correlation
7.9. Summary

7.1. CORRELATION AND CAUSATION

Two variables may be related in the sense that the changes in the values of one variable
are accompanied by changes in the values of the other variable. But this cannot be
_ interpreted in the sense that the changes in one variable has necessarily caused changes
in the other variable. Their movement in sympathy may be due to mere chance. A high
degree correlation between two variables may not necessarily imply the existence of a
cause-effect relationship between the variables. On the other hand, if there is a
cause-effect relationship between the variables, then the correlation is sure to exist
between the variables under consideration. A high degree correlation between ‘income’
and ‘expenditure’ is due to the fact that expenditure 1s affected by the income.

Now we shall oufline the reasons which may be held responsible for the existence
of correlation between variables. '

The correlation between variables may be due to the effect of some common
cause. For example, positive correlation between the number of girls seeking admission
in colleges A and B of a city may be due to the effect of increasing interest of girls
towards higher education. The correlation between variables may be due to mere chance.
Consider the data regarding six students selected at random from a college.

Students A B C D - B F

% of marks obtained in 1 42% 47% 60% 80% 55% 40%
the preuious exam. .

Height (in inches) 80 62 65 70 64 59
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Business Statistics Here the variables are moving in the same direction and a high degree of
correlation is expected between the variables. We cannot expect this degree of
correlation to hold good for any other sample drawn from the concerned population. In
this case, the correlation has oceurred just due to chance.

NOTES The correlation between variables may be due to the presence of some cause-
effect relationship between the variables. For example, a high degree correlation
between ‘temperature’ and ‘sale of coffee’ is due to the fact that people like taking
coffee in the winter season.

The correlation between variables may also be due to the presence of
mterdependent relationship between the variables. For example, the presence of
correlation between amount spent on entertainment of family and the total expenditure
of family is due to the fact that both variables effects each other. Similarly, the variables,
‘total sale’ and ‘advertisement expenses’ are interdependent.

TYPES OF CORRELATION

Correlation is classified in the following ways:
(®) Positive and Negative Correlation.

(i) Linear and Non-linear Correlation.

(i) Simple, Multiple and Partial Correlation.

-

7.2. POSITIVE AND NEGATIVE CORRELATION

The correlation between two variables is said to be positive if the variables, on an
average, move in the same direction. That is, an increase (or decrease) in the value of
one variable is accompanied, on an-average, by an increase (or decrease) in the value
of the other variable. We do not stress that the variables should move strictly in the
same direction. For example, consider the data :

x 2 3 8 8 11
¥ 14 15 13 18 29

Here the values of y has increased corresponding to every increasing value of x,
except for x = 6. The correlation between the variables x and ¥ 1s positive.

The correlation between two variables is said to be negative if the variables, on
an average, move in the opposite directions. That is, an increase (or decrease) in the
value of one variable is accompanied, on an average, by a decrease (or increase) in the
value of the other variable. |

Here also, we do not stress that the variables should move strictly in the opposite
directions. For example, consider the data:

x 110 107 105 95 80

y 8 15 14 - 27 36

Here, a decrease in the value of x is accompanied by an increase in the value of
¥, except for x = 105. The correlation between x and. ¥ is negative.
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Thus, we see that the correlation between two variables is positive or negative
according as the movements in the variables are in same direction or in the opposite
directions, on an average. -

7.3. LINEAR AND NON-LINEAR CORRELATION -

The correlation between two variables is said to be linear if the ratio of change in one
variable to the change in the other variable is almost constant. The correlation between
the ‘number of students’ admitted and the ‘monthly fee collected' is linear in nature.
Let x and y be two variables such that the ratio of change in x to the change in y is
almost constant and if a scatter diagram is prepared corresponding to the variables
x and y, the points in the diagrams would be almost along a line.

The extent of linear correlation is found by using Karl Pearson’s method,
Spearman’s rank correlation method and concurrent deviation method.
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Non-linear correlation

The correlation between two variables is said to be non-linear if the ratio of
change in one variable to the change in ithe other variable is not constant. The correlation
between ‘profit’ and ‘advertisement expenditure’ of a company is non-linear, because if
the expenditure on advertisement is doubled, the profit may not be doubled. Let x and
¥ be two variables in which the ratio of change in x to the change in y is not constant
and if a scatter diagram is drawn corresponding to the data, the points in the diagram
would not be having linear tendency.

7.4. SIMPLE, MULTIPLE AND PARTIAL CORRELATION

The correlation is said tobe simple if there are only two variables under consideration.
The correlation between sale and profit figures of a departmental store is simple. If there

Measures of Correlation

NOTES
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are more than two variables under consideration, then the correlation is either multiple

or partial. Multiple and partial coefficients of correlation are called into play when the

values of one variable are influenced by more than one variable. For example, the

expenditure of salaried class of people may be influenced by their monthly incomes,

secondary sources of income, legacy (money etc. handed down from ancestors) ete. If
we intend to find the effect of all these variables on the expenditure of families, this

will be a problem of multiple correlation. Tn multiple correlation, the combined.
effect of a number of variables on a variable is considered. Let X, X, %, be three .
variables, then R, ,; denotes the multiple correlation coefficient of x; on x, and x,.

Similarly R, ., denotes the multiple correlation coefficient of X, 0n x, and x,. In partial-
correlation, we study the relationship between any two variables, from a group of
more than two variables, after eliminating the effect of other variables mathematically

on the variables under consideration. Let x,, x,, x; be three variables, then ry, » denotes

the partial correlation coefficient between x, and x,. Similarly, r , , denotes the partial
correlation coefficient between x; and x,. The methods of computing multiple and partial

correlation coefficients are beyond the scope of this book. Thus, we shall be discussing

the methods of computing only simple correlation coefficient.

KARL PEARSON’S METHOD

7.5. DEFINITION OF CORRELATION

Let (x,, 3,), (%5, ), -one. , (x,, ¥,) be npairs of values of two variables.x and y with
respect to some characteristic (time, place etc.). The Karl Pearson’s method is used to
study the presence of linear correlation between two variables. The Karl Pearson’s
coefficient of correlation, denoted by r(x, y) is defined as : :

N -G -7
i=1 )

r(x, ¥) = "
J Y (x; - %)? \/ (y; -7
i=1 =1

. _ Ix-0ly-¥
or simply, r= = >
R
where ¥ and 7 are the A.M’s of x-series and-y-series respectively.

This is called the direct method of computing Karl Pearson’s coefficient of
correlation. : )

If there is no.chance of confusion, we write r(x, ¥), just as r.
It can be proved mathematically that—1<r <1,
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If the correlation between the variables is linear, then the value of Karl Pearson’s
coefficient of correlation is interpreted as follows :

Value of 7’ . Degree of linear correlation
between the variables
r=+1 " | Perfect positive correlation
0.765r<1 High degree positive correlation
0.50<r<0.75 - Moderate degree positive correlation
0<r<050 Low degree positive correlation
r=0 ) No correlation
-050<r<0 1 Low degree negative correlation
-0.75<r<-0.50 Moderate degree negative correlation
~1<r<-075 High degree negative correlation
=-1 . Perfect negative correlation

Remark 1. The Karl Pearson’s coefficient of corrélation is also referred to as product
moment correlation coefficient or as Karl Pearson’s product moment correlation
coefficient. -

Remark 2. The Karl Pearson 5 coefficient of correlation, r, is also denoted by p{x, ¥) or
simply by p. The letter p is the Greek letter ‘rho’.

Remark 3. The square of Karl Pearson's coefficient of correlatlon is ealled the coefficient
of determination.

For example, if r = 0.753, then the coefficient of determination is (0.753)2 = 0.567.

The coefficient of determination always lies between 0 and 1, both inclusive.

Remark 4. Tr= 2x—x)(y-5)
V2 - 2P Y5y -3)
x -%)(y-5)
= r=
) ' ng(x_E)2~JZ('J’—§)2
n n
Z(x—-i)(y._
no, GY

_ Example 1. From the data given below calculate coefficient of correlatwn and
interpret it :

, x
Number of ilems 8 ’ 8.
Mean . 68 69
Sum of squares of deviations frbm mean .36 . 44

Sum of products of deviations of x and y from their respeciive means = 24.
Solution. We are given
n=8 % =68 ¥ =69 Z(x-%)? =863(y-5" =44, 2x-2) (y-¥) =24,
Coefficient of correlation, '
Zx—-x)y—-¥%) 24 24

r= JE(JC x)2 Jz(y y)2 J_.J_ 397995

There is moderate degree positive linear correlation between the variables

=+ (.603.

xand y.
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Business Statistics Example 2. The coefficient of correlation between. two variables X and Y is 0.48,
' The covariance ts 36. The variance of X is 16. Find the standard deviation of Y.

Solution. We have r = 0.48, Covariance = 36, 0,2 = 16.

NOTES ek DY)
VIX -T2 (Y -T2
IX-XN(Y-9)
- . n - _ Covariance *
' ‘, 5(X - X)2 JE(Y ~7)2 ox Oy
n n
_ 36 48 9 _
048 = m oy ar m —E - or O'Y = 18.75. .
Example 3. Calculate the Karl Pearson’s coefficient of correlation from the data
given. below :
x 4 6 8 10, 11
. y 2 3 4 6 12
Solution, Calculation of ‘e’
S. No. x y =% | ¥-F ([ G-BO-V| c-5° | 6-57
x=78 | ¥ =54
1 4 2 -3.8 -34 12.92 14.44 11.16
2 6 3 -1.8 - —-24 4.32 - 3.24 2.76
3 8 4 0.2 -14 -0.28 0.04 1.96
4 10 3] 2.2 0.6 1.32 4.84 0.36
5 11 12 3.2 6.6 21.12 10.24 43.56-
n=56 |Zx=39 | Iy=27 M- D -] -2 5 -7?
’ . =394 =32.8 =63.2
_ _Ix 3 _ Xy 27
===-2Y_78, =X =2"_54
* n b 4 n 5
Nowe e Zx -x2Ny-3) _ 39.4
S —27 {5y -5)2 V328632
394 = 394 _ 8654,

-~ (57271X7.9498) 455203
1t shows that there is high degree positive linear correlation between the variables.

7.6. ALTERNATIVE FORM OF ‘R’

’

In the above examples, the calculations involved in Example 3 is much more than in -
other examples. This is due to the fractional values of ¥ and 7 in the data. Suppose
for some data, we get ¥ =27.374 and ¥ = 14,873, then it can be well imagined that lot

# Covariance between variables X and Y is defined as w
n
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of time and energy would be consumed in computing the Karl Pearson’s coefficient of ~ Measures of Correlation

correlation. There are very few chances to get X and ¥ as whole numbers. In order to
avoid the chance of facing difficulty in computing deviations of the values of variables

from their respective arithmetic means, an alternative form is used which is dJscussed
below : ~ NOTES

Z(x; - %) (v, =
"= JE -2 2 -5
Now, Z(x; — ¥)y; - ¥)=Z{x;y;, — ;¥ — Xy; + x¥)
' =Xx; 3~ (Bx) Y% Gy + Xy

s S 2] e (22

(3} (Tyi) _n¥xyy; - (5x;) (By;)
n n ’ '
Also 2(x; —x) —E(x +x2 —2x;x) = Zx; +nx2~2(2‘.x)x

5%\ Zx
=ZxZ+n [T) —-2(Zx) [

)

(in)z _ anfz - (2’17,')2

We have

= Zx,y__

= Z'tiz _
- n n
2 _ v 2
Similarly, X(y, - 3)? =2 =)
n
(x: -x) (y,- -

B - 522 - 30
nZx;y; ~ (Ix;) (Zy;)

n

‘jn}:xiz — (Zx;)? ‘j nZy® - 3y,
n n
- nZx;y; — (2x;) (Cy;)

Tr= .
'anxiz - (Exi )2 anyiz i (Eyi )2
For simplicity, we write

= r=

_ nIxy — (£x) Cy)
Jnzx? - (5x)2 {nzy? - Gy)?
Example 4. Find the coefficient of correlation for the following data :
n=10Zx= 50, Zy=-- 30, Zx% = 290, Ty? = 300, Zxy = — 115.
e nZxy — (Zx) (Zy)
\nZx? — (52) {nZy? - (%)
_ 10(- 115) - (50) (- 30)
{10(290) - (50)° y10(300) - (- 302

Solution,

_ 850 35 _ [ (350
= /40042100 8400 Bl /3200

= AL l:log 35 - % log 8400} = AL [1.5441-— % (3.9243)]

= AL (- 0.4181) = AL (1.5819) = 0.38189.
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. Example 5. Calculate the Karl Pearson’s coefficient for the data given below :

x 2 ) 7 3
y. 15 17 4 5 4
NOTES . Solution. Calculation of ‘r’
S. Ne. x ¥ Xy x? ¥
1 "2 15 . 80 - 4 225
2 3 17 51 9 .- 289
3 b 4 20 25 16
- 4. 7 5 35 49 25.
5 _ 3 4 12 9 16
n=>5 Ix=20 Ty =456 Try =148 5f=96 | 3y?=571
- nZxy — (Zx)(Zy) _ 5(148) —(20)(45)
. : | JnE?® - (50)? fnZy? - ()% 4/5(96) - (20) 5571 — (45)% °
L ~160 ~16 {16
= = -=—AL |log| —=
804830 T Je64 [ ¢ (J664 H
=—AL [log 16 - %— log 664] == AL [1.2041 o (2.8222)]
=—AL(-0207)=—AL (- 1+ 1-0.207) . '
B =—AL (1.793) = — 0.6209.
‘Example 6. Calculate r’ for the following data :
x| -3 -2 -1 0 1
y | 9 4 | 1 | 0 1
Solution. Calculation of r* °
S. No. Cox y Xy a2 y2
1. -3 - 9 - 27 9 " 81
2 -2 4 -8 4 16
3 -1 1 -1 1 1
4. 0 0 0 0 0
5 1 1 1 1 1
6 2 4 8 4 .18
7 3 9 27 9 - 81
|- n=1 Zx=0 Ty =28 Ty =0 a2 =28 Ty% =196
7 . | i nZxy — (Cx)}Zy) - 7(0) — (0)(28) _
C nE? @t nmyt - () J728)- (02 T196) - @87 - -
Remark. In the above example, r = 0 indicatés that there is no linear correlation be-
tween the variables. In fact, the variables x and y are very well correlated and there also exists
algebraic relation y = 1% between the variables. The correlation between x and y is curvilinear
' | and Karl Pearson’s coefficient of correlation does not help in estimating curvilinear correlation.
Exgmple 7. Cdlculate the coefficient of correlation between x and y :
x 22 24 25’ 27 21 . . 22 23
b 41 44 . 45 48 40 42 44 -
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Solution.

Calculation of ‘r’

B

o

S, No. x y xy x ¥

1 22 41 902 484 1681

2 24 44 1056 576 1936

3 25 45 1125 625 2025

4 27 48 1296 799 2304

5 21 40 840 - 441 1600

6 22 42 924 484 1764

7 23 44 1012 529 1936
n=17 sx=164 | Zy=304 Txy = 7155 Tx2=3868 | 2y?=13246

nZxy — (Zx)Zy)

= ﬁsz _(52)? Afny? - (p)?
o 7(7155) — (164)(304)
 J7(3868) - (164)% 4/7(13246) — (304)”
229 299 . |
T 180 V306 2346913

Example 8. Calculate the coefficient of correlation between X and Y from the
following data and interpret the result : :

=0.9757.

$XY =8425, X =285 Y =280, 0, =10.5.0, = 5.6, and n = 10.
" Solution. We have ) .

IXY = 8425, X =285, Y =28, 0, =105, 0,=5.6, and n=10.

Now X = = = 285= = = ZX=285
n 10
and g2 L 8= sy-as
) no 10 _
> IS G :
Also o= T-(—n—J = JnZX? - (ZX)? =noy=10x10.5=105
v (Y :
and Oy = —n— - (?) = 1fn2Y2 — (XY)2 =00y = 10 % 5.6 = h6.
nZXY - (ZX)(ZY)
Now

r p—
JnZX? - (ZX)? {nIY? - £Y)?
_ 10(8425) - (285)(280) _ 4450
- 105 x 56 105 % 56

The value of r shows that there is high degree positive linear correlation between
the variables X and Y.

=0.7568.
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.. | EXERCISE 7.1
1. "From the data given below, calculate the coefficient of correlation: l
NOTES . ' x ¥
Number of items 15 15 ,
AM. ' " 25 18
Sym of squares of deuiatiops from mean 138 ’ 138
. . Sum of products of deviations of x and y from their respective means = 122,

2. Find the coefficient of correlation for the following data:

x |© 5 | 4 3 2 _
y . 5 2 10 - 8 4

3. Find the coefficient of correlation fOI.‘ the following data:

x 1 2 3 4 | s
y.o| 7 6 5 4 3

4. Find the Karl Pearson's coefficient of correlation for the following data:

% 1 2 8 4 | s
y 10 9" 8 8 .7

5. Find Karl Pearson’s coefficient of correlation between x and ¥ for-the following data:

x i 9 3 4 - | 5

y 2 5 7| 8 | 10
‘6. Find the coefficient of correlation for the following data:
o 1 3 .5 T 8 | 10
. . ) y 8 12 15 17 18 20

7. Find the coefficient of correlation for the following data:

x ‘1 |2 |3 |4 |56 |78 9 |10
y 0.9 |8 |8 |6 |12|a]3]18]1

8. Calculate the coefficient of correlation between the values of X and Y given below:

‘X | =15 |+18 |-12|—10 [+15| -20 [-25 | +15 | +16 |14
Y +8 |-10 | +5 |+12} -6.| +4 |+11{ -9 | -7 [+13

9. Caleulate the Karl Pearson’s coefficient of correlation for the follow'in_g data:.
x 28" | 32 |88 |42 |46 | 52 | 54 | 57 | 58 | 63
y o .1 | 3| 4| 2|5 {4 ({67 ]|s
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Answers

1. 0.8906 . =_0.1980 3. r=-—1 4. r=0.7206
5. r=0.985] 6. r = 0.9879 7. r=—0.1840 8. - 0912
9. 0.9203

7.7. ST EP DEVIATION METHOD

When the values of © and ¥ are numerically high, as in Example 7 of Article 7.6, the
step deviation method is used.

Deviations of values of variables x and y are calculated from some chosen
arbitrary numbers, called A and B. Let h be a positive common factor of all the deviations
(v — A) of items in the x-series. The definition of } is valid, since at least one common
tactor “1” exist for all the deviations. Similarly let % be a positive factor of all the
deviations (y — B) of itéms in the y-series.

x—A y—-B
. P and, = -

The variables u# and v are obtained by changing origin and scale of the
variables x and ¥ respectively, -

Since correlation coefficient'is independent of Lhange of origin and scale, we
have

* Let =

rix, y) = r(u., U).
Zu-u)v-7)

V-7 Ew-b)?

r(x, 3=
On simplification, we get
nzZuv - Cuw){(Zv)
JnEu - (Zu)? JnEv - (Ev)?

The values of and v are called the step deviations of the values of x and y
respectively. In the above form :

r{x, y) =

2u  is the sum of step deviations of the items of x-series.

Zv isthe sum of step deviations of the items of y-series. _

Zur is the sum of the products of the step deviations of items of x-series with

the corresponding step deviations of items of y-series.

Zu? is the sum of the squares of the step deviations of items of x-series.

Zv# is the sum of the squares of the step deviations-of items of y-series.

- In practical problems, the choice of common factors h and I would not create
any problem Even if we do not care to compute step deviations, by dividing the

deviations of values of x and y by some common factor, the formula would still work.
Suppose we have taken deviations (1) of the items of x-series from A,

x—-A -
-

_ We can consider the values of 1 as the step deviations of the items of x-series,
taking ‘1" as the common factor. Similar argument would also work for y-series.

ie., u=x-A=

Therefore, in solving problems, we first calculate deviations of items of x-series
and y-series from some-convenient and suitable assumed means A and B respectively.
These deviations of x-series and y-series are then divided by positive common factors,

Measures of Correlation
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Business Statistics if at all desired. If we do not bother to divide these deviations by common factors, then
: these deviations would be thought of as siep deviations of items of given series with ‘I’
as the common factor for both series.

Thus ifu=x-Aandv ='y — B, then, we have
. nZuv - Cu)(Ev) _
\/nZu - (Zu)? aanv —Gv)E
Example 97 From the given data, calculate the Karl Pear.sons coefficient of

NOTES

rx, y) =

correlation :
' ) Price of Commodity
Months -

) A . B
Jan. 35 . 65
Feb. a6 72
March 40 - . 78
April 38 . 77
May - 37 76
June 39 44
July ‘ 41 80
Aungust 40 79 . 2
Sepl. 36 ’ 76
Oct. . | 38 : 75

Use 38 as assumed mean for commodily A and 75 for commod’iiy B.

Soluton Let the variables ‘price of A and * prlce of B’ be denoted by x and ¥

respectively.
Calculation of ‘r’ -
Months x | ¥ u=x-4 | v =y-B " ouv u? v?
A =38 B=75
Jan, 3 65 -3 =10 30 9 100
Feb. . 33 72 -2 -3 6 4 9
March 40 78 2 3 6 4 9
April - 38 a7 0 2 0 0 © 4
May 37. 76 . -1 1 -1 1 1
June 39 77 1 2 2 1_ 4
July, 41 80 : 5 - 15. 9 25
August T 40 -79 2 4 8 4 16
Sept, . 36 76 -2 1 -2 4 1
"QOct 33 75 0 0 0 0 ] 0
n=10 - ‘ Tu=0 | Tv=5 Suv=064 | Zut=36 | 2v2=169

nZuv — (Zu)(Zv)
\/nEu - (Zu)? Jnsz (Zv)?

_ 10(64) - (O)5) S
J10(36) - (0)% {/10(169) — (5)
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. 640 ! 640
= =——7——=AL | log ————u—
V360 V1665 - [ o8 |/360 x 1665}

_ 1 ! - . 'o "
= AL [log 640 - = (log 360 + log 166§)] . . NOTES

Measures of Correlation

= AL[log 2.8064 - % (2.5563 + 3.2214)]
= AL (~ 0.08245) = AL (—~ 1+ 1-0.0824%)

. = AL (1. 91755) = 0.8271. _ '
There is high degree positive linear correlation between the prices of
commodities A and B. : : '

Example 10. Calculate the coefficient of correlation. for the dala given below :

Ageof husband | 23 | 27 | 28 | 28 | 29 30 | 31 33 | 35 | 36
(in years) )

Age of wife 18 20 22 27 21 29 27 29 ) 28 29
(in years) ’ . :

Solution. Let x and y denote the variables ‘Age of Husband’ and ‘Age of Wife’
respectively. :
Calculation of ‘r’

S. No. % ¥ n=x-A| v=y-B uw - u? e
_ A=830 | B=2 .
1 23 18 -7 -6 42 49 35
2 27 20 . -3 1 =4 12 9 16
3 28 | - 22 —2 ~2 4 4 4
4 28 27 ~2° |- 3 g 4 9
5 " 29 21 -1 -3 3" 1 9
6 30 29 0 5 0 0 25
7. 31 |. 27 1 3 3 1 9
8 33 .| 29 3 5 15 | 9 - 25
9 35 28 5 4 20. 25 16
10 36 20 | 6 5 30 36 25
n=10 _ tw=0 | Zp=i0 |.Zuv=193-Tu?=138 | Zv?=174
' nZuv — (Su)(v) ' 10(123) - (0)10)
Now r= = > >
Jrzu? —(u) ynso® — (o {10(138) - (0)% {10(174) - (- 10)
1230 1230 '

= /13801740100 13801640

=AL {Iog 1230 — % (log 1380 + log 1640)}

. =AL {3.0899 - % (31399 + 3.2148)} = AL {3.0899 - —;: (6.3547)}

’
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= AL {3:0899 — 3.1773} = AL {~ 0.0874} = AL {1. 9126} = 0.8177
r = 0.8177.

It shows that there is high degree positive linear correlation between the

Example 11. Comp lete the coefficierit of correlation between. the variables x and

y from the given data :

No. of pairs of x and vy series =8
x-series A.M. =745
x-series S5.D. . . =13.07
x-series assumed meon =69
y-series A M. =12585
y-series S.D, : =1585
y-series assumed mean : =112
Sum of products of corresponding deviations of x and y serLes = 2176,
Solution. Let A=469, : B=112
u=x-—189, v=y-—-112,

Let ‘s’ be the coefficient of correlation between x and y variables.
nXuv - (Zu)Zv)

" JnEuz - (Zu)® \/nEUZ ~ (=)

(D
We are given

o Zuu=2176, x =745, ¥ = 125.5
' =13.07, 0, = 15.85, n. = 8, A= 69, B—112

- z
We know that T=A4 2

>
TA5=69+ == e, Tu=8(74.5-69) =44
Also Yy=B+—

Ev
126.5 =112+ — e, Zv=8(125.5-112) =108

: _ Tu? (Zu)2
Again ]f—— \[

JnZu? —(2u)? = no, = 8(13.07) = 104.56

nv? — (Zu)?

1/:1202 - (Zv)? = no, = 8(15.85) = 126.8

_ 8(2176) - (44)(108) 12656 _
M= "=~ ise)azes) . 13258208 - 09546

Also




EXE RCISE 7.2 |. ) B Measures of Correlation

1. Caleulate the coofficient of correlation for the following ages of husbands and wives :

Ageofhushand | 238 | 27 | 28 | 28 | 29 | 80 | 31 33 |3 | 36 NOTES
Age of wife 18 | 20 20 27 21 29 27 29 | 28 29 ’

2. Find the coefficient of correlation for the following data, Also explain,-what does it express.

x 300 350 400 450 |. 500 550 | 600 650 700
Y 800 900 1000 | 1100 | 1200 | 1300 [ 1400 | 1500 | 1600

3. Calculate the coefficient correlation between the values of x and y given below : ) -

x 78 89 96 ‘69 |, 59 79 68 | 61 !
y 125 137 156 | 112 107 136 123 | 108

(You may use 69 as working mean for x and 112 that f~r 3).

4. Compute the cosfficient of correlatior% between sales tax collected and sales of product
‘M in ten countries selected at random from those served by the company.

Country ’ A B C D E F G H I | J
. Sales tax collecled 16 | 24 | 32 15 | 20 | 12 18 | 14 10 | 29
(x) (in pounds) . . ) \

Unitsof M’sold(y) |40 | 50 | 68 | 36 | 45 | 27 | 42 | 36 [ 29 | 67

5. . Calculate K.P's coefficient of correlation for the given series :

Husband’s age| 24 | 27 ‘28 28 | 29| 30| 82| 33| 35 | 35- | 40
Wifesage |18 |20 {22 | 25| 22| 28| 28| 30| 27 | 30 |22,

6. Find the coefficient of correlation between the variables ‘income’ and ‘expenditure’.

Family A B C D E F G H I J

Income ) 95 90 |.110 | 100 | 85 | 1056 | 95 | 100 | 105 | 85

Expenditure® | 90 | 95 | 115| 95 | 85 | 110 | 90 | 95 | 95 | 95

7. Calculate the coefficient of correlation between the marks obtained by 12 students in
Statistics and Accountancy paper : . '

Marksin |52 | 74 | 93 | 55| 41| 23 |92 {64 | 40| 71| 83 | 71
. Stalistics

Marks in 45 | 80 | 63 [ 60| 35| 40 |70 |58 | 43| 64| 51 | 75

Accountancy : ’
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8. From the following data, calculate the coefﬁclent of correlation between * age 'and ‘plaving

habit’.
"Age group ® No. of émployees No. of regular players
20-30 ' 2% 10
30-40 . 60 - - 30
40-50 40 12
50-60 20 2
60-70 20 1

-9. From the following t'able given the distribution of students and also regular players
among them according to age group, {ind the correlation between ¢ age’ and playing habit’.

v

- Age 15-16 16-17 17-18 18-19 19-20 2021
No. of studenis " 200 270 340 360 400 300
Regular players 180 | 162 170 180 180 60

10. Calculate Karl Pearson’s-coefficient of correlation for the following paired data :

x | 28 | a1 | 40| 38| a5 ] 33 [ 40 a2 | as | 33
y 23 34 |-33 1 34 30 | 26 28 31 36 38

' Answers
1. r=08067 2. r=1 ' 3. r=0.9544
4. r=09854 5.r=0504 . 6.r=08152
7. r=0.7886 . 8. rr=—0.904 - 9.r=-0936

10. r=0.4403. : .

SPEARMAN’S RANK CORRELATION METHOD

7.8. MEANING OF_ SPEARMAN’S RANK CORRELATION

In practical life, we come across problems of estimating correlation between variables,

which are not quantitative in nature. Suppose, we are interested in deciding if there is
any correlation between the variables honesty’ and ‘smartness’ among a group of
students. Here the variables ‘honesty’ and ‘smartness’ are not capable of quantitative
measurement. These variables are qualitative i m nature. Ranking is possible in case
of qualitative variables.

Spearman’s rank correlation method is useéd for st,udymg Iinear correlation
between variables which are not necessarily quantitative in nature. This method works
for both quantitative as well as qualitative variables.

Let ». pairs of values of variables & and y be given. The first step is to express the
values of the variables in ranks. In case of qualitative variables, the data would be
given in the desired form. For quantitative variables, the ranks are allotted according
to the magnitude of the values of the variables. Generally the I rank is allotted to the

1 item with highest value. If the highest value of the first variable is allotted I rank,

then the same method is to be adopted for finding the ranks of the values of the other
variable. In allotting ranks, difti culty arises when the values of two or more items in a
series are equal We shall consider this case separately
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7.8.1 Case l. Non-repeated Ranks _ . Measures of Correlation

LetR, and R, represent the ranks of the items corri'espondin‘g to the variables x and y
respectively: '

The coefficient of rank correlation (1) is given by the formula _ NOTES
r =1~ _Gzili_ ’ )
k nm?-1)’

where n i& the number of pairs and D denotes the difference between ranks i.e,
(R, —R,) of the corresponding values of the variables.

Example 12. Ten students of a class are ranked in intelligence tests given by the
two teachers. Find the coefficient of rank correlation.

Student 1 2 g | 2| 5. &6 7 3 9 10
Ranfks by ) '

Teacher A 6 7 3 2 10 1 g 8 4 5
Ranks by . ‘ _ _
Teachers B 7 10 4 I 9 3 8 . 6 2 5

Solution. Let R, and R, denote the ranks allotted by teachers A and B
respectively. ,

Caiculatiqn of ‘r,’

S. No. R, R, D=R,-R, D?-
1 6 7 -1 1
2 T 10 -3 9
3 3 4 ‘ -1 1,
4 2 1. 1 1
o 10 9 1 1
6 1 3 . =2 4.
7 9 8 a1 1
8 8 8 2 4
.9 4 2 2 4
10 b 5 0 0
n= 10 , h . }:.D2 =96
Coefficient of rank coi'relation.,
6xD?  °  6(26)

r=1-—s =1- > "=1-0.1567 = 0.8424.
- nn®-1) 10(10° -1)
Tt shows that there is high degree positive linear correlation between the
variables. - . -
Example 13. Calculate the coefficient of correlation for- the following data by
the method of rank differences :

x 75 88 95 70 60 80 81 50
Ty 120 130 150 15 | 110 140 142 100

Solution. Let R, and R, denote the ranks of the variables x and y respectively.
The first rank is allotted to the greatest item in each series.
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S. No. x y R, R, |D=R,-R,| D2
7 1 75 120 5 5 0 0
NOTES 2 88 130 2 4 -2 4
3 95 150 1 1 0 0
4 70 115 6, 6 0 0
5 60 110 7 7 0 0
6 80 140 4 3 i 1
7 81 142 3 2 1 1
g8 50 100 8 8 0 0
n==8 8D2=g
Coefficient of rank correlation,
62D? 6(6) E
r,=1- =1~ =(.9286.
k n(n® - 1) 8(8*-1) ,
It shows that there is high degree positive linear correlation between the
variables. ) .
Example 14. What is Rank Correlation ? Find the formula for the rank correlation
coefficient. '
Solution. Let (x;, y)), (%, ), ..., (x,, ¥,) be n pairs of ranks of two variables x
and y. : ' _
. Sx — % L= N .
We have = (x —Z)y - 5) ' ..(1)
. I -3 3y - 5)?
Since the values of x represent ranks, the values ¥, Xy, .., &, of x are distinet
and take values from 1 to 2. ' :
Tx=1+2+3+..  + _”(”2+1)
1)(2n +1) -
and In?=124+22+ 324 71‘1!.2:‘?1’(’;-*-—'25(211‘1_—1)
o _1 nn+l) n+l
nonT 2 2
Now - B =2(x® + T2 - 200) = 3x2 + nx? - 25w
' = %42+ nX* - 2% n¥ =3a® — py?
© nn+1(2n+1) (n + 1)2
e —n. | —=
6
n(n+1)[2n+1 n+1] nn+l) n-1 n@r*-1
= - = X = .
2 3 2 2 6 12
. 1 - S 2_n-
Similarly, ¥= n+l and Z(y-3)% = M
2 12
Let D=x—y, ,
D=x-8)-(y-y) (w x=9%)
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DZ=(x-0)+(y-72 -2x -2y -

=
= 2x -2y -7 =(x -8 +(y-3*-D2
=- 28 (x - ¥y - N =Ex - %)% + Xy - 3)* - =D?
2 2 2
_nn”~1) nk” -1 _spz=Pn oD oy
12 12 _ 6
__nn?-1 xD? |
Hx—-xNy—-)= 13 .
n(n®-1) =D
Now, r= x-Fy-y)  _ 12 22
VEe - B2 iy ~ 5)2 Jn(nz 1) Jn(n -1)
12 12
nn? -1 3 »D? '
__ 12 2 _ . 6D’
n(n2 - 1) o n(nz -— 1)
12
6zD?
r=1-————-.
nn” -1)

7.8.2 Case Il. Repeated Ranks

Here we shall eonsider the case, when the values of two or more items in a series are
equal. In such cases, we allot equal ranks to all the items wilh equal values. Suppose
that the values of three items in a series are equal at the fourth place, then each item

with equal value would be allotted rank é_‘r%ﬂi = 5. Similarly, if there happen to be

two items in a series with equal values at the seventh place, then each item with equal
7+8 .

value would be allotted rank 5 = 7.5.

In case of repeated ranks, the coefficient of rank correlation is given by the
formula, ' ‘

12
nnZ-1)

where n is the number of pairs and D denote the difference between ranks (R, — R,) of

I =

6{2D2+—1—(m3—m)+ ..... }
1_

the corresponding values of the variables. In % (m® —m), m is number of items whose

ranks are equal.- The term IIE (m® — m) is to be added for each group of items with

equal ranks. Now, we shall illustrate this method by taking some examples.

" Measures of Correlation

NOTES
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Examp!e 15. Calculate the rank coefficient of correlation for the following data :

x 80 78 75 75 | 68 67 60 59
¥ 12 13 14 |, 14 14 16 15 17

Solution. Let R, and R, denote the ranks of the variables x and y respectwely
The flrst rank is allotted to the greatest item in each series. .

‘Calculation of ¢ T’

S. No. -+ oy - R, R, D=R,-R, [ D?
1 80 Iz 1 8 -7 19
2 78 13 2 7 -5 -} 95
'3 7w 14 3.5 5 -15 - 295
4 75 14 3.5 -5 15 2.25
5 68 14 "5 5 o 0
6 67 1.8 | 6 2 4 16
7 60 15 7, 3 1 16
8 59 17 | 8 1 7 49
n=38 xD? = 159.5
{0 4y ...}
6<ZD° + —(m* —m) +.....
Now r,=1- 12
- n(n? - 1)
6{159.5 (@0 =2l 30 - 3)}
Sl 12 12
. : : . 8(8% - 1)
/ _ A .
| _ )  B0595+05+2) ;| 6x162_, 21_ 13 _ o oo00

- 8x63 8x63 " 14 14

It shows that there is a h1gh degree negative linear correlation between the
variables. :

Example 16. Calculate the rank coefficient of correlation for the following data : -

Xseries | 112 | 106 | 109 | 8¢ | 95 | 95 [ 117 | 97 | 95 | 115
Y-series 70 | 68 | 80 | 65 | 71 | 60 | 77 | 68 | 63 | 75

Solution. Let R, and R, denote the ranks of the variables X and Y respectively.
The first rank is allotted to the greatest item in each series.
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Calculation of ‘r,’ ‘ : Measures of Correlation

S. No. X Ty "R, R, | D=R,-R, D?
‘1 112 | 70 3 .| - 5 iz :
2 106 68 | 5 65 . -15 2.95 NOTES
3 109, | 80 4 | 3 9
4 84 65 10 - 8 2 . 4
5 95 sl 8 4 T4 ©18
6 95 . B0 . 8 0. -2
7 117 77 1 2 | -1 1
8 . 97 68 6 6.5 -D.5 0.95
9 95 63 8 9 -1 1
10 115 75 2 3 -1
n=10 ‘ ‘ . . ID2=425
6{2‘.D2 e (m? —m)+.....}
Now, rk‘= 1- _12 5
S nn -1)

1. 1.5 )
6425+ -—(3° -3)+—(2°-2
. { 12( )+12( )}

100102 - 1)

1) . . -
425+ 2+ :
6—{--——2—} =1 A ={.7273.
990 T T 165
It shows that there isa moderate degree posmve hnear correlation between the

variables. .

=i-

Example 17. The rank correlatr,on coefficient between marks obtained by some
. sludents in Statistics’ and ‘Accountancy’is 0.8. If the tolal of squares of rank dtfference
is 33, find the number of students. ' :

Solution. Wehave 1, = 0.8, ZD2 = 33
Let number of students be 7.

2 B} : -
rk=1-—6—22D— or 0.8=1——6);3—3
nn® -1 . . - nn®-1)
= . ——1& 0.2= 1 = nm?-1)=990
n(n?-1) ° . b .
= nn2— 1)-2x5><3><3><11
= ‘(n+1)n(n—1)—11><10><9
ie., (n, + l)n n—-1)=@10+1) 10 (10— 1)

n=10.
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7.8.3 Merits

1. This method is apphcable to both quahtatwe and quantitative variables.
2. Only this method in applicable when ranks are given.

NOTES

7.8.4 Derﬁerits

EXERCISE 7.3

1. . From the following data, calculate Spearman's Rank Correlation coefficient.

3. This method involves less calculation work as compared to Karl Pearson's
method.

This method is applicable only when the correlation between the variables is linear.

9 10

S. No. 9 3 4 5 | 6 7 8
Lank —2 | -4 1| +3|+2 | 0 | -2 |+3 |+3 | 2
Difference :

2.. The following are the ranks obtained by a group of 7 students in intelligence tests
_conducted by two teachers separately. Calculate the rank correlation coefficient.

Student 1 2 3 4 5 - 6 7
Ranks by Teacher ‘A’ | 6 5 7 4 3 ‘2 1
Ranks by Teacher B’ 3 5 7 1 2 4 6

3. Ten competitors in & beauty contest are ranked by three judges in the following order :

Ist judge 1 6| 5| 10] 3 [ 2 4 |9 | 7] 8
IInd judge | 3 5| '8 4 7 | 10 {2 1 6 | 9
Mrdjudge] 6| 4| 9| 8 | 1| 2 | 38 || 5| 7

Use the rank correlation coefficient to discuss which pair of judges has the nearest

approach t6 common taste in beauty.
4. The following data relates to the monthly income and expenditure of 10 famllles Find

the coefficient of rank correlation between the variables. .

Family ‘A | B cC| D|E F G |H I J
Income (in %) 1000 700 | 870 | 500 | 900 | 950 | 1100 | 400 | 1500( 800
Expenditure (inT) | 900 | 600 | 800 | 490 | 810 | 860 | 910 | 450 | 1200] 750

5. Compute the coefficient of rank correlation between x and y from the data given below :

x

8

10

7

15

3

20

21

5

10

14

8

16

22 |1 19

6

y

3

12

'8

13

20

9

14

i1

4

16"

15

10

18 | 23

25
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Caleulate the coefficient of rank correlation for the following data of marks of eight
students in Statistics and Accountancy :

Marks in Stalistics 52 63 45 36 72 65 45 25

Marks in Accountancy 62 53 51 25 79 43 60 30

Following are the ranks obtained by 10 students in two subjects Statisties and Economies.

- To what extent knowledge of students in two subjects is related ?

Statistics | 1 2 3 4 5 6 7 8 9 | 10

Economics | 2 | 4 | 1 | 5| 3| 9 | 7 |10] 6|8

The coefficient of rank correlation of the marks obtained by 10 students in Mathematics
and Accountancy was found to be + 0.91. It was later discovered that the difference in
ranks in the two subjects obtained by one of the students was wrongly taken as 0 instead
of 3. Find the correct coefficient of rank correlation. '

Calculate rank coefficient of correlation for the following data :

A 115 109 112 87 98 98 120 100 98 118
B 75 73 85 70 76 65 82 73 68 80

Find the coefficient of correlation between x and ¥ by the method of rank differences :

x | 42 | 48 | 35 | 50 | 50 | 57 | 45 | 40 | 50 | 39
y |90 | 110 95 | 95 | 95 | 120 [ 115 |'128 | 116 | 130

L]

Answers .
r, =0.6364 2.r,=0143 3. Ist and ITlrd 4.1r,=1
r,=0.0425 6. r, =0.643 7. r, = 0.7576
Correct r, =-0.855.79. r, = 0.7212 10. r,, = - 0.0556.
EXERCISE 7.4

Explain the meaning of the term ‘Correlation’. Does it always signify cause and effect
relationship ? B

How would you interpret the sign and magnitude of a caleulated ‘. Consider.in particular
the values r=0,r=-1 and r=+1,

Explain the meaning of the term ‘correlation’. Name the different measures of correlation
and discuss their uses. ’

Define correlation and discuss its significance in statistical analysis.
Explain different methods of computing eorrelation
Elucidate the mhin features of Karl P_earson; s coefficient of correlation. -

What is correlation ?

-Measures of Correlation

NOTES
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7.9. SUMMARY

. NOTES
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Two variables may be related in the sense that the changes in the values of one
variable are accompanied by changes in the values of the other variable, But
this cannot be interpreted in the sense that the changes in one variable has
necessarily caused changes in the other variable.

The correlation between two variables is said to be positive if the vanables on

-an average, move in the same direction. That is, an increase (or decrease) in the

value of one variable is accompanied, on an average by an increase (or decrease)
in the value of the other variable.

The correlation between two variables is said to be linear if the ratio of change .-

in one variable to the change in the other variable is almost constant.

The correlation is said to be simple if there are only two variables under
consideration. The correlation between sale and profit figures of a departmental
store is simple. If there are more than two variables under consideration, then
the correlation is either multiple or partial.

Spearman's rank correlation method is used for studying linear correlation
between variables which are not necessarily quantitative in nature. This method

works for both quantitative as we]l as qualitative variables.



‘8. INDEX NUMBERS

STRUCTURE

8.1. Introduction
8.2. Purpose of Constructing Index Numbers
8.3. Types of Index Numbers .
8.4. Methods of Price Index Numbers
8.5, Laspeyre’s Method :
8.6. Paasche’s Method- .
8.7. Dorbish and Bowley's Method
8.8. Fisher's Method
8.9. Marshall Edgeworth’s Method
- 8.10. Kelly’s Method
8.11, Weighted Average of Price Relatives Method
8.12. Chain Base Method '
8.13. Methods of Quantity Index Numbers
8.14. Index Numbers of Industrial Production
8.15. Simple Aggregative Method of Value Index Numbers
- 8.16. Mean of Index Numbers
8.17. Meaning of Adequacy of Index Number
8.18. Meaning of Consumer Price Index
8.19, Summary

“8.1.- INTRODUCTION

The index numbers are defined as specialized averages used to measure change in a
variable or a group of related variables with respect to time or geographical location or
some other characteristic.

In our course of discussion, we shall restrict ourselves to the study of changes-{n
a group of related variables with respect to time only. Changes in related variables are
expressed clearly by using index numbers, because these are generally expressed as
percentages.

The index numbers are used to measure the change in produﬁction, prices, values
etc., in related variables over time or geographieal location. The barometers are used
to study changes in whether conditions, similarly the index numbers are used to study
the changes in economic and business activities. That is, why, the in dex numbers are
also called ‘Economic Barometers’. '

Index Numbers

NOTES
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8.2. PURPOSE OF CONSTRUCTING INDEX NUMBERS

1. Index numbers are used for computing real incomes from money incomes.

The wages, dearness allowances etc., are fixed on the basis of real income. The money

income is divided by an appropriate consumer’s price index number to get real income.

2. Index numbers are constructed to compare the changes in related variables
over time. Index numbers of industrial production can be used to see the change in the
production that has occurred in the current period.

3. Index numbers are used to study the changes occurred in the past. This
knowledge help in forecasting.

4. Index numbers are used to study the changes in prices, industrial production,
purchasing powers of money, agricultural production etc., of different countries. With
the use of index numbers, the comparative study is also made possible for such variables.

8.3. TYPES OF INDEX NUMBERS

There are mainly thrée of index numbers :
I Price Index Numbers.
1. Quéntity Index Numbers,
ITI1. Value Index Numbers.

In our course of discussion, we shall confine mainly to ‘Price Index Numbers'.
Price index numbers measure the changes is prices of commodities in the current
period in comparison with the prices of commodities in the base period.

L 'PRICE INDEX NUMBERS

8.4. METHODS OF PRICE INDEX NUMBERS

For constructmg price index numbers, the following method are used
(i) Simple Aggregative Method
(i) Simple Average of Price Relatives Method
- (iti) Laspeyre’s Method
(tv) Paasche's Method
(v) Dorbish and Bowley's Method
(vi) Fisher's Method '
(vir) Marshall Edgeworth’s Method
(viiz) Kelly's Method
(ix) Weighted Average of Price Relatives Method
{x) Chain Base Method. '
First nine methods are fixed base methods of constructing price index number.
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8.4.1. Simple Aggregative Method ' Index Numbers

This is the simplest method of computing index number. In this method, we have

=2P1 100 ' - .
= 3p, NOTES

where 0 and 1 suffixes stand for base period and current perlod respectively.

P

Py, = price index number for the current period
Zp, = sum of prices of commodities per unit in the current penod
Epo = sum of prices of commodities per unit in the base period.

In other words, this price index number is the sum of prices of commodities in
.the current period expressed as percentage of the sum of prices in the base period. -
Consider.the data :

Ilem Price tn base period Price in current perfod
plin ) ' P, (in%)
A 5 6
B _ 8 10
C - 18 27
D 112 84
E 12 15
F 6 ' : 9
Total . Ep,=161 Sp, =151
Py 151
HGI.e Py = =50 X 100 = 161 = 100 =193.79.

This index number shows that there is fall in the prices of commodities to the
extent of 6.21%. It may be noted that the prices of every item has increased in the
current period except for the item . On the other hand, the index number is declaring
a decrease in prices on an average. This is not. in consistency with the. definition of
index numbers. In fact, this unwanted result is due to the presence of an extreme
item (D) in the series. So, in the presence of extreme items, this method is liable to
give misleading results. This is a demerit of this method.

Let us find price index number {or the data given below :

Price (in )

llem Unit 1994 1996
- Py fr,)

Sugar ke . 6 7

Milk, litre 3 4

~ Ghee kg 15 50

Here Ip,=6+3+45=54
and O Ip =T+ 4+50=461
3 61
Py =<2 % 100 = 2 x 100 = 112.96.

Zpy . b4

Here we have considered the price of sugar per kg. Now we use the f)rice of
sugar per quintal, for calculating index number for the year 1996.

r
’
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Business Statistics ' Price (in %)
Iiem Unit - : ' 1994 . - 1996
. _ (ry : ()
NOTES ~ Sugar quintal : 600 700
Milk ) litre 3 4
Ghee : kg . 45 50
In this case, 5P =600+ 3+45=648
and . ' o Epy=T00+ 4+ 50 =754
! Zp; 754
- Pog= 5o % 100 = 212 % 120 = 116.36.

The index number has changed, whereds we have not affected any change in
the data except for writing the price of sugar in a different unit. This type of variation -
in the value of index numbers is beyond one's expectation. This is another limitation
with this method.

8.4.2. Simple Average of Price Relatives Method

| Before introducing this method of finding index number, we shall first explain the
concept of ‘price relative’. The price relative of a commodity in the current period
with respect to base period is defined as the price of the commodity in the current
period expressed asa p‘ercentacfe of the price in the base period. Mathematically,

Price Relative (P) = =L % 100. l o
0

For example, if the prices of a commodity be ¥ 5.and % 6 in the years 1995 and
| 1996 respectively, then the price relative of the commodity in 1996 w.r.t. 1995 is

8 x100=120"
5

In the simple average of price relatives method of computmg index numbers,
simple average of price relatives of all the items is the required index number.

Mathemat cally,

Z[& X 106]

‘ ry o .
Py, = + (if A.M. is used)
. v zZP
.c., - ) PoI = ""I“l'- -
where P,.is the required price index number,
" P

x 100 = Priée relative =P
Bo

n. =no. of ('ommodltles under consideration.

‘In averaging price rnlatwes geometric mean is also used. In this case the formula
is _
— . ZlogP

P,, = Antilog [ng

It has already been observed that the index number computed by using simple
aggregative method is unduly affected by the extreme items, present in the series.
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We shall just show that this method of computing index number is not at all
affected by the extreme items. We compute the index number for the data considered
in the previous method:

L

Index No. by simple A.M. of P.R. Method -

Item - Price in the . Price in the ' Price Relatives
base period " current period P
() (in 7 ®,) (in O p=-"Lx100
Py Py Po
A 6 6. 120
B 8 10 125
c 18 27 . 150
D 112 . 84 75 .
‘E 12 15 125 .
F 6 9 150-
IP =745
EP 745
Pc,1 = =124.17.

n 6
Here the index number is advocating the fact that the prices of commodities
have raised on an average.

There is one more advantage of using this method. The index number, computed

by averaging the price relatives is not affected by the change in measuring unit of any
commodity. We illustrate this by using the data taken in' the previous method :

Item. Unit P, g b, p=2Lx100
) Po
Sugar kg . 6 7 116.67
Mille litre 3. 4 133.33
Ghee kg 45 50 111.11
"IP =381.11
, P _ 86111
Py = o —3 = 120.37.
Now, we consider this data once again and change the measuring units for sugar :
Item Unit : Py P, P=2Ly 100
' T Pg
Sugar _quintal 600 700 116.67
Milk litre 3 4 133.33
Ghee kg 45 50 ) 111.11
zP=2361.11
. P, = ZP _ 361.11 120 37,
. n 3.

We see that this index number is same as fhat for the data when the rate of
sugar was expressed in kg. -

Index Nunbers

.NOTES
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Business Statistics Thus, the index number as calculated by this method is not affected by changing
measuring units; o ‘

In averaging the price relatives, we can also make use of median, harmonic
mean ete. But, only A M. and G.M. are generally used for this purpose.

NOTES Example 1. Construct index number for each year from the following annual
wholesale prices of cotton with 1984 as base.
Year Wholesale price Year |  Whole sale price
L (in%) ' ' @(in%)
1984 . 75 1989 | 70
1985 50 . 1990 69
T 1986 65 1991 75
1987 60 - 1992 84
1988 . 72 ; 1993 80
Solution, Calculation of Index Nos. (1984 = 100)
Year Whole sale price (in %) Index No. (1984 = 100)
1984 . .75 : 100
1985 50 50 * 100 = 66.67
, . < : 75 .
: 65
. 1986 . , 65 == % 100 = 86.67
: . 75 :
. 60
1987 - 60 75 X100 =80 .
: T2
1988 | T2 75 X 100 = 96
: - : _ 70
1989 - 70 —= X 100=193.33
AR } (5]
' 69 .
1990 . 69 75 x 100 =92
. A 75
1991 75 75 X 100 =100
o 84 -
1992 84 75 >< 100=112
1993 so '-2% x 100 = 106.67
Example 2. Prepare index numbers of price for three years with average price as
base. - ' X
: Rate per Rupee
Year - - .
Wheat Cotton Oil
“Ist year 10 seers 4 seers 3 seers
IInd year 9 seers - 3.5 seers 3 seers
IIrd year 9 seers . 3 seers i 2.5 seers
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Solution. Here the prices of commodities are given in the form of ‘quantity

prices’, we shall convert these quantity prices into money prices.

Price of wheat in the Ist year is 10 seers per rupee.

Price of 1 maund wheat = %— =34 (-

Similarly, we shall ekpresé the prices of other commodities per maund.
Index numbers by Simple Aggregative Method

1 maund = 40 seers)

Index no. for Ist year

zpy 27.33
=—x100== % 100 = 90.
o5 30.10 90.80

Index no. for IInd year ; _ : .

_ Ipy %100 = 29.20
Zm, 3010

x 100 = 97.01

Index no. for IIlrd year

Zp 3377
=21%100 = 224° « 100=112.19
2Dy 3010 .

Index numbers by Simple A.M. of Price Relatives Method
Index no. for Ist year '

_ZP _ 27326 _4; 09
n -
Index no. for IInd year )
_3ZP _ 29586 _g0 o
n 3
Index no. for IIird year
=P _ 38108 _ 0.4,
n 3
EXERCISE 8.1

Construct pric.e index number for the year 1995, by using the following series. Simple
aggregative method is to be used. ‘

Commodily A B C D E
Price (1994) 4 2 6 8 12
(in )
Price (1995) 5 2 8 9 10
(in3)
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POLIGIDPY [PUONIILGSUE-f]5S  op]

SHLON

. - Ist year Ind year ird year
Commodity | Unit - _ Average price
Py P By P . P, P Py
) 40 4 40 444 40 444 ' 4+444 + 444
2 = %100 2 =444 22 % 100 22 o444 222 210 2Ia4ctads
Wheat |Maund . | * 75 229" | o 429 9 429 < 100 3
=93.24 ' = 103:50 =103.50 =4.99
' 40 10 40 1143 40 o 1333 10+ 1143 + 1333
Ay x100 | —x1143 | ==—x100 | 40 _q333 ! 1333 .4,
Cotton  |Maund | .= 1159 35 1159 3 1159 *° 3
=86.28 =98.62 =115.01 =11.59
. 40 13.33 40 | 1333 40 16 ' 1333 + 1333+ 16
221833 | === x100 | —=13.33 % 100 = -16 100 _
ol Maund | 2==1833 | 50 .3 ‘1422 25 1422 " 3
=93.74 =93.74 =112.52 =14.22
Total 27.83 - 273.26 29.20 . 295.86 33.77 331.03 30.10

SOUSYOIS SSauISHG



2. For the data given below, calculate the index numbers by taking :

(0 1980 as the base year
(1) 1982 as the base year.

Year -1 1978 | 1979 | 1980 | 1981 | 1982 | 1983 | 1984 | 1985 |.
Price of %’ 4 7 10 | 10 | i2 11 15 16
(in %) .

3. Find the price index numbers for three years by simple aggregative method. The average,
price is-to be used as base : .

_ Price per rupee
Year . A B o
I 4 kg 2 kg "10kg
II 5kg 25kg : 12 kg
I11 . 3keg : 2.5 kg 8kg
4. From the following data, construct the price index numbers with average price as base :
. Ralte per rupee
Year Wheat Rice * Oil
I 10 kg 5kg - 2 kg
1l 8 kg 4kg . 1.33 kg
111 6.67 kg e 3.33 kg 1kg
. Answers
1. 106.25 )

2. (i 40, 70, 100, 100, 120, 110, 150, 160

(i1) 33.33, 58.33, 83.33. 83.33; 100, 9167, 125, 133.33
3. 106.62, 8571, 107.66 : - _
4, 75.23, 100, 124.4 by using simple A.M. of price relative method.

8.5. LASPEYRE’S METHOD

This is a method for finding weighted index number‘s.. In' this method, base period
quantities (g, are used as weights. If P, is the index number for the current period,
then we have ’
z
= 2P1o 500
. ZPolo _
where ‘0’ and ‘1’ suffixes stand for base period and current period respectively.
Ip,q, = sum of products of prices of the commodities in the current period with their
corresponding quantities used in the base period.
Ipd, = sum of product of prices of the commodities in the base period with their
corresponding quantities used in the base period. :

1)}
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Business Statistics

8.6. PAASCHE’S METHOD

. This is a method for: finding weighied index numbers. In this methods, eurrent period
- NOTES " | Quantities (q,) are used as weights.

I£ P, is the required index number for the current pertod, then
| = 2P 409
Zpoq,

where p,, p; represents prices per unit of commodities in the base period and current
period respectively. '

01

8.7. DORBISH AND BOWLEY'S METHOD

This is a method for computing weighted index numbers.
If Py, is the required index number for the current period, then

(__%p;qo . Ipia, ]

P = Zpoqo  Zpedq; )
: S

where p,,, p, represents prices per unit of commodities in the base period and current

period respectively, 9y 4, represents number of units in the base period and current

period respectively.

x 100

. [:;’M + _zgl_q_l_] gpl% % 100 + ;p]ql » 100
We have Py, = Potlo 5 LA 100 = ~£o% 5 Loy
_ Laspeyre’s index no + Paasche’s index no.
= = 5 .

Dorbish and Bowely's index number can also be chtained by taking A M, of
Laspeyre’s and Paasche’s index numbers. ’

8.8. FISHER’'S METHOD

This is a method for computing weighted index numbers,
If P_01 1s the required index number for the current period, then

P _szlqﬂ X Eplql x 100

o Zpodoe  Zpoq;
where symbols p,, Qo Py ¢, have their usual meaning,

- Z T ] . R
We have p - ‘ P100 % Ipgy %100 — (ZPIQO % 100}[:&019‘1 % 100}
s ol Imyqy  Eppq Zpoqy Ipoq,
Laspeyre's) ( Paasche’s
. ~ ViIndex no. )\ Index no.
Fisher's index numbers can also be obtained by taking G.M. of Laspeyre’s
and Paasche’s index numbers. Fisher's method is considered to be the best method of

,
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computing index numbers because this method, satisfies unit test, time reversal test
and factor reversal test. That is why, this method is also known as Fisher's Ideal
Method.

8.9. MARSHALL EDGEWORTH'S METHOD

This is a method of computing weighted index numbers. In this method the sum of
base period quantities and current period quantities are used as weights.

If P, is the required index number for the cu rrent peried, then
Zp,(gy +4q,) -

Epolgo + q1)
where pg. q. Py, ¢, have their usual meaning.

) P, = x 100

We can also write this index numbers as

Eplqﬂ + Zplql % 100 -

Ipogo + ‘-'POQI
This form is generally used for computing index numbers.

0i

8.10. KELLY’S METHOD

This is 2 method of computing weighted index numbers. In this method, the quantities
() corresponding to any period can be used as weights. We can also use the average of
quantities for two or more periods as weights.

If P, is the required index numbers for the current period, then

= 2P19 199

o Ipeq
where q represents the quantities which are to be used as weights. Do Py have their
usual meanings. This index number is also known as Fixed Weights Aggregative
Method.

8.11. WEIGHTED AVERAGE OF PRICE RELATIVES
METHOD

This is a method of computing weighted index numbers. In weighted index numbers,
we give weights to every commodity in the series so that each commodity may have
due influence on the index number. Till now quantity weights were used for constructing
price index numbers.

In the weighted average of price relatives method, value weights (W) are used.
The values of commodities may correspond to either base period or current period or
any other period.

I3

If P, is the required index number [or the current period, then

_IWP herep= 2L
0= W where = = 100,

Pg: P, have t.h_eir usual meanings.

P

Index Numbers

NOTES
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Business Statistics In this method, we have infact taken the weighted arithmetic mean of the price -

relatives. In constructing this index number geometric mean is also used. In thls
case, the formula is

NOTES

P,, = Antilog (Mﬁ).

IW

Example 8. Calculate Laspeyre’s and Paasche’s price index numbers for the
year 1991 from the following data :

1981 1991 |
Commodity .
: Quantity Price " Quantity Price
(in kg) (in %) (in kg} (in %)

" Wheat 60 1.00 50 1.25
Rice 25 1.50 20 . 2.50
Sugar 10 2.00 10 - 3.00
Ghee 3 12.00 4 18.00
Fuel 40 0.10 &0 0.15
- Solution. Calculation of Index Nos. (1981 = 100)

Commodity Py % | P s Py pq; Py | P9
Wheat 1.00 60 1.25 50 60.0 “62.5 |0 50.0 75.0
Rics 1.50 25 2.50 20 37.5 50.5 30.0 |. 62.5
Sugar 2.00 10 3.00 10 20.0 30.0 20.0 |- 30.0
Ghee 12.00 a - 18.00 4 36.0 72.0 48.0 54.0
Fuel © 0,10 40 . 0.15 60 4.0 9.0 6.0 6.0
Total 157.5 2235 | 154.0 | 227.5
: . z 227 5
Laspeyre’s price index number = 2P 1090 = >< 100 .= 144.44,
: = ZPogo 1
- 3 2235
Paasche’s price index number = 2;} ;Zi x 100 = 1540 x 100 = 145 13.

Example 4. Calculate Fisher’s Ideal Index No. from. the followmg informations =
and also give three reversibility tests : .

Item Base Year Current Year
Price ‘Quantity Price Quantity

A 2. 4 6 5

B -4 - 5 8 4

c 6 2 g 3

D & - 1 6 2

E 10 1 5 2
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‘

Solution. Calculatimi of Index Number
Item Py Ay Dy q; P Pr; by P19
A 2 4 6 5 g8 | ‘80"’ 10 24
B 4 5 8 4 20 32" |- 16 40 -
C .6 2 9 3 12 27 18 18
D | . 8 1 6" 9 8 | 12 16 6
E 10 | ‘1 5 2 10 10 20 5
Total 58 111 80 93

- Fisher’s price index number

b2 2,
- J———p‘q" x 2L 100 = 198, 11100 = 149.16.
ZPo%  ZPohh 58 80
The reversibility tests ;: Time Reversal Test, Factor Reversal Test and Cireular
Tests are discussed in the section “Test of adequacy of index numbers”.

'Example 5. Calculate Paasche’s index number and Fisher's ideal index number
for the year 1995 from the following data : ’

_ 1992 1995
Commodity
Price Quantity Price Quanity

A 6 50 .10 56

B 2 100 2 120

c 4 60 6 60

D 10 30 ‘ 12 24

E 8 40 - 12 1. 86

Solution. Calculation of Index Nos: (1992 = 100)

Commodity Po qo P, q, qug P; q; poq‘! p]Qa
A .8 50 10, 56 | 300 560 | 336 500
B 2 100 2 120 200 .240. 240 200
c 4 60 6 .60 240 360 240, 360
D 10 | 30 12 | 24 300 ' 288 240 360
E 8 40 12 | 38 320 432 288 480
Total 1360 1880 1344 1800

Paasche’s price index number

\ Fisher's price index number
P {

-Zp1q, 1880
—L x100= x 100 = 139.88.
ZPoqy 44

- EPlG'o- % 2plql X 100
\IZpoqu Zpody ;

1900 % 1880

1360 1344

% 100 = 139.79.

Index Numbers

-NOTES
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Business Statistics Example 6. Construct index numbers of price far the year 1994 from the following

data by applying :

1. Laspeyre’s

method

3. Bowley’s method

2 Paasehe’s method

4. Fisher’s method

NOTES
- 5. Marshall Edgeworth’s method
1993 1994
Commodity . -
' Price Quantity Price Quanlity
A 2 8 4 6
B 5 10 6 5.
C 4 14 a 10
D ‘2 19 2 18
Solution. Calculation of Index Nos. (1993 = 100)
Commodity Py qp Ij} q, Py p,q, - P, D149,
A 2. 8 4 . B 16 24 12 32
B 5 .| 10 6 5 50 30 95 - | 60
C 4 14 5 10 56 7 50 40 70
D 2 19 2 13 a8 26 26 38
Total 160 | 130 103 | 200
: . . . _Epgy 200
Laspeyre’ index number = x 100 = x 100 = 125
| aspeyre’s price Xn T = Spotle 160
2
Paasche’s price index number = P9 o 100 = 130 100 = 126.21
. Lpd : 3.
Bowley’s price index number
o - (EPIQO‘ . Eplle | (200 . 130)
z Zpy
ot %), 100-= M x 100 = 125.607.
Fisher's price index number '
= 'MX%X —OX@X100:125_605.
ZPoQe  ZPed: 103 -
Marshall Edgeworth’s price index number
= Znlg +q) S I% I 100
Zpylgy + q0) 2Py + ZPoth '
_ 200+ 130
————x 100 =
"~ 1680 + 103 125. 47
A
Example 7. Prepare the index number for 1982 on the basr,s of 1962 for the
-| following data .
Year Commodily Commodity . C‘ommodity‘
d A B C
Price Expenditure Price Expenditure " Price Expenditure
1962 5 50 8. 48 6 24
1982 4 48 7 49 5 15

152 Self-Instructional Material =




Solution. We calculate price index number for the year 1982 by using Fisher’s Index Numbers
method.

Calculation of Index Number

' 1962 - 1982 Py | P, |- . NOTES
Commodity
Py Pgdg r B, P a;
A 5 50 10 4 48 12 60 40
B 8 - 48 6 7 19 7 56 42
C 6 24 4 5 15 . 3 18 20
Total 122 1z | 134 102

Fisher's price index number

[Epgo _ Zoiay 102 112
= x % 100 = X x 100 = 83.59.
Ipode  Epoth 122 134 - 83 5 ’
Example 8. Show that Fisher’s price index number lies between Laspeyre’s and
Paasche’s price index numbers.
Solution. Let L, P and F represent Laspeyre's Pasasche s and Fisher's price
index numbers respectively. :

L=2P1% y 100, p = Z2% 5 100
ZPpogo Zpoq,

EplfIQ X 2P1Q'1 x 100

and Zpody Zpods )
TP = |5 x 100 100 - B0« 0100
Also, L, P, F are positive numbers.
Let L<P. _
: L<P = LL<LP = JfIL<JLP = L<F
Also, L<P = LP<PP = /P <. PP = F<P
: L<F<P,

EXERCISE 8.2

1. PFrom the following data calculate price index by using: )
() Laspeyre's method )
(1) Paasche’s method.

Base year Currenl yvear
‘Commodity - .
Quantity Price Quaniity Price
A 20 4 30 -6 '
B 40 5 60 7
c 60 3 70 4 ]
D 30 2 50 3
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Business Statistics * "2." Calculate price index numbers for the year 1990, by using the following methods:

“(i) Laspeyre’s method _ (i) Paasche’s method
(iit) Bowley’s method . : (v) Fisher's method .
) . (v} Marshall's method.
NOTES ' -
1989 1930
Commaodity ' —
: Price Quaniity Price ' Quantity
A .20 ) 8 - 40, 6
B 50 10 - 60 . B
C 40 15 50 15
D 2 - 20 20 25

3. 'Compute price index number by using Fisher's method.

- A - Base year . Current year
Commodity [ -
) . Price’ Quantity " Price . - Quanitity
A 0 . 12 . 12 15
B 7 15 5 . " 20
. .C ‘ 5 | 24 9 " 20
D 16 5. 14 , -5

4. From the following data construct a price index number of the group of four commodltles
"by using an appropriate formula:

. o Base year - Current year
Commodily , - -
Price per unit Expenditure Price per unit Expenditure
C “(in%) . (in%)
A 2 40 5 ’ 75.
B 4 16 8 " 40
- C 1 10 . 27 24 -
D 5 25 10 80
5. Calculate weighted aggreﬂatwe pmce index number taking 1992 as base, from the
followmg data: .
Commodity Quantity Units ‘ Price in Base . Price in current
: consumed in 1992 | ) year 1992 year 1997
Wheat 4 Qtls perQtl |~ - 80 4 100
Rice 1Qtl per Qtl - 120 © 250
Gram 1Qtl . per Qtl . 100 150
Pulses 2Qtls per Qtl 200 [ 1300
6. Construct Fisher's and Marshall's price index numbers by using the following data:
Commodity ‘Base year - Base year Currenl year Current year
. ) price. quantity price quantity
A 12 © 100, 20 120
B 4 200 4 240
) C 8 120 12 120
b 20 60 - 24 48
E 16 80 : 24 - b2
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7. The prices of four different commodities for 1995 and 1996 are given below. Calculate
the price index number for 1996 with 1989 as base, by using weighted A.M. of price

relatives:
Commodity Weight Price in 1995 Price in 1996
' (in%) (in ¥
A 5 4.5 - 2.0
B 7 3.2 2.5
C 6 4.5 3.0
D , 2 1.8 1.0

8. Itisstated that Marshal Edge worth index number is a good approximation to the Fisher's
index number. Verify this by using the following data:

il

1999 2001
Item
Price Quantily Price Quantily
A S 2 74 3 82
. B 5 125 4 140
o} T 40 8 33
9. Given the data :
Commodity-

A B

Py ) .1 1

d, 10 ' 5

P 2 *

q, 5 2

where p and g respectively stand for price and quantity and subseripts stand for time

periods. Find «x if the ratio between Laspeyre’s (L) and Paasche’s (P) index numbers is

L:P::28:27. -
Answers

(i) 140.38 @) 14114

124.699, 121.769, 123.234, 123.225, 123.323,

Fisher's price index no. = 219.12 5. 148.94

64.01 9. 4

8.118.75
6. 139.729, 139.728

Moo

8.12. CHAIN BASE METHOD

In this method of computing index numbers, hnL relatives are required. The prices of
commodities in the current period are expressed as the percentages of their
prices in the preceding period. These are called link relatives.
Mathematically, ' -
Price in current period
Price in preceding period i
If there are more than one commodity under consideration then averages
of link relatives (A.I.R.) are calculated for'each period. Generally A.M. is used for

x 100

Link Relative (L.R.) =

Index Numbers

NOTES
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dveraging link relatives. These averages of link relatives (A.L.R)) for different time
periods are called chain index numbers. The chain index number of a particular
period represent the index number of that period with preceding period as the base
period. This would be so except for this first period. -

These chain indices can further be used to get index numbers for various periods
with a particular period as the base period. These index numbers are called chain
index numbers chained to a fixed base,

For calculating these index numbers, the following formula is used :

C.B.1. for current period (Base fixed) ]
_ A.L.R. for current period x C.B.L for preceding period (Base fixed)
- 100

There are certain advantages of using this method. By using chain base method,
comparison is possible between any two successive peri(‘)jis. The average of link relatives
represent the index number with preceding period as the base period. This characteristic
of chain base index numbers benefit businessmen to a good extent. In calculating chain
base index number, some items can be introduced or withdrawned during any period. -
In practice, the chain base index numbers are used only in those circumstances, where
the list of items changes very frequently. _ ‘ )

Example 9. From the following data, find index numbers with 1998 as base
by using (i) fixed base method (ii) chain base method. :

Year 1938 1899 2000 2001 . 2002 -
Price per unit (in ) 40 50 €0 . 75 120
Solution. Calculation of index numbers (1998 = 100)
Year J - FEBIL Link Relative C.B.L
1998 40 100 100 ‘ 100
1999 50 50 . 100 = 125 59, 100 = 125 1253100 _ o5
’ 40 40 100
2000 60 80 100 = 150 60 100 = 120 120125 _ 454
40 _50 100
2001 75 75 100 = 187.5 5100 =125  |[125x150 _ o0 s
40 - 60 100
120 120 160 x 1875
00 20 —_ =300 —x 100 =160 — =300
2002 1 20 x 100 =3 75 X 100
F.B.I. for.1999, 2000, 2001, 2002 with base 1998 are 125, 150, 187.5, 300
respectively. ' ' )
C.B.1. for 1999, 2000, ‘2.001, 2002 with base 1998 are 125, 150, 187.5, 300
respectively. .

. Remark. If there is only one series then F.B.I, and C.B.I. with ﬁx base are always same.

- Example 10. The average wholesale prices of three groups of commodiiies for
the years 1988 to 1992 are given below. Compute chain base index numbers with 1988
as base : '

Group 1988 1989 1990 ' 1991 1992
I 6 9 15 21 24
I -24 T80 36 42 54
I 12 15 21 : 27 - 36




Solution. Calculation of C.B.1. (1988 = 100) _ Index Numbers
, Link Relatives - !
Group -
1988 1989 1990 1991 1992
; NOTES
I 100 | 2x100=150 | 2x100=16667] ZEx100=140 | 2% 100= 11429
6 9 15 21 .
30 36 42 54
—x100= =2 % 100 =120 =2 x 100=11667| 2= x 100 = 12857
11 100 24x 125 30>-<10 1_ 36x 42)( 5
15 21 i 27 _ 36 _
I 100 | 5% 100=125 - 5 X 100=140 57 % 100= 12857 57 % 100=13333
Total 300 400 426.67 385.24 376.19
Average of
o .
LR.or GBI 100 % = 133.33 423‘67 =142.22 88524 128.41 372‘19 =126.40
" GBI o | 18838x100 142.22% 18333 128.41x 18962 | 12540 x243.49
Bl 10 100 100 100 100
(1988 = 100 =133.33 =189.62 =243.49 =305.34

C.B.I. for years 1989, 1990, 1991, 1992 with base 1988 are 133.33,189.62,
243.49, 305,34 respectively.

Example 11. Construct, by chain base method, index number of prices in. Kanpur
on base 1990, for the following data :

Year
Commodity -
1990 © 1991 1992 1993
Rice 7.5 8.0 6.0 5.5
Wheat 8.0 6.0 5.5 5.0
Pruilses A 8.4 6.5 5.5
Gur 65 7.5 6.0 5.0
Colion 34.0 30.0 28.0 95.0°
Solution. Calculation of C.B.L (1990 = 100)
Link Relatives
Commodily
1990 1991 1992 1993
Rice 100 | 2x100-10667 | Ex100=75 55 100 =9167
75 ‘ 8 6
Wheat | 100 | ZSx100=75 35 c100=-9167 | 5 x100=9091 i
8 , 6 55
Pulses 100 %x 100 = 114.29 ,_";-33 x 100 = 8125 % » 100 = 8461
~ 75 . 6 5
2 %100=11538 | —x100=80 - | 2x100=83.
Gur . 100 65 . T x 100 6 X 83.33
) 30 | 28 \ 25
- = x100=8823 ZZx100=9333 | 22 x 100 =89.29
C?t.ton 100 31 % 30 x 93.3 T
Total 500 499.57 421.25 439.81
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499.5 421.25 439.81
ALR. 100 — =9991 =84.25 =87.96
3 3 3
or C.B.I
99.91x100 _ 84.25 x 9991 87.96 x 84.17
C.B.l. 100 -T =99.91 —""—__100 '“‘_"'"—'_100
(1990 = 100) = 84.17 =74.04
s C.B.I for years 1991, 1992, 1993 with base 1990 are 99.91, 84.17, 74.04
respectively. '
EXERCISE 8.3
1.

From the following data, find index numbers with 1996 as base by using (i) fixed base

method (17) chain base method. Verify that the index numbers are same :

3. The following table gives the average wholesale prices of three groups of commodities
for the year 1993 to 1996. Compute chain base index number chained to 1993.

I
2.
3.

Self~-Instructional Material

Year

1996

1997

1998

1999

2000

2001

2002

Price per
unit (in T)

5 7

10

8

15

12

17

Compute the fixed base index numbers and chain base index numbers with 1982 as
base, for the following data :

Price (in %)
Commodity
1982 1983 1984 1985 1986
A 2 3 6 6 9
B 10 10 10 15 15
C 4 6 12 15 18

100, 140, 200, 160, 300, 240, 340

100, 133.33, 233.33, 275, 350 ; 100, 133.33, 222.22, 277.77, 342.57
100, 125.93, 133.80, 153.16

Year
Group .
1993 1994 1995 1996
1 400 400 550 600
11 225 400 300 350
111 400 400 425 500
Answers



II. QUANTITY INDEX NUMBERS

Index Numbers

8.13. METHODS OF QUANTITY INDEX NUMBERS . NOTES

Quantity index numbers are used to show the average change in the quantities of
related goods with respect to time. These index numbers are also used to measure the
level of production. In computmg quantiy index numbers, either prices or values are

used as weights,

Let Q,, denotes the quantity index number for the current period. The formulae
for calculating quantity index numbers are obtained by interchanging the role of ‘p’
and ‘¢’ in the formulae for computing price index numbers. Various methods for

computing quantity index numbers are as follows :
1. Simple Aggregative Method

g,
‘ Qp; = >, ==X 100 ’
2. Simple Average of Quantity Relatlve Method
_zZQ
Qm T n
. % n

where @ = quantity relative = 21« 100.
o

3. Laspeyre’s Method

Zgp, .
= ——=-X 100 .
o, ZgoPp

4, Paasche’s Method
. Qy, = P, 100,

Zgqop
5. Dorbish and Bowley s Method
[EQIPO 5111171]
Q= E?opo Z30P1) 100

2
6. Fisher’s Ideal Method

Qm — E(hpo ¥ ZQIPI » 100
U Zgopy XG0Py
7. Marshall Edgeworth’s Method )
EQl(pO + pl) 100

oy = Z(IU(PD +py)
8. Kelly’s Method
Zqp
= —-x100.
o Zgop

(Using A.M.)

(Using G.M.)
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Business Statistics 9, Weightéd Average of Quantity Relative Method

IWQ N :
Qo = W (Using A.M.)
) . W1
NOTES _ . = Antilog [—-—z‘;’vg Q) (Using G.M.)

10. Chain Base Method -

Here also, we define chain base quantity index numbers for a period as the
average of link relatives (L.R.) for that particular period. These chain indices can be
used to obtain quantity index numbers with a common base.

In all the above formulae, suffixe's ‘0" and ‘1’ stand for base period and current
period respectively and

D, = current period price of an item

P, = base period price of an item

q, = current period quantity of an item

q, = base period quantity of an item

Q = quantity relative of an item = T %100

do
W = value weight for an item

» =priee of an item in a fixed period
n = no. of item under consideration.

8.14. INDEX NUMBERS OF INDUSTRIAL PRODUCTION

- The indices of industrial production are caleulated by using the methods of quantity
index numbers. In the formulae for quantity index numbers, we shall take production
in place of quantities. '

Example 12. From the following data, construct the index of industrial
production for the year 1996 and 1997 by the methods :

(7) Simple aggregative method.
(i) Simple A.M. of production relatives.
(i) Siniple G.M. of production. relatives.

Annual Produclion
Commodity
1995 1996 1997
A 20 000 unils - 25,000 unils 26,000 units
B 4,000 uniis 5,000 unils 4,000 units
C 7,000 units 7,000 units 12,000 uniis

Solution. Let the suffixes 0, 1, 2 refer to the data relating to years 1995, 1998
and 1997 respectively.
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Calculation of Index Numbers

. Annual Production - Production Relatives
Commodity ’ ;
4 .q g |@ =% x100|Q,=2 x 100 logQ, | logQ,
90 do

A 20,000 |. 25,000 26,000 . 125 136 2.0969 | 2.1139

B 4,000 5,000 4,000 {- 125 100 2.0969 | 2.0000

C 7,000 7,000 12,000 100 171.43 2.0000 | 2.2340

Total 31,000 | 37,000 42,000 3-50 401.43 6.1938 | 6.3479

(@) Index of industrial production of 1996 with base 1995
Zq; 37000

| =Qy = s 100- m 100=119.35
Index of industrial production of 1997 with base 1995
_ 42000
| = Q= Eq x 100 = 31000 x 100 = 135.48.
(#i) Index of industrial production of 1996 \yith base 1995
=y =20 =30 _q5667
Index of industrial production of 1997 with base 1995
pX
= Qe = Q2 = % =133.81.

(zer) Index of i.n_du_strlal productlon of 1996 with base 1995

= Qg = AL (MJ = AL [@] = AL (2.0646) = 116.10
.n - i

Index of industrial production of 1997 with base 1995
= Q= AL (5‘—1‘1591) = AL [&;”9] — AL (2.1160) = 130.60.
n

Example 13. From the following data, construct quantity index numbers for
1986, by using the following methods :

@) Simple aggregative method
(i) Laspeyre’s method
ity Paasche's method
@v) Dorbish and Bowley’s method
() Fisher's method ;
(vi) Marshall Edgeworth’s method

; 1995 1996
Commodily
Price Value Price Value
A & 80 10 . 110
B 10 90 12 108
C 16 256 20 340

Index Nunibers

NOTES
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. Business Statistics Solution. Calculation of Quantity Indéx Nos. (1995 = 100)

Commodily o Value 4q, Py Value q, Q1P 90,
Q9Pg q:Py
NOTES - A 8 |- 80 10 10 110 11 88 100
B 10 a0 9 . 12 108 9 90 108
C 16 256 16 20 340 17 272 320
Total | 426 35 558 37 450 .| 528

(#) Qq, by simple aggregative method

_ I _ 37 _ :
= Y, x 100 = 35 x 100 =105.71

(ii) Laspeyre’'s quantity index no.

2q1py « _ 450
= —— %X 100= —: x 100 = 105.63
Zgopy - 426 _ '
(iii) Paasche’s quantity index no.
_Zgpy 0 558
. | = . % 100 = 598 X 100 = 105.68
(iv) Dorbish and Bowley’s quantity index no.
(E%Po + E121113'1] (§§Q+@J
= \MoPo_ ZDoPr) oy \426 528) 00 0c 66
. . 2 - ' 2
(v) Fisher's quantity index no.
- N 450 558 '
= [20P0  ZOPL g 450, 558 00 = 105.66

4Py ZQOE . V426 528
(vi) Marshall Edgeworth’s quantity index no. ‘

' — EQI(pO + pl) % 100 — qupo + Eglpl x 100
Zgo(po + 1) Zgopg + Zgop
450 +558

= 126+ 598 X 100‘= 105.66. ] .

III. VALUE INDEX NUMBERS

8.15. SIMPLE AGGREGATIVE METHOD OF VALUE
INDEX NUMBERS

The simple dggregative method of computing value index number (V) is given by
'- _ Ip ’
o Zpeqge
where Zp g, = sum of values of items in the current period

x 100

f Zpq, = sum of values of items in the base period.
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Example 14. Calculate value index number for 2000 for the following data :

1998 2000
Item -
Price quanlily Price Quantity

A 4 12 5 24 |

B 8 b5 12 10

C 12 "6 - 10 8

D & 10 5 _ 12
Solution. Calculation of value index number (1998 = 100)

Item Dy 9p D, q; FPo%o P4
A 4 12 5 18 48 120
B 8 15 12 10 120 120
e 12 {] 10 8 72 80
D 5' 10 b 12 850 60

Total 290 380

. 380
Value index number = p22UIN x 100 = — = 100 =131.03.
Zpody 290
EXERCISE 8.4
1. Compute by Fisher's index formula, the quantity index number for the data given below :
Baéé year Current year '
Commoditly —
Price Total value Price -Total value

A 10 100 8 95

"B 16 96 14 98

-C - 12 36 10 40

2. By using the following methods, calculate quantity index numbers for the year 1995 for

the following data :

(i) Simple A.M. of quantity relatives

{iii) Paasche's method

(i) Laspeyre's method

(#v) Dorbish’s method

(v) Fisher's method (vi) Marshall's method.
. 1993 ! 1995
Commodity - _
Price Quanlily Price Quanliity
A 4 10 5 12
B 6 B 7 10
C 10 5 .12 4
D 3., 12 4 15
E 5 7 5 8

-3. Calculate quantity index numbers for the given data, by using the following methods :
(i Dorbish’s method
(¢i7) Marshall's method.

(i) Fisher's method

¢

* Index Numbers

NOTES
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Business Statistics
Base year Current year
Item : :
: Price per unit Quanliity Price per unit Quantity
A 5 7 7 4
NOTES B 3 9 4 3
C 1 5 1 5
D 4 4 3 6
E 2 8 2 10
F 1 2 2 6
G 4 5 6 4

4. Caleulate value index number for the following data :

Base year Currenf year
Commaodily -
Price ) Quaniity Price Quanlity
A 2 8 4 6
B 5 10 6 i 5
C 4 14 5 10
D 2 19 : 2 13
Answers

1. 120.654 ,

2. 112.857,111.488, 111.647, 111.565, 111.565, 111.572 .

3. 97.984, 97963, 97.768 ) 4. 81.25.

8.16. MEAN OF INDEX NUMBERS

IfI, L, ... , I, are the index numbers of . groups of related items, then the index

-numbers of all the items of n group taken together is calculated by taking the average
of these index numbers. Generally, A M. is used-for averaging the index numbers. If
weights are attached with different index numbers, then weighted A.M. is to be
calculated. SR

. Let-I be the index number of all the items of n groups taken together, then

Li+1, +....+1I b |
=12 L oje, Is=—
n n
W, W, ..., W, be the weights of index numbers | PP PR , L respectively,
then
Wil +Wol, + L+ W T, ZWI
I= or [=——,
: Wi+ W+ + W, W
- If G.M. is to be used for finding index number of combineéd group, then
WilogI, + Wylogly +...+ W, log I ZWlogl
I= 1 1 2 2 n n = ]
AL( Wi+W, +. + W, ; I=AL Sw
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Example 15. Construct the index number of business activity in India for the Index Numbers
following daia : .

/ ! ‘

Ttem - ~ Weightage Index
(D) Industrial Production 36 250 NOTES
(i) Mineral Production 7. - 135
(tii) Internal Trade 24 200
(iv) Financial Activity . - 20 U 135
(v) Exports and Imports 7 3825
(vi) Shipping Activity 6 ) 300
 Solution.  Calculation of Index No. of Business Activity
Item Weightage W Index I /]
- (2) Industrial Production 36 250 9000
(if) Mineral Production 7 135 . 945
(iit) Internal Trade 24 200 4800
(iv) Financial Activity 20 © 135 : 2700
(v) Exports and Imports 7 325 2275
(vi) Shipping Activity 6 . 300 1800
Total ' 100 21520
- | : SWI 21520
Ierex No. of combined group = W 100 C 215.2,
Example 16. Calculate the index number of crime for 1994 with 1993 as base.
Crime group 1993 1994 ~ Weight
Robberies " 13 8 6
Car thefts 15 ' 22 5
Cycle thefts 249 185 4
Pocket picking . 328 259 1
Thefts-by servants 497 . 4487 2
Solution. Calculation of Index No. of Crime
Crime group c, c, W 1=ZLxio0| Wl
s 0
Robberies 13 8 ‘6 . 61.54 369.24
Car thefts . 15 22 5 146.67 733.35
Cyecle thefts 249 185' 4" 74,30 297.20
Pocket picking 328 259 1 78.96 78.96
Thefts by servants 497 448 2 90.14 180.28
Total ) 18 , 1659.03
IWI 1659.03
Index No. of combined group = -F7=—"—"=192.17.

W 18
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EXERCISE 8.5
1. Construct index number of combined group for the following data :
NOTES Group A B c . D E
' Index No. 110 95 160 170 200
Weight 4 2 1 1 2

4

2. The following are the group index numbers and group weights of an average work'ing ‘
class family's budget. Construct the cost of living index.

Group Food Fuel Clothing Rent Misc.
Index Nos. 352 220 230 160 190
Weighit 48 10 8 12 15

8. The combined index number for the following data is 138.858. You are required to find
the gr oup index for the group ‘D .

Group A B C D E _ F
Index No. o 135 152 124 ? 107 .139
Weight 61 .73 19 41 -{ 26 82
Ans_w‘ers
1. 136 ‘ 2. 276,409 - 3. 148

IV TESTS OF ADEQUACY OF INDEX NUMBER FORMULAE

8.17. MEANING OF ADEQUENCY OF INDEX NUMBER

We have studied a large number of methods of constructing index numbers. Statisticians
have developed-certain mathematical criterion for deciding the sup eriority of one method
over others. The followmg are the tests for Judgmg the adequacy of a partlcular index
number, method : y .
(&) Unit Test. (if) Time Reversal Test.
(iiiy Factor Reversa'l Test. (fvy Circular Test.

8.17.1. Unit Test (U.T.)

An'index number method is said to satisfy unit test if it is not changed by a change in
the measuring units of some items, under consideration. All methods, except simple
aggregative method _satisfies this test.
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8.17.2.  Time Reversal Test (T.R.T.) '

An index numbers method is said to satisfy-time reversal test, if
Igy X Ty =
where I, and I,, are-the index numbers for two periods with base period and current
period reéversed. Here the index numbers I, and I, are not expressed as percentages.
The following methods of constructing index numbers satisfies this test :
(@) Simple Aggregative Method.
(u) Simple G.M. of Price (or Quanity) Relatives Method.
(tii) Fisher's Method. .
(iv) Marshall Edgeworth’s Method.
(v) Kelly's Method.

Now, we shall illustrate this test by verifying its validity for Fisher’s price index
number method.

Ipgo , 211 _{Zpeq: , oo
=0 x nd P, = x =220
Ipoqo  ZPody t Ipigr  ZP19

where P,, and P, are the prlce index numbers for the periods #; and t, with base
periods #, and £, respectwel)

N P oxp. = \lzpﬂn P10 X\FPOQI  ZPod0
o 007107 Y3psge Zpotr YEPY1  ZPago

We have

=41 =1

szlqo g1 ZPods ,, ZPodo

Ipyay  Epody IMd  ZPdo
Py xPp=1 |

Example 17. Calculate price index number for the year 1996 from the following

data. Use geomelric mean of price relatives. Also reverse the base (1996 as base) and
show whether the two results are consistent or not.

Index Numbers

NOTES

Commodity Average price 1990 (3) Average Price 1996 )
A 16.1 14.2
B 8.2 87
. C 15.1 12,5
D 5.6 1.8
E 11.7 13.4
F 100 117
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NOTES

Index No. for 1996 °

Solution.
— "
Commodity . D, by P= ;— x 100 log P
. 0
A 16.1 14.2 14.2 x 100 = 80.20 1.9455
16.1
87
B - 9.9 8.7 9p X 100= - 94.57 1.9757
c 15.1 12.5 25 100 =82.78 1.9179
¥ ' 151 o
. 4.8
D 5.6 4.8 Tg X 100=8571 1.9331
lﬁ 1.7 13.4 134 1 14.53 2.0589
1._ 3. 7 X 00=114. .
F 100. 117 _ 117 %100 = 117 1.0682.
100
h=26 Zlog P=11.8993

Price index no. for 1996 =AL (zl"—gp) — AL [E@] = AT, 1.9832 = 96.20.

n 6
Index No. for 1990
. - _ M
Commodity Py Py P= p_ x 100 log P
0 v
161 .
A 14.2 16.1 5 X100=113.38 2.0547
: 142 _
’ 92
B 8.7 9.2 37 X 100 =-105.75 2.0244
2 5 - 3oL x 100 =120.80 2.0820
C 12.5 15.1 125 10 0. .
. b8 -
. D 48 86 . 18 x 100 = 116.87 2.0671
‘E 134 11.7 -. m X 100 87.31 1.9410
CE o - 134 ‘
- F 200 85.47 9319
117, 100 117 - X 100=854 1.931
n=6 Zlog P=12.1011

ZlogP
Price index no. for 1990 = AL( Zg J

" (121011
AL[ 6 ]

= AL 2.0169 = 104.

Product of mdex numbers = 96.20 x 104 = 10004.8 = 10000 {(nearly)

Since the index numbers are expressed as percentages, the T.R.T. is satlsﬁed if
their produects is (100)2, which is 10000.

The index numbers are consistent. _
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- 8.17.3. Factor Reversal Test (FR.T.) Index Numbers

An index number method is said to satisfy factor reversal test if the product of price
index number and quantity index number, as calculated by the same method, is equal
to the value index number. . NOTES

In other words, if P, and Q,, are the price index number and quantity index
number for the period ¢, corresponding to base period ¢, then we must have

. ZDqy
Py XQp =Vg = S Poda
Fisher's index number method is the only method which satisfies nhis test.
Let P,, and @, be the Fisher's price index number and quantlty mdex numbers
respectively, then

21pqo E]-"1‘11 and Q. = g4 P XZQ1P1
Zpogo Zpo‘h Gl ZgoPo  ZqoP1’

XP1do ZP1Q’1 % Zq1pg XEQ1P1
2ZpoGo zIJofh Zqop0  Zq0P1

J P190 Zp1q1 % 2q1Po % Zqp
Zpyag Epufh Zgop0  Zgo;

Now P, x Q=

_ \,EPJQO « I % ZPod1 % Ing IZP1Q1 XEpigy _ 2md
Spodo  IPodi Podo  Pido  \ZPodo XIPoGo  ZPodo

= Value index number.
Fisher's method satisfies this test. .

8.17.4. Circular Test (C.T.)

An index number method is said to satisfy the circular test if I, I;,, Ty, ..., I 4,
and I, are the index numbers for the periods ¢,, £,, i, ...... , t,, t, corresponding to base
periods £, &), by, ..., L, L, Tespectively, then

Ty x T, % T, % xI xLg=

Here, also, the index numbers have not been expressed as percentages by
multiplving by 100.
Ifn=1 wehavel, xI =1
This is nothing but the condltlon of T.R.T. Thus, we see that the cn:cular test is
an extension of T:R.T.
If n=2, we have
I Xy xIpe=1 or Iy %I, =Ig,. (v Tge*Ip=1)
The following methods satisfies circular test :
() Simple Aggregative Method.
(i) Simple G.M. of Price (or Quantity) Relatives Method.
(@ii) Kelly's Method.
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NOTES

" Now, we shall illustrate this test by verifying its vahchty for simple aggregative
method for price index numbers.

: _In _ 2Dy Epo ~
Here PO]. - z__ ] P12 - z_— ] 20 E tr
. el D1 Py
z b -
Poy X Py, X Py = ZP1 X sz X zpo = 1.
Lo D Do

Slmple aggregative method satisfies this test.

Example 18. With the help of following data show that Fisher’s :deal index
salisfies time and factor reversal tests. -

1993 18894
Commodity . . -
Price Value Price Value
A 8 80 10 100
- B 10 20 12 36
- 5. 25 5 30 -
. D 4 16 8 40
Solutlon Let sufﬁxes ‘0 and ‘ 1’ refers to data for penods ‘1993 and- 1994
respectively. .
Verification of T.R.T. and F.R.T. for Fishgr’s Method
Comm'o?’ity Po . Podo by Pia; 9 . qx P14y Pyq;
A 8 80 10 100 10 10° ~ 100 80
B' 10. 20 12 . 36 -2 3 24 30
c . 5 25 - 5 30 "5 6 25 30
D 4 16 8 40 4 5 32 20
Total 141 206 ' 181 |- 160

Verification of T.R.T.

P,, =TFisher's price index number for 1994 with base 1993 (= 1)
Do . EPdy _ /181 206
J Zpodo  Zmeg, V141 160 =1 28559
P,,=TFisher’s prlce index number for 1993 with base 1994 (“ 1)
Zood1 . ZPodo J 160 141
— b 4 -
- \/zplth Ipigo Y206 181 181 = 0-77785.
Now Py x P, = 1.28559 x 0.77785 = 0.9999961 = 1 (nearly).
TR.T. is' verified.. -
Venﬁcarmu of FR.T.
P, = Fisher's price index number for 1994 with base 1993 (= 1)

Zpido 2oy _ 181 206
Pyt Zpoql V141" 160
" Qy = Fisher's quantity index number for 1994 w1th base 1993 =1).

" (Zg1pg z‘?1}’1 _ [Zpsa, ZPl‘h 160 206
= V141 181 L 18645,

quopo Zqop1 Vzpoqo EPIQD

=1 28559
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Vo1 = Value index number for 1994 w1th base 1993 (— 1)

_Ipay _ 206

T3V,

Now, Py, X Qg =

Sppg 141

o F.R.T. is verified.

1. Compute Fisher's ideal index number for. the following data and show that it satisfies -

= 1.46099.
1.28559 x 1.13643 = 1.46098 =

EXERCISE 8.6

tlme reversal test and factor reversal test.

Vo (mearly).

1989 1930
Commodily i
Price Quantily Price Quantity
A 4 40 5 50
B 8 64 9’ 80
C 10 70 10 70
D 2 10 4 16

2. Prove using the following data that time reversal test and factor reversal test are satisfied
by Fisher's Ideal Formula for Index Numbers : .

Base vear Current year
Commodily
Price Quantity Price Guaniity’

A 6 50 10 56

‘B 2 100 2 120
C 4 60 6 60
D 10 30 12 . 24
E 8 40 12 36

3. Verify the ‘factor reversal test’ by using the following data :
1993 1994

Tiem -

: Price per unit Expenditure Price per unit’ Expendilure
A 5 125 6 180 '
B 10 ) 50 15 90
C 30 3 60
D a6 5 75

4. With the help of data'given below, compute Fisher's Ideal Index and shiow that it

satisfies the time reversal and factor reversal tests.

1996 (Base year) 2002 (Current year)
Commodity .
Price () Qly. Price ?) Ly
A 0 30 . 60 ' 20
B a0 40 60 40
c - 70 20 90 20
D 20 30 10 50

Index Ntmﬁbers

NOTES
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NOTES

V. CONSUMER PRICE INDEX NUMBERS (C.P.L)

8.18. MEANING OF CONSUMER PRICE INDEX

There is no denying the fact that the rise or fall in the prices of commodities affect
every family. But, this effect is not same for every family because different families
consume different commodities and in different quantities. Car is not found is every
house. Milk is used in almost every family but there are very few families who can
afford to purchase even more than 5 litres of it, daily.

The index numbers which measures the effect of rise or fall in the prices of
various goods and services, consumed by a particular group of people are called
consumer price index numbers for that particular group of people. The consumer
price index numbers help in estimating the average change in the cost of maintaining
particular standard of living by a particular class of people. )

8.18.1. Procedure

The first step in computing consumer price index number is to decide the category of
people for whom the index is to be computed. While fixing the domain of the index, the
income and occupation of families must be taken in to consideration. Different families
consume different commodities and that too in different quantities. For a particular
category of people, it can be expected that their expenditure on different commodities
will be almost same.

For computing index, enquiry is made about the expenditure of families on
various commodities. The commodities are generally classified in the following heads:

(@ Food - (b) Clothing
(¢) Fuel and lighting (d) House rent -
{e) Miscellaneous.

After the decision about commodities is taken, the next step is to collect prices
of these commodities. The price quotations must be obtained from that market, from

‘where the concerned class of people purchase commodities, The price quotations must

be absolutely free from the personal bias of the agent obtaining price quotations. The
price quotations must preferably be cross checked in order to eliminate any possibility
of personal bias.

All the commodities which are used by a particular class of people cannot be
expected to have equal importance. For example, ertertainment and house rent can
not be given equal weightage. Weights are taken-in accordance with the consumption
in the base period. Either base period quantities or base period expenditure on different
items are generally used,as weights for constructing C.P.I. The base period selected
for this purpose must also be normal. '
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8.18.2. Methods

There are two methods of computing consumer price index numbers,
(i) Aggregate expenditure method.
(if) Family budgc_at method. .

8.18.3. Aggregate Expenditure Method

In this methed, generally base period quantities are used as weights.

Ip1do

x 100
ZPodo

Consumer Price Index No. =

where ‘0" and ‘1’ suffixes stand for base period and current period respectively.

Ip,q, =sum of the products of the prices of commodities in the current period
“with their corresponding quantities used in the base period.
Ipod, =sum of the products of the prices of commodities in the base period
with their corresponding quantities used in the base period.
Sometimes, current period quantities are also used for finding consumer price
index numbers. ,
Example 19. Calculaté weighted average of price relative index number from
the following data :

Item Unait Base year Base year Current year
quantity Price (%) Price (3)
Whea Per QU 1 Qi 200 250
Sugar Per kg 50 kg 5 7
Mill Per litre 50.litres 5 [
Cloth Per meter 20 metres. 10 15
House Per house I 50 80
Solution. Calculation of Cost of Living Index Number
Ttem q, Py b, Pop P
Wheat 4 200 250 800 1000
Sugar 50 5 7 250 350
Milk 50 b 6 250 300
Cloth 20 10 15 200 300
House 1 50 _ 80 50 80 .
Total 1550 2030
Iy 2030 _
Cost of living index number =-— - x100= x 100 = 130.97.
! g ZpoQy 1550
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8.18.4. Family Budget Method

In-this method, the expenditure on d]fferent; commodities in the base period, are used .
as weights.

IPwW

er Price I .=
Consumer ?rlce ndex No W

where. P = Price relative = ﬁ—l X 100 :
0

Do Py refers to prices of commod.mes in the base per:lod and current penod

respectwely
W=pa,

K . Wehave CPI =

z(&x 100] Podo : :
IPW _ \po. _ Z(p, x100)go _ Zpiqe

W

PoQo

the base period are glven on percentage ba51s

Example 20. An enquiry into the budgets of middle. class families in a certain

city gave the following rnfor:rnatwn :

Zpydo’
Therefore, the C.P.1. calculated by using both methods would be same. Family |
budget method is particularly used ‘when the expenditures on various items used in

Zpogo

Item % of lotal Price in 2000 Price in 2002
Expenditure (in%) (in%)
Food 35% 150 145
Fuel - 10% ° 25 23
Clothing 20% 75 65
Rent 15% 30 30
Miscellaneous 20% 40 45

What is the cost of liuiﬁg index number of 2002 as compared with 2000 ?

Solution.  Calculation of C.P.I. by Family Budget Method
Item | p=~£L 7 PW
Dy by = x 100 W PW
Po
Food 150 145 96.67 35 3383.45
Fuel 25 - 23 92 10 920
Clothing . - 75 65 86.67 20 . 1733.4
Rent 30 30 100 15 1500
Miscellaneous 40 45 112.5 20 - 2250
- Total ’ 100 9786.85
ZPW 9786.85
P I N = 97.865.
Cénsumer rice ndex 0. ,_Z‘.W 100 9'7 865
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Exampile 21. From the following data relating to working class consumer price .  Index Nmbers
index of a city, calculate index numbers for 1999 and 2001. .

Group’ Food Clothing Fuel House rent | Misc. ,
Weight ' 48 s 7 13 14 " NOTES
Index number 1999 o 120 110 100 110

Index number 2001 180 | .. 125 120 100 135

The wages were increased by 8% in 2001. Is this increase sufficient 2

Solution, - Caleulation of C_.P.I. for 1999 and 2001
Group | Weight(W) | L No.1999(1) |L No.2001(l) | WI, | Wi,
Food 8 110 130 5280 6240 .
Clothing . 18 . 120 125 | 2180 2250
Fuel 7 _ 110 . 120 770 840
House rent - 13 . 100 100 1300 © 1300
Mise. 4 110 135 " 1540 1890
Total 100 . o : 11050 | 12520
IWI;" 11050
P.1 fi =——= = .
C.P.1 for 1999 W 100 110.5
IWI, 12520 .
C.P.I for 2001= W= 100 125.2 . .
125.2 - 1105 147
%41 i 1 = — % = =13 39
a increase in C.P.I. in 2001 1105 100 1105 X 1-00 13.3%

An increase of 8% in wages-is insufficient. to maintain the standard of living
as in 1999.
Example 22. From theinformation given below, calculate the cost of living index
nember for 1975, with 1974 as base year by the Family Bydget method:

Item Quanlity Unit Price
consumed

§ . . . 1974 1975
Wheat 2 Quinlals Ruintal 75 . 125
Rice 25 hilograms: hg . 12 T 16
Sugar 10 kilograms I 12 . 1s
Ghee © 5 kilograms kg 10 . ) 15
Clothing © 25 melres . melre I ¥ ’ 5
Furel - 40 litres litre To10 12
Rent one house ’ one ' 25 40
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Business Statistics’ Solution. Calculation of C.P.I. by Family Budget Method

Ttem q Dy », p= —}% x100 | W=p,g WP
"NOTES Wheat | 2 75 125 | 16667 150 25000.50
- Rice 25 12 - 16 133.33 300" | .89999.00
Sugar 10 12 16 . 133.23 ) 120 15989,60
Ghee -5 10 15 - 150.00 50 . 7500.00
Clothing 25 4.5 5 111.11 112.6 '12499.87
Fuel 40 10 12 120.00 400 48000.00
Rent 1 25 40 160.00 25 4000.00
Total . 1157.5 152988.97
s ) IWP 15299897
! N ice i = = = .18.
. ow, consumer price index number SW . 11575 132.18
EXERCISE 8.7 -
1. Construct the cost- of living index number from the following data:
] Group . Index for 1992 % of Expenditure
Food 550 46
Clothing 215 - 10
Fuel and Lighting 220 . . 7
House rent 160 ‘ ; 12
Miscellanecus 275 25

2. Calculate the cost of living index for the following data:

Group Pricein Base year Price in Current year Weight
Food 39 47 ' 4
Fuel 8 . 12 1
Clothing 14 ] 18 3
House rent 12 15 .2
Miscellaneous 25 - " 30 S

3. Construct a cost of living index number from the following price relatives for the year'
1985 and 1986 with 1982 as base giving weightage to the following groups in the
proportion of 30, 8, 6,4 and 2 respectwely

]

Group 1982 1985 1986
Food 100 114 1 = 118
Rent - 100 o115 ' 125
Clothing ' 100 108 - 110
Fuel . 100 - : 105 104
Mise. -100 102 104
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4. From the following data, find the cost of living index number of 1980 on the basis of 1970
. by the Family budget method:

Index Numbers

Item Quantily Unit Prices .
consumed 1970 1980 NOTES 7
Wheat 2 quintals Qtl. 50 75
Rice 25 kilograms Qtl. ~ 100 120
Sugar 10 kdlograms . Qtl 80 - 120
Ghee (Desi) 5 Idlograms ke. 10 |- 10
‘Ghee (Dalda) 5 kilograms kg. 3 5
ol 25 kilograms Qtl. 200 200
Clothing 25 metres metre 4 5
Fuel N 4 quintals Qtl ' 8 - 10
Rent. One House House 90 25 )

5. Taking 1996 as base, construct a consumer index for the year 1998 from the following
data:

Item Unit Price (1996) Price (1998) Weight
A. Kg. 0:50 0.75 10%
B Litre ; 0.60 0.75 25%
C Dozen 2.00 2.40 20%
D Kg. 0.80 1.00 40%
E One pair - 8.00 10.00 5%

6. Anengquiryinto the budgets of the middle class families of a certain city revealed that on
an average the percentage expenses on the different groups were:
Food 45, Rent 15, Clothing 12, Fuel 8, Miscellaneous 20.
The group index numbers for the current year as compared with a fixed base year were
respectively 410, 150, 343, 248 and 285. Calculate the cost of living index number for the
current year. '
Mr. X was getting 7200 p.m. in the base year and ¥ 12900 p.m in the current year. State
how much he ought to have received as extra allowance to maintain his former standard
of living.

Answers

3.112.24, 115.28

' 2.126.16 4. 126.75

6. T 10500,

1. 37785
5. 126.50

EXERCISE 8.8

1. “Index Numbers are economic barometers”. Discuss this statement. What precautions

will you take while construction an index number ?
2. Distinguish between fixed base and chain base index numbers.
3. State the different uses of index numbers.

4. Explain the use of index numbers. What are the difficulties in the construction of index
number? : '

5. Explain different types of index numbers. Examine the various problems involved in the
construction of an index. Discuss in brief the use of an index number.
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Business Statistics 6. State and explain the fisher's ideal formula for pt:ice index number. Shoiv how it satisfies .

7..

NOTES

the time reversal and factor reversal test, Why is it used little in practice?

Discuss the probiems involved in the construction of an index number.

8.19. SUMMARY

178  Self-Iustructional Material

The index numbers are defined as specialized averages used to measure change
in a variable or a group of related variables with respect to time or geographical
location or some other characteristic. )

The index numbers are used to measure the change in production, prices, values

 ete., in related variables over time or geographical location: The barometers are .

used to study changes in whether conditions, similarly the index numbers are .
used to study the changés in economic and business activities, That is, why, the

" index numbers are also called ‘Economic Barometers’, '
Index numbers are used for computing real incomes from money incomes. The

wages, dearness allowances etc., are fixed on the basis of realincome. The money
income is divided by an appropriate consumer's price index number to get real

income.

Index numbers aré constructed to compare the changes in related variables
over time. Index numbers of industrial production can be used to see the change ’
in the production that has occurred in the ¢urrent period.

Index numbers are used to study the changes occurred in the past. This’
knowledge help in forecasting. - .

Index numbers are used to study the changes in prices, industrial production, -
purchasing powers of money, agricultural production etc., of different countries.
With the use of index numbers, the comparative study is also made possible for
such variables. i

Quantity index numbers are used to show-the average change in the quantities
of. related goods with respect to time. These index numbers are also used to
measure the level of production. '

An Index number method is said to satisfy unit test if it is not changed by a

“change in the measuring units of some items, under consideration. All methods,

except stmple aggregative method, satifies this test.

The index numbers which measures the effect of rise or fall in the prices of
various goods and services, consumed by a particular group of people and called
consumer price index numbers for that particular group of people. The
consumer price index numbers help in estimating the average change in the -
cost of maintaing particular standard of living by a particular class of people.

v
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Regression Analysis

NOTES

9. REGRESSION ANALYSIS

STRUCTURE

9.1. Introduction

9.2. Uses of Regression Analysis

9.3. Types of Regression

9.4. Regression Lines

9.5. Regression Equations

9.6. Step Deviation Method

9.7. Regression Lines for Grouped Data

9.8. Properties of R’egréssion Coefficients and Regression Lines
9.9. Summary

9.1. INTRODUCTION

The literal meaning of the word ‘regression’ is ‘stepping back towards the average'. , N
British biometrician Sir Francis Galton (1822-1911) studies the heights of many
persons and concluded that the offspring of abnormally tall or short parents tend to
regress to the average population height. In statistics, regression. analysis is concerned
with the measure of average relationship between variables. Here we shall deal with
the derivation of appropriate functional relationships between variables. Regression
explains the nature.of relationship between variables.

There are two types of variables. The variable whose value is influenced or is to
be predicted is called dependent variable (or regressed variable or predicted variable or
explained variable). The variable which influences the value of dependent variable is
called independent variable (or regressor or predictor or explanator). Prediction s
possible in regression analysis, because here we study the average relationship between
related variables.

9.2. USES OF REGRESSION ANALYSIS

The tools of regression analysis are definitely more important and useful than those of
correlation analysis. Some of the important uses of regression analysis are as follows:

(i) Regression analysis helps in establishing relationship between dependent
variable and independent variables. The independent variables may be more than
one. Such relationships are very useful in further studies of the variables, under
consideration.
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(1) Regression analysis is very useful for prediction, Once a relation is established
between dependent. variable and independent variables, the value of dependent variable
can be predicted for given values of the independent variables. This is very useful for
predicting sale, profit, investment, income, population ete.

(t1z) Regression analysis is specially used in Economics for estimating demand
function, production function, consumption function, supply function ete. A very
important branch of Economics, called Econometrics, is based on the techniques of
regression analysis. '

(iv) The coefficient of correlation between two variables can be found easily by
using the regression lines between the variables.

9.3. TYPES OF REGRESSION

If there are only two variables under corisideration, then the regression is called simple
regression. For example, the study of regression between ‘income’ and ‘expenditure’
for a group of family would be termed as simple regression. If there are more than two
variables under consideration. then the regression is called multiple regression. In
this text, we shall restrict ourselves to the study of only simple regression. The
regression 1s called partial regression if there are more than two variables. under
consideration and relation between only two variables is established after excludihg
the effect of other variables. The simple regression is called linear regression if the
point on the scatter diagram of variables lies almost along a line otherwise it is termed
as non-linear regression or curvilinear regression. '

9.4. REGRESSION LINES

Let the variables under consideration be denoted by ‘&’ and ‘y’. The line used to estimate
the value of y for a given value of x is called the regression line of yon x. Similarly, the
line used to estimate the value of x for a given value of y is called the regression line of
rony. In regression line of y on x (x on y), the variable y is considered as the dependent
(independent) variable whereas x is considered as the independent (dependent) variable.
The position of regression linies depends upon the given pairs of value of the variables.
Regression lines are also known as estimaiing lines. We shall see that in case of perfect
correlation between the variables, the regression lines will be coincident. The angle
between the regression lines will increases for 0° to 90° as the correlation coefficient
numerically decreases from 1 to 0. If for a particular pair of variables, r = 0, then the
regression lines will be perpendicular to each other. The regression lines will be
determined by using the principle of least squares.
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9.5. REGRESSION EQUATIONS .

We have already noted that for two variables x and y, there can be two regression
lines. If the intention is to depict the change in y for a given change in x, then the NOTES -
regression line of y on x is to be used. Similar argument also.works for regression line
of x on ».

(i) Regression equation of y on x. The regression equation of y on x is estimated
by using the ‘principle of least squares’. This principle will ensure that the sum of the
squares of the vertical deviations of actual values of y from estimated values for all
possible values of x is minimum. '

SCATTER DIAGRAM

le.

Mathematically, Z(y — )% is least, where y and y_.are the corresponding actual
and computed values of y for a particular value of x.

Let n pairs of values (x;, ¥,), (%, %), ..., %, ¥,) of two variables x andy be given.”
Let the regression equation of y on x be y=a + bx. (D

By using derivatives, it can be proved that the constants a and b are found by
using the normal equations : .
: ‘ Ty=an+ bSx A2

and ey = aXx + bZa?. ()
Dividing (2} by n, we get ’
%y =a+b &
n n
= : Fy=a+bx ' . (4)
Subtracting (4) from (1), we get
y-y=blx -%) ' ..(5)

-Multiplying (2) by Zx and (3) by n and subtracting, we get
Ev)Ey) —nZxy = b(Zx)? — bnIad :
= nZxy — (Zx)(Zy) = b(nZx? — (Zv)?)
_ n¥xy - (Zx)(Zy)
n¥x? - (x)?

The constant b is denoted by byx and is called regression coefficient of y on x.

b
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* Thus we see that the regression eﬁuétion ofyonxisy- ¥y=b, (x-%),

—_ XX
where X=—, ¥
n

(5) : = Y= y =by.r (.\: x), where b M )

| - (=)
' Remark_ b M]_mphes . '
(Ex)z . . R .
. Co st -y Ziz,_(z_yjz
b- nZxy - (x)Z) ‘ AV BN .
Jnfxz—(mz Vnm? -y e - (e Ex_""_(& ’
) n - n n
' o
<. byx =r i .

-

_xy b= REXY — EX)(Ey)
n’' T

. G
. 5, which is also equal tor ¥,
Ix — (EX) ) ' i 0.-x

Example 1. Find byx from th;z-.fo_llt-Jwiug dateq ;
=52, (7, 4,83, (4, 9,6, 1),

Soliition. Calculation of byx

S. No. X ¥ xy x®
1 5 2 10 ° "~ o5
2 7 4 28 k 49
3 8 3 24 | " 64
4 4 2 8 16 .
5 6 4 - 24 36

n=5 Fx=130 Sy=15 Ty =94 ¥a?=190
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_ nBxy ~(Sx)(%y) _-5(94)-(30)15) _20 _
7 pEx® - (3x)? T 5(190)-(30)2 50
-Example 2, Find the most likely price in Mumbai correspondmg to price of 175

at Calculta from the following data :

Caleutia Mumbai
Average price . o T65° 268
S‘tﬁandard deviation”™ | - T25 '_ T35

" Coefficient of correlatwn beliveen two prices =0.78.
Solution. Let the * price in Calcutta and ‘price m Mumbai' be denoted bv xand

¥y respectlvely

We have % =% 65, . y=%68, X
0,=%25, ) 0'—?35 r=0.78. :

The regression lme ofy on xlsy y= b L e—X). _

= y—y =r G— (x-%) = y—-68=0.78‘><-% (x — 85)-

= - ¥—68=1.092 (x - 65) = y=1.092x+ 68.—(1.092><65)



= ‘ ©y=1.092x—2.98.
When x is T 75, the expected value of
_ y=1.092 (76) —2.98=%78.92, -
:. Price at Mumbai = ¥ 78.92.
Example 3. For the following data, find the regression line of y on x:

x |1 2 3 4 5 8 - 10
y 9 8 10 12 14 16 15
Solution. ) Regression line of y on x
S. No. x ¥ xy a2
1 1 9 9 _
2 2 8 16 ) 4.
3 3 10 30 - ‘g
4 4 12 - ©48 16
5" 5 14 .70 95
6 8 16" . 128 64
7 10 15 - . 180 100
n="7 Fx =33 T Ty=84 Zxy = 451 Tt = 219

The regression lineof yon xis y—y = b_ﬂ_ x-x)

3 3 _ 3y 84
=2 8 g BB,
n 7 n 7
‘1; _ n¥xy - (x)Ty) _ 7451)-(38)84) 385 _ o
mT p3x? —(Tx)? -7(219) - (33)2 444 T

The equatmn of regression line of y on xis
—12=0.867 (x —4.714)
or y=0.867x+ 12 — (0.8B67)(4.714)
or y = 0.867x — 7.913.
-'(ii,) Regression equation of x on y. The regression equation of x on y is also
estimated by using the ‘principle of least squares’. This principle will ensure that the
- sum of the squares of the horizontal deviations of actual values of x from estimated

values for all possible values of y is minimum. Mathematically, Z(x — x,)? is least,

where x and x_ are the corresponding actual and computed values of x for 3 particular
value of y.

Let n pairs of values (x;, y)), (%, ), ..., (x,,, ¥,,} of two variables x and y be given.
Let the regression equation of xon ybe x=a + by ..(1)

. By using derivatives, it can be proved that the constants ¢ and b are found by
usmg the nor mal equalions: :

Tx=ax+ by . _. ..(2)
and ' Zyy = aZy + bEy? _ ] ...(8)
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- IX _
where x=—, y=—",
n n

v SCATTER DIAGRAM

»X
Dividing (2) by n, we get
Zx =a+b -)-:'l
. n- ~
= x=g+by n(d)
Subtracting (4) from (1), we get. '
x-x=bly-7 ...(5)

Multiplying (2) by Zy and (3) by n and subtracting, we get
(Ex)(Zy) — nZxy = b(Zy)? — bnZy?
= nZvy — (Z0)CEy) = b(nZy? - Ty)?
p = 2Ky — (2 )Zy)
nZy? - (5y)?
The constant b is denotgd by b_, and is called regression coefficient of x on y.

x—% =b,(y-y), where b - nEy — (X )(%y)

5
©) = Tyt - ()

Remark. b, — A%y — (Z)(3y) implies

n3y? - (Zy)? :
o \/nzxz —(=x)?

% n
JnZy? - (y)?
n

o ny = (2)(3)
ynZx? - (2P Jny? - (%)

byy

=rx =r—
() %
i) n
o
b =r—y.
XY o

X

Thus we see that the regression equation of xonyisx- = bxy(y -9,

zy b = nixy — (Ex)}(Zy) . which is also equaltor Ox

i nZy2 - (Ey)2 i Oy



‘Example 4. Find the regression coefficient ba.y between x and y for the following
data: :

Y= 30, Sy =48 Txy = 199, 5x2 = 184, Ty2 = 318 n =6.
_ nXxy - (Zx)(Zy) _ 6(199) - (30)(42) -66
27 psy®o ()P 6(318)- (427 144
Example 5. Find the two regression equations from the following data and
estimate the value of X, if Yis 6:

‘Solution: b = - 0.4583.

x 1 2 3 4 &
y 2 5 3 - 8 7
Solution. . Regression Equations
S. No.. x ¥ xy 2 oy
1 1 2 2 . 4
2 2 5 10 i 25
3 3 3 9 9
4 4 8 32 16 64
5 5 7 35 a5 | 49
n=>5 Tx=15 Ty =25 Txy =88 A% =55 Zy? =151
- X 15 = ZY 25
X:—:—:S} Y:——=—=5
n 5 n b

The regression equation of Yon Xis Y— Y =byy(X-X).
gy = XY EX)EY)  5(88) - (15)(25) _ 65 _
IX? - (2X)* 5(55)—(15)* 50
The equation is

) "Y-5=13X-3)
or Y=13X+58-39 or Y=13X+1.1,

The regression equation of Xon'Yis X —X=by(Y-Y).
By = nIXY — (EX)ZY) _ 5(88) - (15)(25) _ 685 _ 05
nZY¥? (V)2 515D -(25° 130
The equation is
- X=-3=05(-9
or X=05Y+3-25 or X=0.5Y+0.3.
~ For estimating the value of X, we shall use the regression equation of X on Y.

The regression equation of X on Yis X=0.5Y + 0.5. )

When Y =6, we have

X=05%x6+0.6=23.5.

Example 6. The coefficient of correlation belween ages of husbands and wives
in @ community was found to be + 0.8, the average of husband’s ageis 25 years and that
of wive’s age was 22 years. Their standard deviations were 4 years and 5 years
" respectively. Find with the help of regression equafions:

(i) The expected age of husband when wife’s age is 12 years.
(i) The expected age of wife when husband's age is 20 years.

Regression Analysis

NOTES
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Business Statistics Solutlon Let x and y denote the variables ‘age of husband’ and * ‘age of wife’
respectively.

We have
NOTES' . r=08, X =25years, y =22years, 6_=4 years and o, = b years.
: (1) We are to find the expected age of husband (x) for a given age of wife (¥).
We_use regression-equation of % on y which is given by

x—x =bxy(y—e§).

= r—F=r%E yoF) o x-25=08 % y-22
%y 5

= x—-25=064(y—-22 = 2x=064y+25—(0.64) 22

= : x =064y + 10.92.

“When y = 12 years, the expected value of
x=0.64 (12) + 10.92= 18.6 years. )
(#Z) We are to find the expected age of wife (v) for a given age of husband ().
-We use regression equation of y on x which is given by '

-y—i=byx_(x—§).
=, y-7=r2 xox%) =  y_022= (08) (x— 25)

x
= y—22=x-25. = y=x-3.
When x = 20 years, the expected value of y = 20 — 3 = 17 years.
Example 7. For the following data, find the regresswn lme of x on y, Also show
the regression lme on a graph paper:- . :

' x 1 2 3 4 5 6 7
y s |. w0 | 12 11 13 14
Solution. " Regression lineofxony
S. No. x ¥ xy ¥
: 1 1 9 ) 9 - 81
2 2 8 - 16 64
3 3 10 " 30 100
4 4 12- 48 Tl 144
5 .5 11 " B5 121
6 8 13 78 _ 169
7 7 14 . 98 . 196
n=17 _ Zx=28 Sy =177 Tay =334 Ty? =875

Theregresswnlmeoftonym x—-%¥=b, (-5

F= 22y, 57=E—y=ﬂ=11.

n 7. n 7
b= Sty - (5)(5y) _ T824)-(28)TT) 182 _ ) oog
2 nzy® -(3y) 8TEY - (T2 196
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The equation of regression line of x on y is
x-4=0929(-11) or x=0929 +4-11(0.929)

or 'x =0.929y - 6.219.
To draw this line on the graph paper, we take two points on it.
y=8 = x=0929(8) -6.219=1.213
y=12 = x=0.929(12) - 6.219 = 4.029.
Vi REGRESSION LINE OF
' xONy
14
1831+
12+
1M1}
10+
ge
(1.213, 8)
8 /L 1 1 1 1 I [
1 2 3 4 5 6 7 «x

The points (1.213, 8) and (4.929, 12) are on the regression line of x on y. The
line joining these points is the required regression line of x on y.
Example 8. Show that regression coefficients are independent of the change of
origin but not of scale.

Solution. Let x and y be any two variables. Let A, B, h and & be any constant.

x—-A y-B
= and yp= .
B "%

u and v are variables obtained by changing origin and scale of gwen variables
x and y respectively.

Let

x=A+hu and y=B+kv
Summmg bofh sides and dividing by the number of values we get

X=A+hu and y=B+kv.
x—F=(A+hu)-A+hig)=hlu-u)

and y—5 =@B+hv)— (B+k)=h(v-0).

| o }M -
Now b, =r2 Z(x —x Ny —¥) n f

yr =

Gx_\/Z(x—:?)2JE(y—J7)2 . S(x-x)?
\ n

E(x )y —73) E[h(u =~ u)x k(v —~v)]
Mx-x¢ | k-0
hk Zlu-u)v-v) -k

TR tw-m? R
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\ . _ : ’Z(x-x) _ T \
- : ~ Also S C k1 k) = A
_ : % . Jr-0% 5y -2 szriﬁ |
n,
_Ex-® -y _Elhu-m)xkv-v)]
T Xy-)° k(v - D)]°
' hk Xu-u)v-0)_h-

NOTES

‘ TR Sw-p? R
Regression coefficients are independent of change of origin but.not of scale. -
] . o )

EXERCISE 9.1

1. Find b . from the fo]lowmg data
© . .Zx=230, Ty =42, Ixy = 199, Zx2 =184, 5y?= 318, n=e.

2. Find b . from the following,data: .

" Ex=124, Sxy =306, a2 = 164, By =44, y? =574, n=4.
8. Find the regression coefficient b,, between x and y for the following data:
Ix=255, Sy =88, Z2= 385 Ey 1114, Zxy = 586, n = 10.

_ 4. Find the regression coefficient b,, between x and y for the following data
- . Ix=24, Zy=44, Zxy = 306 Ix? =164, Zy2 =574, n=4,

‘- 5 F 1nd b, from the following data: :

x 1 e 3’ 4 5
y 6 8 7 6 | 8

6. Find the regréssion line of ¥ on x, where:
Zx =55, Ty =88, ¥ = 385, Xy? = 1114, gy =586, n=10.
7. xandy are correlated variables. Eight observations of (x, ¥) have the following results:
Zx =55, Ty = 55, Txy = 350, 2x® = 385. :
Predict the value of ¥ when the value of xis 8. .
-8, For observations of pairs (x, ¥) of variables x and y, the following results are obtained:
' Zx =125, Sy = 100, Za2 = 1650, Zy2 = 1500, Zxy = 50 and n = 25.
Find the equation of the line of regression of x.and y. Estimate the value of xif y = 5.
9. Find the value of X when Y = 60, and the v&lue of Y when X =50 from the following

information:
Variable X Variable Y’
Mean . . - 24 140
S.D. 16 48
Alse, r=05,

10, Given the following data, find what will be: (@) the height of a policeman whose
weight is 200 pounds, (b) the weight of a- pohceman who is 5 ft tall.

Average height = 68 inches, average weight = 150 pounds, coeffi¢ient of correlatmn
between height and weight = 0.6, S.D. of height = 2.5 inches, S.D. of weight = 20 pounds.

-
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11.

12.

13.

14,

10.
12.

13.
14.

1
]
8.
9

Find the equations of regression lines for the following data:
x 1 2 3 4 5
y 7 8 10 12 | 13
Find the equations of twa regression lines from the following data:
x 1 2 3 . 4 5
y 7 6 5 4 3

Hence find the estimated value of y for x= 3.5 from the appropriate line of regression.
The data of sales and promotion expenditure on a product for 10 years are given below:

Sales (& lakh) s |10 9 |12]10|11]12] 13| 1415

Promolion expendilure | 2 2 3 4 5 b 5| 6 7 [*8
T thousand)

Use two-variable. regression model to estimate the promotion expenditure for a given
sale of ¥ 20 lakh. Forecast the sales when the company wants to spends ¥ 10 thousand on
promotion. -

A computer while calculéting the correlation coefficient between two variables x and y
obtained the following constants:

= 25, Zx == 125, Ey = 100, Zx% = 650, Zy> = 460, Zxy = 508
It was however, later discovered at the time of checking that it had copied down two

x|y x |y
pairs of observations as: | 6 | 14 |while the correct value were : | 8 12 |. AR
8 4] 6 8

ter making the necessary correctmns find the:
() regression coefficients (f) regressmn equatmns and

(fif) correlation coefficient.

Answers.
CZosgsst - 2.2l 3.0.3004 " 4.0.4667
0.2 © 6.y=12364v+ 19998 7. 2.2727 '
= 0.4091y +6.6364, 4.5909
8. 186.8 ° |
() 7175 inchos (1) 1116 pounds | 1Ly=16x+52 x=0615y-3.15

Regression lineof yonx:y=—x+8;

Regression line of xon y: x= —y+8 y=4.5when x=3.5

¥y=0.815x—4.591, when x =20, y—11‘709 x=1.003y + 6.686, wheny—lOm 16716
() b,. =08, b =0.555

(23 Regressmn equations o['y onx:y=0 ‘Bx

" (i) Regression equation of x on yix= 0.555y +2.78

) r= 0. G667, .

Regression Analysis

NOTES

Self-Instructional Material

189



Business Statistics

-NOTES

N

9.6. STEP DEVIATION METHOD

When the values of x and y are numerically high, the step deviation methed is used.

Deviations of values of variables x and y are calculated from some chosen
arbitrary numbers, called A and B. Let A be a positive common factor of all deviations -
(x — A) of items in the x-series. Similarly let k be a positive factor of all dev1at10ns
(y - B) of items in the y-series. The step deviations are :

x—A x—B
= B U= T,
h k .

In practical problems, if we do not bother to divide the deviations by common
factors, then these deviations would be thought of as step deviations of items of given
series with ‘1" as the common factor for both series.

The equation of regression line of y on x in terms of step deviations is

- ¥y—- 5; = byx(-t"' f):

where ' T =A+ [Eth, ¥ =B+r[EJk
~ n nv
F o nfuv-(Cu)(Zv) R
=b, —=—__ T =
and by"' " h niu?-Cu)? R

The equation of regression line of x on ¥ in terms of step deviations is
x-X=b y~¥),

' z _ v
where E=A+( u)h y:B+(—]k
. n n
' . ‘ k_ nIuv-(Euw)Ev) h
and b, = by - z —(Eu)2 e
Remark. In particularif u=x—dand v=y—~Bi.e,when h=1, k=1, we have

z z
n n

nEuv - (2u)(v) nZuw ~ (Zu)(Zv)
T nru? - (Zu)? and. - by = niv? — (zp)2 -
Example 9. For a bivariale data, you are given. the following informaiion :
' S(x— 44} =- 5, Iy — 26) =— 6, T(x — 44)2 = 255,
Iy —26)° = 704, Z(x — 44)(y - 26) =— 306.
Number of pairs of observations =12 -
Find the régression. equations.
Solution. Let w=x-44 and v=y-—26. _
‘ Su=-5, T =—6, Tu?= 255, Zr? =704, Sho=— 306, n = 12.

44+2 244+55 4358
12

26+E_26+ﬂ_255
12

_ nZuv— (Zu)(Zv) _12A-306)-(-5)-6) _ -8702_ ..,
Y nzu® - (Zu)? 12(255) - (~5)* 3035
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nSuv - (Zu)(Ev) _ 12(-306) - (-5)(=6) _ —3702 _ Regression Analysis

b,, = =— - = -044 .
¥ oam?o(w) T 12(704)- (- 6)° 8412
Regression equation of yon xis ¥ =¥ =b,, (x —%). _
= y—255=-1 22 (x — 43.58) . NOTES
= y——122t+255+(122)(4358)
= y =-1.22x + 78.67.
Regression equation of xonyis x— X =b,(y -¥).
= x= 43.58 = —0.44(y — 25.5)
= . x=—0.44y + 43.58 + (0.44)(25.5)
= x =-0.44y + 54.8. .
Example 10. Obtain the regression equations of ‘ton y’and 'y o1 x’ taking origin
as 2 and 200 for x and y respectively :
x 1 2 3 4 5
¥y 166 184 142 180 338
Solution. Computation of Regression Equations
S. No. X ¥ u=x-4 | v=y-B uy u® ?
A=2 B =200
1 1 166 -1 - 34 34 1 1156
2 2 184 - 0 -16 0 0 256
3 3 142 1 -58 ~ b8 1 3364
4 4 180 2 - 20 - 40 4 400
5 b 338 3 138 414 9 19044
n=>5 Zu=5 Zu=10 Tuv =350 | Zu?=15 {Ze? = 24220
Regression equation of *x on y’
The regression equation of xonyis x—x = b;y (y ¥
We have . 5c'—A+&—2+§—3
n 5
Yy =B+ —-200+% =202
nZuv —(Zu)(Zv)  5(350)-(5)10) _ 1700
b = 9 2 = 2 = — =(0.014.
¥ nZv* — (Zv) 5(24220) - (10)* 121000
The required equation is x — 3 = 0.014 (y — 202)
or . x=0.014y + 3 — (0.014)(202)
or ’ x = 0.014y + 0.172.
Regression equation of ‘y on x’
The regression equation of yon xis y—y = by_,r (x—X).
x =3y =202 .
p = nEuv —(Zu)(Zv) _ 5(350) - (5)(10) _ 1700 _ 34
*  pxu?-(su)  5(15)-(5)° 50 ' -
The regression equation is y — 202 = 34(x — 3)
or : y=34x+202-34(3) -or y=34x+100.
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Business Statistics . Example 11. Find (i) r'and (ii) regression equations for the following data :

o 75 89 97| 69 | 59 79 68 61
T Y 125 | 137 | 156 112 107. 136 123 108
NOTES. . - :
Solution. Computation of ‘r’ and Regression Equations -
S.No. x ¥ v=x-A | v=y-B uv ITCE U 7
A=100 | B=100 - ‘
1 75 125 -25 25 | -625 625 625
"2 89 | 137 -11 .87 — 407 121 1369 °
3 97 s | -8 . 56 © - 168 9. | 3136
4 69 113 -31 - 12 - 372 961 144’
5 59 107 - 41 7 ~287 |- 1681 49
6 79 . 13 |- -=21 36 - 756 441 | 1296
7 - 68 - 123 - 32 .23 - 736 1024 529
8 3 108 -39 - 8 i -312 1521 64
n=8 LZu'=-203 | Tv=204 Suv = Tul= =
— 3663 6383 7212
' @ riZuv - (Zu)(Zv)
i r=
JnZuz ~(Zu)? \/nf.‘.vz - (2v)?
' 8(— 3663) — (—203)(204) . 12108
= = 0.9619.
" Je6389) - - 203)% {/8(7212) - (204)2 ~/9855~/16080 .
(n) Regression equation of ‘y on x’
TheTegressmn equation of yonxis -y— y = b, x—7x).
F=A+ 2% =100+ 5203 _qq605
n 8
=B+ = 00+%;1255
n .
l*) _ nZuv — (Zu)(Zv) _ B(- 3663) - (- 203)(204)_12108 _ 19986
® pru? - (Su)? 8(6383) — (- 203)* 9855
) . The requiréd equation is y — 125.5 = 1,2286 (x — 74.625)
. or Vo =1.2286x + 125.5 — (1.2286)(74.625)"
or y= 1.2286x + 33.8157.
Regression equation of x on y _"
The regression equation of xonyis x—x = b_‘y(y'— ¥).
=74.625, ¥ = 125.5 '
p o MEub—(Ju)Zv)  8(-3663)-(~203)204) 12108 _
"o T pse? _(30)? 8(7212)—(-204)* 16080
The required equatmn is x —74. 625 0.753.(y — 125.5)
or . x=0.753y + T4 625 (0. 753)(125 5)

or x ={0,7563y — 19.8765.
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Example 12. A panel of judges A and B graded sevei debtors and independently Regression Analysis
awarded the following marks : .

Debtors I e | s |4 | 5 |6 |7 .
Marks by A w0 | a4 | 28 | a0 | 44 | 8 | 81 | .|~  NOTES
Marks by B 32 39 26 30 | 38 | 34 28 '

The eighth deblor was awarded 36 marks by judge A while judge B was not
present. If judge B was also present, how many marks would you expect him to award
to the eighth debtor assuming that the same degree of relationship exists in their
Judgement, : . - : :

Solution. Let the variables ‘marks by A’.and ‘marks by B be denoted by ‘¥’ and
‘y respectively. We shall estimate the marks given by judge B to the eighth debtor by
using the fact that he has been awarded 36 marks by judge A. In other words, we
shall estimate the.value of y, when x = 36. For this, we shall need the regression
equation of ¥ on x.

Computéltion of Regression Line of y on x

Debior x ¥ n=x—-A v=y-B uv u?
A=385 B=35
1 40 32 5 -3 ~15 25
) 34" 39 -1 : 4 —4 1
3 28 - 26 - Z9 - 63 49
4 " 30 30 -5 -B 25 .25
5 44 38 9 3 27 - .81
6 38 34 3 -1 -3 9
7 31 28 _4 . 28 16
n=7" : Tu=0 Tv=—18 | Znw=121 | Zu?=206

The regression line of yon xis y— ¥ =b (v - x).

Wehqve x=A+ =35+g=35

i
n
- ) -18)

3 =B+?”=35+(—,1)-;32.429 ‘

, = nZup - (Su)(Zv) 702D -0-18) 121 _ o,
o nxu® - (Zw)? 7(206)-(0)2 206

<. - The required equation is y — 32.429 = 0.5874(x — 35)-
or y=0.5874x + 32.429 — (0.5874)35 .
or T " y=0.5874x+ 1187, -

- When x= 36, the estimated value of

_ y = (0.5874)36 + 11.87 = 33.0164 = 33.
The judge B would have awarded 33 marks to the eighth debtor.
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EXERCISE 9.2

1. For a bivariate data, you are given the following information:
. . rn =10, Zx =320, Ty = 380, Z(x - 32)2 = 140,
NOTES _ © Z(y-—38)% =398, I(x— 32)(y — 38) = _ 03.
Find the: _ : _

(1) regression coefficients ’ ) (if) regression equations
(iif) correlation coefficient.

(Hint. Let u=x— 32 and'v =y — 38.
- S Zu?=140, T2 =898, Zuv=-93
Zu=X(x-32)=2x-32r=320-32x10=0"
Zv=Ey-38)=Zy-38n=380—-38x 10=0

-Xn 0
¥ =32+ —=32+—=32
x n 12

— Zvu 0
=38+ — =238+ — =38,
¥ n 8 15 38

2. Find the rogression eq;.xations for the following data:

Ageof husband, x| 36 | 23 | 27 | 28 (28 | 29 |30 (31 |33 - 35
" Age of wife, ¥ 20 |18 | 20 | 22 | 27 | 21|29 |27 |29 | 28

3. From the flollowing data, obtain the two regression equations:

Sales 91 97 108 121 | 87 124 51
" Purchase 71 | 75 69 97 70 91 .39

‘ 4. The following data gives the experience of machine operators and their performance
rating as given by the number of good pieces turned out per 100 pieces:

.Operator 1 2 3 | 4 5 6 7 8
Experience (inyears} | 16 | 12 | "18 4 3 10 5 12
Performance rating 87 ‘88 89 68 78 80 75 83

Calculate the regression line of performance rating on experience and estimate the
probable performance rating if an operator has seven years experience. ’

5. The following table gives the aptitude test scores and productivity indices of 10 workers
selected at random: ' ‘ :

- Aplitude score, x 60 | 62 |65 | 70 |72 |48 | 53| 73 i 85 | 82
Produclivity index, y | 68 | 60 |62 [ 80 |85 | 40 | 52 | 62 | &0 81

Calculate the two regression equations and estimate the productivity index of a worker
whose test score is 78 and the test score of a worker whose productivity index is 88.
] . Answers
1. ° &b, =-06643, b, =-0.2337 .
(i) Regression equation of ¥ on x 'y = — 0.6643x + 59.2576
Regression equation of x on y': x =— 0.2337y + 40.881

(fify r=~0.394 o

-2.  Regression equation of y on x:y = 0.8913x— 1.739

Regression equation of xon y : x= 0.75y +11.25
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3. If x and y represent the variables ‘sales’ and ‘purchases’ respectively, then
Regression equation of y on x:y = 0.607x+ 15.995
Regression equation of xon y : x = 1.286y + 0.081
4, y=1.133x+69.67T, y=78 whenx=7 )
5. Regression equation of xon y : x= 0.596y + 26.26
Regression equation of y on x: y =1.168x —10.92
y=80.184 when x = 78, x = 78.708 when y = 88

9.7. REGRESSION LINES FOR GROUPED DATA

In case of grouped data if either x or y or both var1ables represent classes, then their
respective mid-points are taken as their representatives.

x—-A, U=y—B

:

In this case, if u=

- k
then the regression lineof yon xisy—y = byx fx—x),
’ Z
where T =A+ [%) h,
Zfv
y=B+ ( N }k .

_ NZifuv - (Zfu)(Zfo) &
and b,= 7 -
2 NZfu® - (Zfu) h
The regression line of x on ¥ is
x-%=by-Y),

where X =A+ (qu] ,

y_B+(Ef"J ' ‘

_ NZfuv - (Zfu)(Zfv) h

and = .
X szu2 _ (Efv)z E
Example 13. Calculate regression lines for the following data :
X
T : - 1 Tolal T

18 19 - 20 21 22
0—5 0 0 0 3 I 4
5—10 0 0 0 3 2 5
y 10—15 0 7 10 0 17
15—20 5 4 0 0 9
20—25 . 3 2 /) -0 v 0 5
Tolal 3 7 11 16 3 40

Regression Analysis

NOTES
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Solution.
Values o_f x 18 - 19 20 21 22
Deuiation (1)
from A =20 -2 -1 0 2
Class of ¥ 0—5 510 10—15 15—20 20—25
Mid-point () 2.5 7.5 12,5 17.5 22.5
Deuviation from ) ’ '
B=125 -0 -5 0 10
Step deuviation .
byk=5
o 12.5] L
(v — -2 =1 0 2
Regression Table
x 18 19 20 21 22
I : f fo fo’ fuv
3 v u -2 -1 0 1 2 - ’ '
0 0 0 -6 -4
05 | -2 I— I— I— I_ I— 4 -8 16 -10
0 . |o 3 1 )
Lof Lof [of L3 T
5-10 | —1 - . 5 -5 5 -7
0 0 3 2
Lof [of [of Tof T . .
10-15| 0 : . 17 0 0 0
' 0 7 10 0 -
. 0 -5 0 0 0
15-20{ 1 ’_ L "_ [_ 9 9 ‘9 -5
0 - 4 0 0
e ko [of [of I ,
20-25 2 i 5 10 20 -16
) 3 ‘1o 0- 0 ’
' - - s | Zfuv.
f 3 7 11 .. 16 3 | N=40 Zfv=6 |, Zk0 | =_38
fu | -6 -7 0 16 8 Ifu=9
fill 12 7 0 6. | 12 |
=47
’ y
Zfuv
fuv -12 | -9 0 -9 -8 | 2%
- Y (9
Now T=A+ [%J h=20+ [Z(SJ 1=20.225
_ o (z ' 6 N
¥ =B+ [—1?1] k=125+ [Zo") 5=13.25.




or
or
or

or’

or
or

.2

1.
2.

| NZfuv - (3fu)(Zfo) K _4%(-38)-(9)6) 5

O = Nzl -(Zfu)? h 40@D-(92 1
_7870 .
= Trg9 T 4870

. NEfuv—(SA)(ER) b _ 40(-38) - (9)6) ‘1

by = NIfZ - (5t k 40(50) - (6)° ‘5
-1574 -
= —gg0 = —0-160.

The regression lineof yon xis y—-5 =b,, (x- x)
y -~ 13.25 = — 4.375 (x — 20.225)
’ y =—4.375x + 13.25 + (4.375)(20.225)
y =-4.375x +101.734.
The regression lineof xonyis x—x =b, y—75)
x—20.225 =~ 0.16 (y — 13.25)
x=—0.16y + 20.225 + (0.16)(13.25)
x =- 0.16y + 22.345.

EXERCISE 9.3

The following table shows the ages of daughters and mothers, Caleulate the coefficients
of regression and the regression equations :

, Age of daughter (x)

Age of 5—10 10—15 15—20 20—25 25—30
mother (y) '

15—25 ‘B 3 0. 0 0
25--35 3 16 10 0 0
356—45 0 10 15 - T 0
4555 0 o - . 7 10 4
5565 0 0 0 - 4 5

Following is the data relating ‘Annual dividend (x)’ and ‘Security price ty)'. Compute the
regression lines : . '

Annual Dividend (in %)
Securily prices
(in%. 6—8 &—10 10—12 | 12—14 | 14—16 | 1618
130—140 0 0 1 3 4 2
120—130 0’ 1 3 3 3 1
110—120 0 1 2 - 2 0
100—110 0 2 3 2 0 0
90—100 2 2 1. 1 0 0
80—90 3 1 it 0 0 0
T0—80 2 1 4] 0 0 0
_ Answers
by.r = 1.6045, bx’y =0.4011, y = 1.6045x + 11,763, .1:'='0.401 l_y + 13769

y = 4.8042x + 55.8869, x = 0.1186y — 1.6032

Regression Analysis

NOTES
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NOTES

9.8. PROPERTIES OF REGRESSION COEFFICIENTS
AND REGRESSION LINES - '

Q

(i) We have byx:r._zl and bxy=r.

-ale.

o, and g, are always non-negative.
The signs of b, and b,, are same as that of r .

‘The signs of regression coefficients and correlation coefficient are same.
Thus by;, bxy and r are all either positive or negative,

@b, b =rt % -
o, o,
'N0w0£1'2S1because-—-15rsl.
0<b_b_<1,

X U xy

The product of regression coefficients is non-negative and cannot
exceed one.

o
@i)b, . b, =r L r—%£ =42
> ? Ux G.)’

r=x /b, b, .

The sign of r is taken as that of regression coefficients,
(iv) The regression line of yon xisy— y = b, x-x).

= y=b x+(F =b %)

When y is kept on the left side, then the coefficient of x on the right
side gives the regression coefficient of y on x.

For example, let 4x + 7y — 9 = 0 be the regression line of yon .

We write thisas y=— % x'+_g.

Regression coefficient of y on x = coefficient of x = — % .

The regression lineof xonyis x— % = bxy fy— ).
= -x=bxyy+(:?—bly§)
When x is kept on the left side, then the coefficient of y on the right

side gives the regression coefficient of x on y.

For example, let 5x + 9y — 8 = 0 be the regression line of x on ¥

. 8
We write this as .\:=—-§-y+ 5 -
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(t) The regression lineof yon xis y—¥ =b, (v - X).
This equation is satisfied by the point (X, ¥). This point also lies on the regression
lineof xon ¥y: : .

x-xX=b_0-%)
The point (X, y) is common to both regression lines. In other words,
if the correlation between the variables is not perfect, then the regression
lines intersect at (X,y). ‘ ‘

(vi) Angle between the lines of regression

The regression lineof yon xis y—y =b,, (- x).

= - = Igyxx +(¥ -b, %) Slope = byx= m, (say)
The regression line of xon yisx—~ x = bx), y—¥).
. 1 - 1 _ )
T = ' y=—-—x+{y——x] Slope=—1—=m,2 (say)
b, by b,
Let 0 be the acute angle between the regression lines.
b - L
tan e; m-my T by _ bysbyy —1
1+mm, 1+b,, L byy + by .
by
» o,
oy ;82 .
_ Oy Gy Sl 1'2 -1
ro—"+r9i , o,’ +°y2
o, O 5.0,
_ |r%~1]jo,0, | _a- r*)o,0,
Irllo,2+0,%] |rl(c,®+0,%)

tan 60T )00y
|x[ (0,2 +06,%)

Particular cases: )

(f) r = 0. In this case, tan 0 is not defined.

6 = 90° i.e., the regression lines are perpendicular to each other.

i) r = 1 (or — 1). In this case, tan 8 = 0.

The regression lines are coincident, because the point (%, %) is on both the
regression lines. ' '

Thus, we see that if the variables are not correlated, then the regression lines
are perpendicular to each other and if the variables are perfectly correlated, then the
regression lines are coincident. The closeness of regression lines measure the degree
of linear correlation between the variables.

Regression Analysis

NOTES
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r=0

Example 14. Are the foll’owing statements correct ? Give reasons :
(&) The regression coefficient of y on x is 3.2 and. that of x on. y is 0.8.
(n) The two regression. coefficients are 0.8 and — 0.2,

@it) The two regression. coefﬁcwnts are given to be 0 Sand 0.2 and the coefficient of
correlation is 0.4,

(iv)-40x ~ 18y = 5 and 8x — IOy + 7 =0are respectively the regression equarwn,s of
yon xand x on y. :

Solution. (i) We have byx = 3.2, bxy =(.8.
b, b =32x08=236> 1.
This is impossible, because 0 < byx. b, <L
The given statement is false.
(1) We have by —OSandb =-0.2.

This is impossible, because the regression coefﬁcxents are either both +ve or
both —ve.

The statement' is false,
(i1i) We have bﬂ_ =0.8and b

S r=+ ‘jbyx _+J(08)(02) +0.4.
The statement is true.

(tv) The regression line of y on x is 40x — 18y = 5.

40 5.
=3 | 18y=40x-5 = y—-l—Sx 18
b A0 _20
. 18 9
The regression line of x on y is 8x — 10y + 7=0.
: .+ 10 7
= . . Bx=10y-7 = x= 3 Y- 3"
10 5
b8 71
20 5 100 .
_byx.bxy=-?><22¥>1: This is impossible.

The given statement is false.

. Example 15. Out of the followmg Lwo regression hnes find the line of regression
ofxony:2x+38y=7and 5x +4y =9

Solution. The regression lines are
o+ 3y=T7 (D) and Bx+4y=9. . .2
Let (1) be the regression line of x on y.
(2) is the regression line of y on x.
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3 7 3 Regression Analysis
@ = TS by== .
@ = YTTRT Y » Ty -
b, and b,, are of same sign. NOTES
| (-3 -2
Also by bu="3\ Te)T8 T

This is impossible because 0 < bxy ',byx <1.
Our choice of regression line is incorrect.

~ (1) is not the regression line of x and y.
The regression line of xron y is 5x + 4y = 9.

Example 16. The equations of two regression lines obtained in a correlation
analysis are 3x + 12y = 19-and 3y + 9x = 46. Obtain.:

(i) the mean values of x and y,
(i) the value of correlation coefficient.
Solution. The regression equations are _
B+ 12y =19 ..(D O9x+ 3y =46 | ...(2)
() We know that the regression lines passes through the point (x, ¥).

The values of ¥ and ¥ can be obtained by solving the regression equations.

(H»x3 = 9x + 36y =57 ) G
2)-3 = 0-33y=-11
-11 1 . 1
> =578~ 773
n = 3x+12(1/3)=19 ° = X =05

The means of ¥ and y are 5 and 1/3 respectively.

(1) We don’t know exactly as to which of the above equations is regression equation
of y on x. Let us suppose that (1) is regression equation of x on y and (2) is regression
equation of y on x.

. ) 19 .
1 = _ .'=—4y+? b_,(y:—.tl
46 B
2 = =—3x+—§- o byx——3
bq . b_\'x = (— 4)(~ 3) = 12 > 1. This is impossible.

QOur supposition is wrong.

(1) is the regression equation of y on x and (2) is the regression equation of

xony
' 1 19 1
o= A TR
, 1 46 1
(2) = - .'c=—~?;y+-9— bwz_E
i T
r=— b, .b, =- (_Z][_gj =—0.2887.
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L '
Example 17. For the following observations, find the regression coefficients b
and b and hence:find the correlation coefficient between x and y :

y A 2):(4,2),(2.9,(3 9, (4 4, (2 4}

Solution. Calculation of b and b,

1 4 2 8 . 16 4
2 2 3 6 4 .9
3 3 2 6 9 4

4 4 "4 16 16 16
5 2 o 4 8. 4. 16
n=5 Tr=15 Ty=156 | Toy=44 | ‘EP=49 | IyP=d9

_ nixy - (Zx)(Zy) _ 5(44) - (15)(15) _ :f_) 1 '
»  pEx?-(x)? 549 -(15)% 20

_ nIxy - (Zx)(y) _ 5(44)-(15)(16) -5 _ 1
A N ) - B

W |

_ . 549)- (15" 20 ~ " 4°
The regression coefficients are —ve, so the correlation coefficient is also —ve.

: 1 1 -1
BBy =- [ -2 ~+] = -=.
(B by ) ( 4J ( 4J S
Example 18. The two regresswu lines obtamed by a student were as given belom :
. 3X-4Y = 5 8X+16Y= 15

Do you agree with him ? Explam with reasons.

Sol. The regression lines are - . ~ : -
' 3X-4Y=5 | ..Q) 8X + 16Y = 16 (D)
Let (1) be the regression line of Y on X. _ .
(2) is the regréssion line of X on Y. )

' ' L - 3 -

_2x_=2 . -9,
D = 477 brx =4

. 15 .

@ = X=-2¥+ g by =—2

This is nnp0351ble because regressmn coefficients cannot be of different signs,
‘Let (1) be the regression line of X on Y.
(2) 1s the regression line of Y on X.

: "4 5. 4

® = X=3¥*3 0 ey
. Coy=_1x, 15 L 1
@ = N A R

. This is also impossible.
We do not agree with the student.

P
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EXERCISE 9.4

. If two regression coefficients are 2 and 0.45, what will be the coefficient of correlation ?

Out of the following two regression lines, find the regression line of yon x:
(i) 3x+ 12y =8, 3y + 9x =46

(i) x+2y—5=0,2x+3y=8.

From the following data :

x <4 7 10 12 18
y 12 - 15 8 13 18

Verify that correlation coefficient is G.M. between the regression ‘coefficients.
The regression lines between two variables x and y are found to be
4x— 5y + 33 =0 and 20x - 9y =107.

" Find the coefficient of correlation. ) _
The equations of two regression lines ébtained in a correlation analysis are as follows :.

Pa+3y-10=0,dx+y-5=0.
Obtain (i) the means of x and
(i) the regression coefficients 1‘)er and bw
(iif) the correlation coefficient.
A student obtained thé two regression equations as &
2x-8y-7=0andBx+2y-8=0.
Do you agree with him ?
The lines of regression in a bivariate distribution are x+ 2y =5 and 2x+ 3y 8=0. Fmd
means of x and y. Also ﬁnd the correlation-coefficient Ty and regression coefficients b
and b
The equations of regression lines are given to be '
Sx+2y=2and6x+y=31. . C
A student obtsined the mean values ¥ =7, ¥ =4 and coefficient of correlation r=0.5.
Do you agree with him ? If not, suggest your results. T
‘Two regression equations are given below :
Findout: —
() Mean values of X and Y :
(i) Standard deviation of Y.
(i) Coefficient of correlation between X and Y.
The regressmn equations are SX 10Y+70=0, 15X ~6Y = 60 variance of X =9.

Answers

0.9487 < 2. () 3x + 12y =8 (u')x-i-"y 5=0
r=086 ‘ '
r=+ 5=3 @b -2 b =—1 _ Gip re~-—2

2" w3 4 J6
No -
x=1,¥=2r r,=-0866,b _—05 b,=-15 . '
No.x =4,y =7, r=—05
HX=10,Y=15 (Hog=32 . G r=24265.
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