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Abstract

Templates of uncertainties expected in specific measurement types were recently developed. One aim of these
templates is to help evaluators in identifying (1) missing or suspiciously low uncertainties and (2) missing correla-
tions between uncertainties of the same and different experiments, when estimating covariances for experimental
data employed in their evaluations. These templates also provide realistic estimates of standard deviations and
correlations for a particular uncertainty source and measurement type that can be used by evaluators in situations
where they are not supplied by the experimenters. This information allows for a more comprehensive uncertainty
analysis across all measurements considered in an evaluation and, thus, more realistic evaluated covariances. Here,
we extend a template that is applicable to uncertainties expected in neutron-induced fission, (n,f), cross-section
measurements. It is applied to improving covariances of 239Pu(n,f) cross-section measurements in the database
underlying the Neutron Data Standards evaluations. This particular example was chosen since this evaluation is
primarily based on experimental information. Also, some uncertainties of individual 239Pu(n,f) cross-section exper-
iments in this database were suspected to be underestimated. The evaluated uncertainties obtained after updating
the covariances in the database by means of the template indeed do increase compared to their original values. Even
more importantly, the evaluated mean values change noticeably. These modified cross sections impact application
calculations significantly, as is demonstrated by employing them in simulations of the effective neutron multiplica-
tion factor for a few selected critical assemblies. However, this updated evaluated 2*°Pu(n,f) cross section should
not be interpreted as the final one that should replace values of the current Neutron Data Standards project. Eval-
uations for the Neutron Data Standards of the **°Pu(n,f) cross section must be linked to many other observables
included in the associated database, most notably to cross sections for ?**U(n,f), but also to those for 1°B(n,a),
SLi(n,t), 2*8U(n,f), and ?**U(n,y), because of included measurements of the 2*°Pu(n,f) cross section that appear as
ratios to these reactions. Some of these other reactions are correlated to further observables in the database. Hence,
updating uncertainties of data sets of any of these observables can potentially impact the **°Pu(n,f) cross section.
Uncertainties for all measurements of these linked physical observables have to be updated before a comprehensive
evaluation of the 2*Pu(n,f) cross section and its corresponding uncertainties can be provided.
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1 INTRODUCTION

A new version of the Neutron Data Standards (NDS) was recently published [I]. Many measurements of neutron
observables (e.g., of neutron-induced fission cross section, prompt fission neutron spectra) are measured relative to
observables that are evaluated as part of the NDS project co-ordinated by the IAEA. The resulting ratio data are then
converted to results for the observable of interest by multiplying them with the evaluated NDS data. Consequently,
the NDS evaluated data influence the evaluations of many other observables in nuclear data libraries beyond the
observables included within the NDS project itself. Hence, these evaluated data have a significant and broad impact
on nuclear data libraries. The same is true for those evaluated uncertainties obtained as part of the NDS evaluations.
These evaluated uncertainties are thus propagated to all ratio measurements that are pertinent to a NDS observable if
these evaluated data are used for conversion from ratio values to actual cross sections for specific observables. Hence,
accurate evaluated data and realistic uncertainties for all NDS data are of critical importance for all nuclear data
libraries that involve these data, either explicitly or implicitly.

The evaluated uncertainties of many NDS observables (°Li(n,t), 1°B(n,a), 23%238U(n,f), 2**U(n,y), 19T Au(n,y),
'H(n,n), C(n,n) and 23?Pu(n,f) cross sections among them) were increased significantly compared to the previous
NDS release [2]. The unrecognized sources of uncertainties (USU) [3, 4] given in Table IX of Ref. [I] were introduced
a-posteriori. This was done as an expedient measure to counter criticism that the originally evaluated standard
deviations obtained by the GMAP code [6l Bl [7] (which is employed in performing many NDS evaluations) were
unrealistically small [2]. They were suspected to be unrealistically small because of:

(a) Missing or underestimated uncertainties of single experimental data sets in the GMA database underlying the
NDS evaluations,

(b) Missing or underestimated correlations between uncertainties of the same and different experiments, and
(¢) Missing unrecognized sources of uncertainties across many different experiments using the same technique.

Subsequently, it was shown [§] that the evaluated mean values are expected to change for multi-dimensional nuclear
data (i.e., more than one nuclear data value is calculated) if USU are introduced as a separate experimental uncertainty
source for all measurements using the same technique. This can be easily understood by considering that adding an
uncertainty component to one or more of the input data sets changes the weightings of data sets with respect to each
other. A least-squares evaluation with a revised covariance matrix will lead to changes in evaluated mean values as
well as their uncertainties. However, the recent NDS evaluation modified only the evaluated covariances but not the
mean values. As mentioned above, this was done for expediency. But it is now known that this is not a statistically
correct approach. Since this procedure is known to be incorrect for an evaluation of more than one observable, an
investigation of the nature of USU contributions and how they should be applied to NDS evaluations is underway [4].
Furthermore, efforts are also ongoing to minimize the need for estimating USU contributions since it can be argued
that they inherently subjective in nature and their inclusion should be an option of last resort.

One way to address points (a) and (b), and thus minimize the need for USU, is to compare the uncertainties
available for a particular data set in GMA (GMA is the name of the database, while GMAP is the name of the
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code employed for NDS evaluations) to typical uncertainties expected to be encountered in a specific measurement
type. In order to streamline this process, templates of expected uncertainties and correlations that are tailored to
particular measurement types have been developed [10} 11 12 [9]. These templates help evaluators in addressing point
(a) by checking for each experiment included in the evaluation whether all relevant uncertainty sources are taken into
consideration, and if the uncertainty values and correlations are reasonable in magnitude. If some components are seen
to be missing, and no specific objective information can be found elsewhere to fill the gaps, the template can provide
estimates of these uncertainties and/ or correlations that are consistent across all measurements of this type, based
on the best judgment of experts who are knowledgeable in these areas of experimental practice. If unrealistically low
uncertainties are provided by experimenters compared to the template values, one should investigate whether these
values are justified due to favorable set-up conditions or considerable effort undertaken to reach this precision. If no
clues are found that support these low uncertainties as being realistic, they can be increased to the template value
at the discretion of the evaluator who then has the responsibility of reporting this decision in documentation for the
evaluation. However, it should be stressed again, that the template should be used ONLY to fill the gaps in the
uncertainty analysis that cannot be addressed by carefully scrutinizing the literature relevant for that measurement.

The templates were also designed for experimenters, EXFOR compilers and editors of journal articles as a check
lists to determine if typically expected uncertainties are provided for a new experiment. This might minimize the need
to estimate missing uncertainties for future measurements.

Point (b) is difficult to address consistently across all data entering into an evaluation, as experimentalists rarely
provide correlation information for their uncertainties, and they are even less likely to do so for uncertainties between
experiments. The templates [9] [12], however, provide estimates of these correlations as an option for addressing such
widespread deficiencies.

Point (c) can only be tackled by either estimating the USU directly [4] or by undertaking new measurements of an
observable of interest by means of a novel technique, e.g., [13} 5], 14, [[6]. However, as mentioned earlier, by resolving
the issues raised in points (a) and (b), one minimizes the need for assigning USU.

Here, we apply a template of uncertainties typically appearing in neutron-induced fission cross-section measure-
ments, (n,f), to generate a more realistic representation of the experimental 239Pu(n,f) covariances in the GMA
database. It should be highlighted that the 23°Pu(n,f) reaction is not formally defined as a standard but rather as a
reference cross section within the NDS project. It is included within the set of reactions involved in the GMAP fitting
process due to the large number of ratio measurements that involve the 239Pu(n,f) cross section. As it is a reference
reaction, its uncertainties are generally larger than for the (n,f) reaction standard, 23°U(n,f). So larger changes in the
239Pu(n,f) cross sections are expected. For instance, differences up to 6-8% were observed from 15-20 MeV in the
2006 version [6] compared to its previous evaluation [I7].

The template used is summarized and extended in Section 2 compared to its original form published in the
conference proceeding in Ref. [9]. In Section 3, it is shown that, indeed, uncertainties and correlations within a
particular experiment, and between different experiments, were missing for many individual 23°Pu(n,f) cross-section
data sets in the GMA database. The resulting evaluated uncertainties presented in Section 4 are larger at most energies
than those obtained before updating the experimental covariances. But, even more importantly, the evaluated mean
values change when the revised covariances are used, for the reason mentioned above. It is shown that this difference
in the evaluated data impacts the calculated neutron multiplication factor of fast critical assemblies significantly.
Also, other cross sections (e.g., 23°U(n,f)) are influenced through revision of the 23*Pu(n,f) covariances due to cross-
correlations between uncertainties and ratio measurements of experiments of both observables. It is concluded in
Section 5 that uncertainties of all measurements within the NDS database need to be updated for a comprehensive
assessment of realistic uncertainties as well as the cross-section values themselves.

2 EXTENDED TEMPLATE OF UNCERTAINTIES FOR (N,F) CROSS
SECTIONS

Several uncertainty sources that typically appear in (n,f) cross-section measurements where fission fragments are
detected are listed in Table 1. These uncertainty sources encountered in (n,f) measurements stem from: Determining
the sample mass, d NV, counting statistics, dc¢, correcting neutron attenuation, §3, multiple scattering, dm, determining
detector efficiency, de, correcting for fission-fragment angular distribution, d«, background, §b, determining energy,
0F, neutron flux, d¢, sample impurity, 6¢, and deadtime, dd. The realistic ranges of uncertainties for some of these
sources depend on the details of the set-up. Typical (n,f) measurements were categorized in six broad classes in Ref. [9]
allowing us to give more targeted and realistic estimates for individual uncertainty sources. They are summarized here
briefly to clarify the nomenclature convention within this manuscript:
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e Absolute (n,f) measurements: The (n,f) cross section is measured directly by detecting fission fragments. The
neutron flux, ¢, detector efficiency, €, and number of atoms in the sample, N7, have to be quantified explicitly
for this measurement type.

e Shape (n,f) measurements: The shape of the (n,f) cross section as a function of incident neutron energy, E, is
given, while the normalization factor of the (n,f) cross section is not quantified. N7 and the normalization of ¢
and € are not determined, while the energy dependence of ¢ and € need to be given. For a white neutron source,
this normalization of ¢ is fixed. However, one needs to measure its relative intensity for mono-energetic beams
at several E.

e Absolute clean ratio measurement: The (n,f) cross section is determined as a ratio to a reference reaction. The
latter is measured with the same or a very similar fission fragment detector in the same or very similar set-up.
In this arrangement, determining € and ¢ reduces to quantifying the differences that arise in these measurements
due to those inherent between properties of the element/ isotope in question and the reference element/ isotope.
The associated correction is usually small. The numbers of atoms in the sample have to be quantified for both
isotopes.

e Shape clean ratio measurements: These measurements differ from absolute clean ratio ones only in that the
normalization of the ratio (n,f) data is not quantified.

e Absolute indirect ratio measurements: The (n,f) cross section is measured as a ratio to a reference reaction with
two or more different detectors. Consequently, efficiencies for all detectors need to be quantified along with the
number of atoms in the samples. Determining ¢ reduces to a small correction factor similarly to clean ratio
measurements.

e Shape indirect ratio measurements: These measurements differ from absolute indirect ratio ones only in that the
normalization of the ratio of (n,f) cross sections is not quantified.

The (n,f) cross section can also be provided by experiments that measure the prompt neutrons emitted after fission.
This type of experiment differs from those detecting fission fragments in that it depends on the accuracy of the average
prompt neutron multiplicity and the angular distribution of the neutrons emitted after fission—thus adding two more
uncertainty sources. The background in an (n,f) measurement that involves detecting neutrons is also different from
one that counts fission fragments. In addition, these experiments require distinctly thicker sample targets, thereby,
increasing the effect of neutron multiple scattering compared to using thin samples. Hence, overall larger multiple
scattering and background uncertainties are expected. One example of this measurement type is the experiment by
Gayther [I8].

Yet another method to determine the (n,f) cross section is to measure the fission product yields as presented
in Section III.D of Ref. [19]. The fission products are measured using radio-chemistry, gamma spectrometry or a
combination of both. The (n,f) cross sections are then estimated by using assumed values for fission product yields.
A major uncertainty source is, thus, the fission product yield uncertainty. Hence, the most abundant, and therefore
presumably the best known, fission products are usually used (e.g., fission yields of 12°T or '37Cs isotopes).

The importance of these two different measurement techniques lies in discovering previously unknown systematic
uncertainties in the standard approach (measuring fission fragments). However, not a single 239Pu(n,f) cross-section
data set appears in the GMA database that was undertaken by measuring fission product yields. Only one exists
where fission neutrons were detected [I8]. For this reason, no detailed template of uncertainties is being established
for these measurement approaches.

In the subsections below, the modifications in the current template, compared to the earlier version, are summarized.
It cannot be overstressed to readers of this paper that the recommended numbers and correlation coefficients in Tables 1
and 2 should be used as a last resort only if no other realistic value can be estimated either from the literature related
to a particular experiment or by discussion with its authors.

2.1 Sample Mass Uncertainty 6 N

The following uncertainties might be encountered in 6 N: An uncertainty in (a) determining the number of atoms in
the sample, (b) correcting for non-uniform samples, and (c) correcting for a non-uniform neutron beam. If at least
one of the two, sample or beam, is uniform in the area of the sample illuminated by the beam, uncertainties (b) and
(¢) will not be an issue.

For analyzing 6 N(;g.), one needs to also take into account whether only part or all of the sample is illuminated by
the neutron-beam [21]. If the beam is smaller than the target and the target is uniform, with the beam in the center
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Table 1: Typical uncertainty sources encountered in (n,f) measurements that involve detecting fission fragments
are listed, including proposed realistic ranges of uncertainties and shapes of correlations if missing for a specific
measurement. The modifications from the preliminary version of the template in Ref. [9] are highlighted in red. The

energy uncertainties 0 F/ are understood to encompass energy calibration and time resolution.

Unc. source |

Typical range

‘ Cor(Exp;,Exp;) ‘

Cor(Expy, Exp) i £ J

|

ON(a) > 1% Full # 0 if same technique/sample

N (bgec) 0-0.5% (Vapor-deposited target) Full # 0 if same technique/sample
1% (Painted/electro-plated target) Full # 0 if same technique/sample

dc Egs. (3) and (5) Diagonal 0

0B & om; om 0.02-2% Gaussian [20] 0.5-0.75

0B & dm; 6 0.2-1% Gaussian 0.5-0.75

oe & da; de 1.1-4% Close to full 0.5-1

e & da; b Compare to nuclear data Gaussian 0.75-1.0

ob 0.2->10% Gaussian Possible

oE 1%, 1-3 ns (TOF, for given TOF length) | From conversion Technique-dependent

) 0%, >1% 0.5-Full Technique-dependent

oC See Table 3 0.9-1 0.5-0.75

od >0.1% Full 0

Table 2: Typical uncertainty sources encountered in (n,f) measurements that involve detecting fission fragments are
listed dependent on their specific measurement type. The amendments from the preliminary version of the template

in Ref. [9] are highlighted in red.

Unc. source Absolute Absolute clean ratio Absolute indirect ratio
ON(a/bsec) See Table 1 Both samples Both samples

oc Egs. (3) and (5) Both, combined Both, combined

5B & dm; dm 0.2-2% 0.02-0.2% 0.2-2%

03 & dm; 68 0.2-1% Less than absolute 0.2-1%

oe & da; de 1.1-4% 0.3-4% 1.1-4%, 0.5-1%

e & da; dav Compare to nuclear data | Compare to nuclear data | Compare to nuclear data
ob 0.2->10% 0.2->10% 0.2->10%

oF 1%, 1-3 ns Combined Both detectors

6p >1% Cancels or small Cancels or small

oC See Table 3 See Table 3 See Table 3

od >0.1% Both combined Both detectors

or vice versa, the non-uniformity correction is not needed. In this case, d N only accounts for quantifying the number
of atoms in the sample, dN(q).

However, a large beam does not necessarily guarantee a uniform beam. It might just reduce its non-uniformity.
Thus, it is essential that uniformity of beam and samples be validated in all measurements.

If sample and beam are non-uniform in the area of overlap, d N(yg.) might apply. Its absolute magnitude depends
on the non-uniformity of beam and target fabrication. In general, vapor-deposited targets tend to be more uniform,
leading to a low 0 N(pg) on the level of 0.0-0.5 %, if large beam spots are also used. Electroplated and painted targets
are often more significantly non-uniform. Then, corrections should be applied to mitigate resulting effects on the cross
section. For a large non-uniformity, e.g., 2:1 contrast ratio across beam or target, corrections may amount to a few
percent. Here, we estimate that 6 N is & 20 % of its correction, thereby leading to a value of up to 1%. This
conservative estimate is recommended if 6 N(4g.) is not specified in the literature, but a correction for the effect was
applied. If no correction was applied, and there is reason to suspect large non-uniformities of sample and beam, an
additional uncertainty of a few percent (perhaps as high as 5 %) might apply. This uncertainty would not necessarily
be constant, but would likely be energy-dependent, as the beam shape, and hence the correction, changes with incident
neutron energy.

The uncertainty in determining the number of atoms in the sample, §N(,), is maintained from Ref. [9]. It is
technically possible to achieve 0 V(4 values lower than 1% in dedicated measurements, but 1% is a realistic conservative
estimate if nothing else is given.
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Table 3: Typical ranges of sample-mass impurity uncertainties, 6¢, are provided for 23°Pu and 23°U samples, dependent
on the isotopic content of the main isotope. It is assumed that the contaminants are of the same element as the isotope
investigated. These numbers are understood as a guideline if no ¢ values are given in the literature but the sample
contamination is explicitly stated.

Isotope content (%) | 6¢(*3°Pu) (%) | 0¢(*%°U) (%)
100 0 0
99.5 0.05 0.075
99.0 0.1 0.15
97 0.3 0.4
95 0.5 0.6

If several samples are used, the non-uniformity of, and the number of atoms in, each sample have to be determined,
and this will lead to increased 0 N. This could apply to measurements with a stack of samples of the same isotope or
measurements as ratios to a monitor reaction.

The non-uniformity of the neutron beam could potentially cancel if the cross sections were measured as a ratio to
a monitor provided that these samples had the same non-uniformity and were irradiated simultaneously in the same
neutron beam. However, it is unlikely that two samples would have similar non-uniformity. Of course, there could
be a partial cancellation, or an enhancement depending on the details of the non-uniformity (i.e.,the nature of the
spatial distribution of sample atoms) and the relative orientation of these two targets. A diverging orientation of the
non-uniformity of the targets would lead to distinct corrections for these targets.

Many ratio 2*Pu(n,f) data sets in the GMA database involve the 23°U(n,f) reaction. If they are absolute data,
0N(4) needs also to be determined for the 235U sample. In general, it is harder to measure the number of atoms in
235U rather than 23°Pu samples because:

e There are several contaminants in 23°U (e.g., those of 23%:234:236)) that are difficult to resolve with a-spectroscopy

from 235U as they have relatively short half-lives and nearby a-energies.

e Mass spectrometry on uranium material is difficult to perform to high precision because of its ubiquity compared
to plutonium. 23°Pu, on the other hand, typically has ?4°Pu contaminations which cannot be resolved by a-
spectroscopy but is easily measured by mass spectrometry.

e The half-life of ?3°Pu is much shorter than that of 23°U, so the needed count time is reduced for the former.

e Also, when measuring 23U and 23°Pu fission ratios, additional difficulties might arise due to the different -
emission rates of those two isotopes. For a geometry that is effective for measuring 23°U, 23°Pu can have an
extremely high a-emission rate leading to pile-up issues. This problem can be avoided with the right experimental
configuration.

Consequently, it is expected that 0N, is usually slightly higher for 2**U than for *Pu samples. If this trend is
specified to be different in particular measurements, one should investigate why this might be the case.

The sample mass uncertainty d/N leads, in general, to a fully correlated uncertainty source that applies to all
incident neutron energies of the same experiment. One exceptional case would be if different samples were used to
measure the (n,f) cross section at specific incident neutron energies. Another reason could be that an apparent non-
uniformity of sample and beam was not corrected for and the beam varies with E. Then, so does d N(yg.) thus leading
to a strong but not full correlation. As we expect these two cases to be exceptions rather than the rule, we recommend
to use a full correlation, in general, for 6 N(;g.) in Table 1.

Correlations between 6N of different experiments can arise if the same sample was used. This might seem that it
should be a rare occurrence because few cases are explicitly documented. However, this seems to be more common than
the literature suggests. For instance, the sample used by Lisowski et al. [23], was re-used by Tovesson et al. [24] and
Staples et al. [25] according to private communication with F. Tovesson. In addition, P.W. Lisowski received samples
from D.L. Smith (which are documented in Ref. [26]. So, they also were used in experiments by J.W. Meadows
who worked in the same laboratory as D.L. Smith) and A.D. Carlson after fission measurement campaigns at their
respective institutes were terminated. D.L. Smith also sent some samples to NIST (A.D. Carlson) which were sent
on later to LANL and LLNL. Hence, it is highly likely that samples were shared between more experiments in the
US than explicitly documented. Contamination and sample size information might provide some hints if the same
samples were re-used.
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Even if different samples were employed, only a handful of measurement techniques were used to determine N
for 239Pu(n,f) cross-section data in GMA (a-counting, direct weighing and the threshold method). This leads to
correlations between 0 N(,) for different measurements. For instance, a-counting was used frequently to determine the
sample mass [32], 27, 43}, [38], 34 [33], (411, 36}, 28], 39, 42} 29, B0}, BT} 23, B7, B35, 40]. According to Ref. [45 44], an -
counting measurement is at best precise to 0.1% which would be the common uncertainty across all the measurements
employing this approach. In older measurements and those not dedicated to achieve high precision, the uncertainty
might easily be higher and hence the correlations between sample mass uncertainties of different experiments might
be non-negligible, and a correlation of up to 0.5 might be a reasonable value to apply to dN(,).

2.2 Counting Statistics Uncertainty dc

In the original template, it was recommended that if dc is not provided, one could add statistical uncertainties of a
similar magnitude on average compared with dc of other measurements with the same isotopes, in the same energy
range and with a similar binning size, e.g., for white neutron source experiments. This procedure is arbitrary insofar
as it does not take into account the count acquisition time, the amount of material in the target and the intensity of
the neutron beam. Two different methods to estimate dc are proposed below:

2.2.0.1 Estimating dc from acquisition time, neutron flux and number of atoms in the sample The
cross-section counts C'(E) dependent on F are given as:

C(B) =t [ o(E)8(E)IE. 1)
E
with the acquisition time, ¢, the number of atoms in the sample, Ny, the cross section to be measured, o, and the
neutron flux, ¢. This equation is simplified since it does not take into account effects such as background correction,
correction for impurities in the sample, etc.
The statistical uncertainty can be approximated by

oc~

(2)

using t, N1 and ¢ for absolute or shape data. For ratio measurements, where Ny /N,, is measured with subscript “m”

for the monitor isotope, dc is given by:
dc 2 \/dc2, + dc3. (3)

If t, N, and ¢ are missing, one has to make educated guesses concerning these observables based on similar measure-
ments of the research group or at the same facility. These educated guesses might introduce biases. For instance, even
if the neutron flux is given for a specific facility in another journal article than the one describing the actual experi-
ment, not necessarily the same neutron-producing target, collimators, etc., might have been used for the measurement
of the quantity of interest. Also, ¢t might be hard to estimate if the duration of the measurement is not known. This
is yet another example that shows how important it is that key information about a measurement is recorded either
in journal publications (if space permits) or laboratory reports, in order to make the most use of the data without
introducing bias into an evaluation.

Ve
c

2.2.0.2 Estimating dc from the spread of the experimental data The above method requires a lot of
information which might render it unfeasible. Another approach looks at several experimental values in energy ranges
where the data are expected to be flat or at least not widely varying within a short energy range (e.g., resonances).
The variation of the experimental data, dv, i.e.,

1 1 M
ov = <02> M ;(Ui;j - <Ui>> ’ (4)

with
1 M
{oi) = 77 > o, (5)
J=1

could be used as an upper bound of the statistical uncertainties dc. This procedure implicitly assumes that the
fluctuations in several experimental data sets only stem from the statistical spread of data. It disregards fluctuations
between data sets due to various systematic effects, and therefore it likely overestimates dc.
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In ratio measurements, fission fragment counts are recorded for both samples independently even if they are
measured at the same time within the same detector. However, dc is expected to be given in a combined fashion for
all ratio measurements as the ratio data themselves are reported as combined quantities. Of course, it would be best
practice if the experimenter not only provides dc directly but also clearly states whether it is for one isotope or for the
ratio data. In general, dc is expected to have a diagonal correlation matrix.

2.3 Attenuation and Multiple Scattering Uncertainties 05 and om

Because thin samples are usually utilized in (n,f) cross-section measurements, the neutron attenuation and multiple
scattering corrections are generally attributable to the influence of the surrounding material on the incident neutron
energy. However, if thick samples are employed, scattering in the samples needs also to be quantified (e.g., when
measuring the (n,f) cross section via detecting prompt neutrons rather than fission fragments).

Neutron attenuation is understood as the loss of incident neutrons in the structural material before reaching the
sample. Multiple scattering refers to the fact that some incident neutrons down-scatter in energy before hitting the
sample. This results in incident neutrons of lower energy than expected and thus an assignment of fission-fragment
counts to the wrong energy bin, e.g., in white neutron source experiments. Both of these effects are usually corrected in
a combined manner in contemporary measurements. In past measurements they were often determined separately using
various approximations. To emphasize that point, attenuation and multiple scattering uncertainties are re-grouped
in the template in Tables 1 and 2 into combined entries but the actual uncertainties and correlation coefficients are
supplied separately. These values are carried over from the original template [9]. More general information is given
below on how these effects were corrected.

The neutron flux is measured event-by-event prior to the neutrons impinging on the fission chamber in absolute
experiments that use the associated particle method. The neutron production rate is measured directly at the neutron
source by detecting the charged particle that is associated with the neutron-producing reaction. Attenuation and mul-
tiple scattering of neutrons between the neutron-producing target and fission sample needs to be corrected, accounting
for the neutron beam (profile, energy spread, etc.), room configuration, target and backing material. In clean-ratio
measurements, only neutrons attenuated and multiply scattered between the two targets have to be considered and,
hence, the correction is smallest for clean ratio measurements. This factor is larger for indirect than for clean-ratio
measurements, as usually more attenuating material is situated between the two samples.

Attenuation and multiple scattering effects are often calculated by Monte Carlo neutron transport codes such as
MCNP [46]. The contributing sources to 68 and dm are then the uncertainties in Monte Carlo statistics, geometrical
accuracy of the input deck, and in the nuclear data and physics models underlying the simulations. One should keep in
mind for the latter two contributions that even small constituents with large cross section could play a role, especially
in the resonance range. Attenuation also depends to a lesser extent on the target thickness, the backing material and
its thickness. Attenuation and multiple scattering were more difficult to simulate more than 20 years ago as neutron
transport codes were not as sophisticated as today and some calculations might not have been feasible due to the
computational cost.

2.4 Detector Efficiency and Fission-Fragment Angular Distribution Uncertainties d¢
and d«

In the original template [9], the detector efficiency and fission-fragment angular-distribution correction uncertainties, de
and da, were listed as two separate uncertainty sources. However, the fission-fragment angular-distribution correction
should be an inherent part of the detector efficiency [47], indicated as a change in Tables 1 and 2. If experimentalists give
a separate uncertainty component for the fission-fragment angular-distribution correction, there were approximations
made in this term which leads to increased da.

In general, the efficiency is a function of ' and depends on:

e The anisotropy of the fission fragments which is an effect caused by:

1. The inherent anisotropies of fission-fragment emission for the specific isotopes measured.

2. The kinematic boost of the fission fragments occurs in the direction of the incoming neutron beam, and it
reflects the momentum transfered by the neutron to the fragments.

e The magnitude of the stopping power affecting emission of fission fragments from the foils. Knowing it accurately
is especially important for thin backings where the fission fragments must pass through the backing before being
detected.
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e The roughness (irregularity) of the sample surface. The rougher a sample is, the fewer fission fragments are
emitted from the sample for a given average surface thickness.

e The material of the sample backing.
e On the specific event region selected for the particle-identification signals, if applicable.

Below, each uncertainty source is described in detail separately.

The kinematic boost of fission fragments is fairly well-understood for £ = 10-20 MeV from relativistic or non-
relativistic two-body kinematics [47]. However, for E > 30 MeV there are basically no measured data to guide its
trend, and full kinematic momentum transfer might no longer be guaranteed [50]. This might affect experiments above
30 MeV. It is present in absolute or shape measurements, and it persists for indirect ratio measurements if the monitor
isotope is non-fissile. This effect is expected to be the same for two different fissile targets and it cancels for clean
ratio measurements using two targets of the same thickness with both deposits facing in the same direction. Hence, no
uncertainty applies for this specific case. In a clean ratio measurement, where the sample of interest and the monitor
sample are aligned in a back-to-back configuration, one needs to correct for the difference in the angular distribution
of the fission fragments due to their distinct kinematic forward-boost. In old measurements, experimentalists would
account for this effect by rotating the fission chamber by 180 degrees such that the samples are again back-to-back,
but in opposite orientation with regard to which sample faces the neutron source. The results of both measurements
are then averaged, implicitly averaging over the kinematic boost of the fission fragments. If this effect behaves non-
linearly a small correction would nevertheless be required. If no correction was applied for the angular distribution of
fission fragments due to the kinematic boost, or the fission chamber was not rotated, then the kinematic boost effect
could introduce a bias in the measured cross section at medium energies and above. A crude estimate of this effect
would be 3-4%, but the magnitude would depend on the cos(theta) acceptance and target thickness. If one employs
very flat targets and a high-efficiency fission chamber, this effect might be negligible at low energies, but would be
still noticeable for £ > 1 MeV. One could expect the effect to be of the order of 1% and be primarily caused by the
anisotropy of the fission fragments.

The inherent anisotropy of fission-fragment emission depends on the isotopes measured. Therefore, it does not
cancel in any type of measurement. The effect might be smaller for clean ratio measurements than absolute/ shape
or indirect ratio measurements if the anisotropy of fission-fragment emission is similar for the actinide in question
and the monitor isotope. They usually differ most at those energies where first- or multiple-chance fission channels
open, especially, if these threshold energies do not coincide for the isotope in question and the monitor one (see Fig. 2
of Ref. [48] or Ref. [49]). For instance, if one compares the fission-fragment anisotropy of 23°U and 238U (see, e.g.,
Figs. 5.12 and 5.13 in Ref. [50]), it is obvious that not only the absolute magnitude but also the shapes as a function
of E deviate—especially, at the threshold of the 233U(n,f) cross section and second- and third-chance fission threshold
of 235:238(J(n,f) cross sections. To estimate the magnitude of the effect and the energy, F, where it is relevant, one
could examine the inherent angular distribution of fission fragments, deduced either from measurements, nuclear
data, if available, or nuclear theory calculations [51]. This recommendation to look at available information on d« is
summarized in Tables 1 and 2 by “Compare to nuclear data”. The magnitude of the effect depends specifically on
the experiment, as one needs to include angle and energy acceptance limits of the detector in any analysis designed
to study the effect. The same reasoning should apply to investigating these effects for stacks of targets.

Especially at shallow exit angles of the fission fragments from the foil, stopping power affects the fission fragments
through scattering and energy degradation, and this effect would be observed at all energies [52], [53]. The stopping
power effect is contingent on the thickness and isotopes of the foils. This effect is often calculated by programs such
as SRIM, TRIM, GEANT [54] [55, [56]. Internal to these codes, stopping power data are incorporated in a manner
which can lead to correlations between the results of analyses of these experiments. In old measurements instead, it
was common practice to employ samples that were as thin as possible to minimize the effect. To estimate its impact
on ¢, one could assume that an effective efficiency, €, approaching 99.5% could be achieved, and that the 0.5% loss is
completely attributed to the effect of stopping power [57]. If two targets of different thicknesses were used for ratio
measurement, the stopping power would depend on the difference in the thicknesses of the targets, and the bounding
value would be the fraction of events that did not escape the target. A crude guess of that difference might be 1%.
The uncertainty would be based on whether or not a correction was applied for the effect. Also, samples with more
than 100 mg/cm? effective thickness would affect the efficiency due to a higher effect of stopping power.

Usually, as mentioned earlier, painted and electro-plated targets would be subject to considerable roughness while
vapor-deposited targets have little roughness. The roughness of the samples leads to an energy-dependent correction
factor.

The amount and material of target backing used could affect the efficiency due to neutron multiple scattering and
back-scattering effects. Back-scattering effects might require corrections up to 1%, but they might cancel in ratio
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measurements if the same target backings are used. Carbon backings could be problematic because they often have
large ripples that add to roughness. If foils are backed by rough carbon materials, the detector efficiency can be
impacted by as much as ~10%, as can be seen in Fig. 15 of [16]. High-Z material backing (for instance, platinum)
could potentially affect the fission fragments [52], 58] if Coulomb scattering is not handled properly.

All these contributions to € are of similar importance. The fission-fragment angular distribution correction due to
the forward-boost effect is non-negligible at high E. The correction due to the inherent angular distribution of fission
fragments matters most at first- and multiple-chance fission thresholds. This latter contribution leads clearly to an
FE-dependent detector efficiency rather than the constant detector efficiency assumed in the template for £ < 10 MeV.
The stopping power correction applies to all E.

The uncertainties due to corrections of roughness, stopping power and angular distributions of fission fragments
due to the kinematic boost can be assumed to be very strongly, if not fully, correlated. The correlation matrix for the
uncertainties stemming from the correction due to the inherent angular distribution of the fission fragments depends
on the correlation matrix of the angular distribution data used for the correction. Hence, the correlation matrix for e
can be assumed to be strongly correlated except in energy ranges where the uncertainty due to the inherent angular
distribution of fission-fragment emission dominates de.

The proposed correlation coefficient values for de and da between different experiments were carried over from
Ref. [9]. The range of correlations for de varies widely between 0.5 and 1 because it depends on whether the measure-
ments investigated are absolute, clean ratio, or indirect ratio measurements, and whether the same/ similar assumptions
underlay the detector efficiency determination of two different measurements. The same or similar assumptions could
potentially apply to estimating uncertainties related to determining the fission-fragment angular distribution due to
kinematic forward boost, roughness and stopping power as they are simulated or corrected using the same equations
or data throughout many measurements.

For indirect ratio measurements relative to a physical observable other than (n,f) (e.g., 1°B(n,a)), correlations
between the uncertainties of both detectors need to be estimated. Correlations between non-(n,f) and fission chambers
are zero as the effects of stopping power of fission fragments in the samples and inherent angular distribution of fission
fragment obviously do not appear for the former type of measurements. However, non-zero correlations between de of
the reference measurements can appear between two measurements if similar detector types are employed.

2.5 Sample Impurity Uncertainties ¢

Corrections for sample impurities are accomplished by using the actual magnitude of the measured contamination
and the nuclear data for the (n,f) cross section of the contaminating isotopes. Nuclear data uncertainties for the
(n,f) cross section of the contaminating isotopes can be retrieved by knowing which nuclear data were employed for
the correction or by guessing at the nuclear data used according to the time and location of the measurement. The
uncertainty in the measured contaminant depends strongly on its actual level. If ¢ is not provided for an experiment,
but, impurities are explicitly stated and were corrected, one can use for 23°Pu and 23°U samples the estimates of §¢
in Table 3. If no reference is made to whether a correction for contaminations has been undertaken, one could assume
the level of contamination as an uncertainty, and that could be rather large for some experimental data sets. The
correlation information from Ref. [9] was carried over to Table 1 unchanged.

3 UPDATING ?*Pu(n,f) COVARIANCES IN THE NDS DATABASE

All 239Pu(n,f) experimental covariances in the GMA database were revised following a multi-step procedure:

1. A detailed literature review was undertaken for each measurement. The respective EXFOR entry [59], GMA entry
description [Bl [I, 2] and literature associated with each data set were consulted to extract relevant uncertainty
information for the data set. It is highlighted in Table 4 that in many cases additional uncertainties could be
added. Tt should be emphasized that this step is well-supported by the information actually supplied by the
experimentalist of the particular data set.

2. All uncertainty sources found in EXFOR, GMA or the literature are then compared to those in the template.
If one or more items are completely missing, clues in the literature are investigated to estimate them with the
help of the template. For instance, if §¢ is missing but a sample contamination is given, a better estimate for §¢
can be made. Another example is if it is mentioned that carefully designed low-mass experimental set ups were
used for the measurement, then dm and §3 are assumed to be smaller than template values. If no information
is provided, uncertainty values and correlations within the range of those recommended by the template are
used. If standard deviations of specific uncertainty sources are suspiciously low compared to template values,
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and there is no supporting evidence found in the literature to explain these values, they are increased following
values in Table 4. Additional comments for specific data sets are provided in Table 5.

3. The GMA entry is then updated with the information from above using the code ARIADNE [83]. Outlying
uncertainties, do, are set to zero in this step. These were added in the previous NDS evaluation version [2] to
clearly flag outlying experimental data points. do is determined based on the difference between total exper-
imental uncertainty and ratio of prior value to experimental data. When the experimental uncertainties are
re-estimated, do also have to be re-calculated.

4. do uncertainty components are re-introduced into the GMA entry based on newly estimated total uncertainties
of each individual data set. The procedure applied to the previous and current NDS evaluations was strictly
followed, namely: do is added if the difference, d,(E), of one absolute experimental value, e(E), from the prior
value, p(FE),

dy(E) =100[(1 — p(E)/e(E))|, (6)

of the fourth GMAP iteration (at least two are needed for the Chiba-Smith approach to address Peelle’s Pertinent
Puzzle [6]) satisfies the following constraints:
dy(E) > 26t.(F) for a single outlying data point, (7)
dy(E) > 0t.(E) if the following data point of
the same data set satisfies this constraint,

where dt.(FE) is the total relative uncertainty of an individual experimental data point in % relative to e(E).
The outlying uncertainty of point e(F) is then defined as

s0(E) =/ (a2(E))? — (ot.(E))*. (8)

It is included as a separate GMA uncertainty into the GMA database with a medium range correlation component
not correlated with any standard deviation for other data sets.

For shape data, the normalization, ng, of this data set is evaluated within the code GMAP. This change in
normalization of each data point e(E) in this data set is accounted for in the do-procedure by defining the
difference to the prior as:

dy(E) = 100[(ns — p(E)/e(E))], (9)

and then applying Eqgs. (7) and (8) with d;, instead of dj. It is listed in Table 4 which data sets were updated
with do.

5. Correlations between uncertainties of different data sets were introduced. The code GMAP only allows constant
correlation factors to be provided between partial uncertainties of two data sets. These were estimated following
Table 2 in general and Table 6 specifically. Measurement information pertinent to separate physical sub-processes
was identified in Table I of Ref. [84] for each measurement listed in Table 4. For instance, it was identified for
each measurement which technique was used to measure ¢ or to estimate Nj. If two measurements used the
same approach to estimate a sub-process of the measurement (e.g., neutron flux, background, detector efficiency),
the correlation factors listed in Table 6 were assigned between the uncertainties of this particular sub-process.
Programming and computational stability limitations in the GMAP program permit estimation of correlations
between uncertainties for only a limited number of groups of data sets or data points. Hence, correlations only
between uncertainties of different data sets were introduced between strongly correlated data sets. A total of
nine groups of correlated data sets were constructed containing {611, 617, 616, 615, 644, 1038, 640, 637}, {608,
609,619,671,672,628}, {660-663, 678, 679, 630, 631}, {1024, 534-536,551}, {676, 677, 680-682, 589}, {547-549
1, {602, 685, 653,654, 605, 666,668}, {407,626,837} and {8002, 1014}.
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Table 4:  For each 239Pu(n,f) cross-section data set in
the GMA database, the GMA number and reference are
listed along with its observable (“s” flags shape data).
It is also indicated which uncertainty sources, J, were ei-
ther added or changed following the literature/ EXFOR
or the template. It is also listed whether do components

were added.

Observable Added § Added § Changed ¢ Changed 0 | do
(lit./EXFOR) (template) (lit./EXFOR) (template) | do
S 8¢ 88, 6¢, od - de N
23?Pu(n,f) S oC 03 OND - Y
e 0 8¢ 8¢, &d, om, 83 5b 5e Y
% 3¢, de 8¢, 8d, 6m, 8 5b - N
) : om, 68, dd, 6 - b Y
% s 5¢ 8¢, 8d, dm, 63 - Se Y
Sgg(irff;? 5¢ 8¢, &d, 5m, 583 - Se Y
% 8¢ 88, dm, dd, 6¢ - - Y
ToR 5 5¢, 6d, 5m, 86 5e v
239py(n,f) s sm, 8¢ 88, 5d, 8¢ 8¢, 6b, 8¢ - N
”%ﬁfff; Time shift unc., dd | 8¢1, 6Cr, 38, da sm 5e Y
% 124U, $233Pu, 6 88, dav, 6b SN, de,6d SN, om | Y
ﬁ(ﬁfff; - gm, da, 8Cr, Oe, da SNy, ONg, 88 ¢ Y
% Thickness unc. (1, 0Cr, 6d - - Y
%&:’f? Thickness unc. (1, OCRr, 6d - - N
239Pu(n,f) 0N, - de, ON, dm, b - N
239Pu(n,f) - od, dm - 0, de Y
239Pu(n,f) 0E 00 N
239Pu(n,f) oF g, cone-eff. thickn-unc. N
239py(n,f) SE 883, 5b, 5m 5 Y
239Py(n,f) - om, od, 6C - - N
29Pu(n,f) - o¢, od - - Y
239Pu(n,f) - 0¢, od - - N
239Pu(n,f) - o¢, od - - Y
239Py(n,f) - 0¢, 6d - - Y
T § - 3B, da, 6 - - Y
239py(n,f) - 8d, 58, 6¢ sc, 6¢, SN - N
oy - 8¢, od - de, om, 68 | N
Tt - 8¢, 6Cr, 0d, Sor - - Y
239PU(1’1 f) _ 5d _ _ N
235U (n,f)
239py(n,f
225;9U((n,f)) S - (5m, od oe (SC Y
) - Je, 8¢ sc, om SNg N
239Pu(n,f) Det. spacing unc. dd, 8¢, db - - N
239Py (n,f) 5N, da SE, 5d se 5 Y
239py(n,f
23293;U(§]ff)) 3¢, od 83, ob - SN Y
g s | 0b, 61, 0Cr, dd, 0B - - Y
239Py(n,f) - 083, od, 6C - - N
R § ¢ gm, 68, dd, 6¢ - de N
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239Py(n,f)
661 [71] T0B(m,a) S (5C 5m, (Sﬁ, (Sd, (SC - oe Y
662 [71] | “roped 5 8¢ sm, 88, 8d, 8¢ - 5e N
663 [71] % s 8¢ sm, 68, od, 5¢ - se Y
666 [40] ;%ﬁff? - 8B, 6m, od - - N
668 [72] % - 88, 6d, 8¢, OF . . N
671 [1] | 2Pu(nf) s 8¢, 68, 6d sd - - Y
672 1] | *Pu(nf) 5d, 6¢ 88, 8¢ SN, 66 N
- Pu(n,f
676 [73] ﬁ s 8¢, 6d ¢ - - Y
677 [ | gz s 8¢, 6d (676) 5¢ - - Y
239
678 [75] | —oprasy s - 8¢, 6d - - Y
239 u(n,
679 [76] | -opiesy s - 8¢, 6d - - Y
680 [77] | “roped 5 8¢ 8¢, om, 63, &d - - Y
681 [78] | -mrped) 5 8¢ §m, da, 8¢, 8d der - Y
682 [78] | “roped 5 8¢ sm, da, 8¢, 8d der - Y
685 [42] ﬁ% Thickness cor., d¢ 03, da, b - 0N, om N
239p n"
719 [79] % S - ¢, &d - Se,om, 68 | Y
837 [0 % s 5¢ 88, &d, 5¢ . . N
1012 81 | ) - sm - SN Y
1014 [25] | ) ; sm, ¢, da 8b, 83, 86, 8d, 3¢1, 6Cr SN Y
1024 [§2] | opi s | 6E, ber, dep, ob 58, 6m, od 5ey Y
1029 [23] | ) 3¢, 5b 5e, 8d, 8¢, dm, 6 SNi, 6p | Y
1038 [43] | 2°Pu(nf) | de, 8¢, 66,6m, 58, 6b SE, 5b SN - Y
239
8002 [24] %ﬁlff; s - Se,8d, o, 63, 6m . . Y

Table 5: Additional comments regarding changes in un-
certainties are supplied for particular data sets.

GMA # | Comments

605 Normalization uncertainty split into 23°U
and 23°Pu normalization uncertainties

612 dc and db are given separately to
obtain more realistic correlations

644 JF taken from 611 (same method and FE)

1012 Energy resolution uncertainties moved to
appropriate entry

1014 Total uncertainties split into partial components
following EXFOR

1024 Systematic uncertainty components split
according to literature

1029 Sample mass uncertainties were increased to
values given by Staples for the same samples,
background uncertainty added from [23]

1038 Total systematic uncertainties split into partial
components following EXFOR

8002 Data changed to ratio shape data (normalized
to thermal point)

13
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Table 6: The values used to estimate correlation coef-
ficients between partial uncertainties of different mea-
surements are listed. This table was applied as follows:
If two data sets used, e.g., the same technique to de-
termine the background and b, the value given in this
table for their common technique was used for correlat-
ing 6b between these two data sets.

Unc. source

Cor. estimate

ON(a/b&c)

Same sample and method: 1.0
Relative to therm: 0.8
a-counting: 0.4

(0.3 with different 2°¢ method)

oc

0

0B & ém

Monte Carlo simulation: 0.5 for similar
materials (0.3 different material)
Measured: 0.3

0e & o

Stopping power calculated: 0.8
a-counting for/ measuring roughness: 0.4
Measured forward-boost: 0.5

Calculated forward-boost: 0.8

Monte Carlo simulated geometry: 0.5
Calculated fission-fragment angular
distribution: 0.5

Extrapolation: 0.5
Pulse-height-discrimination: 0.1

0b

Meas.: 0 (same facility: 0.5)

Monte Carlo simulation: 0.5
Monochromatic/ black resonance filter
techniques : 0.2
Pulse-height-discrimination: 0.1

0E

0 (not considered in GMAP analysis)

oo

Associated particle: 0.5 if same reaction
Mn bath: 0.5
Recoil proton measurement: 0.5

¢

a-counting: 0.4
Uncertainty & technique not given: 0.5

od

0

It is evident from Table 7 that revising the experimental covariances following this procedure leads to distinctly

different total uncertainties of individual data sets compared to their original values used in

In many cases

the experimental uncertainties are increased. Even more importantly: If one orders the data sets according to the
size of their lowest uncertainties, their sequence alters with improving the covariances. This implies that the overall
importance of particular data sets in the database, and thus their impact on the evaluation, evolves with modifying
uncertainties. Hence, changes in the evaluated cross section and uncertainties can be expected due to the update of

these uncertainties.
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Table 7: The total experimental uncertainties entering
the recent NDS evaluation (Orig. unc.) are compared
to updated ones of this work (Updated unc.). The to-
tal uncertainties are shown as used for the generalized
least-square procedure in GMAP, that is after interpo-
lating the data to a union grid. The GMA numbers of
data sets where either the minimum or maximum un-
certainties increased are highlighted in bold in the first
column. This indicates that the total uncertainties were
increased for many data sets in the NDS database. The
revised ordering of the data with respect to the small-
est uncertainty (Upd. importance) highlights that the
weight of individual data sets on the evaluation was
modified by revising covariances. Thus, a change in
the evaluated cross sections is expected.

GMA # | Orig. unc. | Updated unc. | Upd. importance
407 [39] 3.7-6.3 3.8-6.3 47 — 46
521 [60] 2.3-4.8 3.1-4.2 26 — 33
534 [61] 0.8-34 1.9-4.6 5— 13
535 [61] 2.3-4.1 3.3-5.5 25 — 37
536 [62] 0.6-6.5 0.8-7.7 1—2
547 [63] 1.5-5.1 1.6-54 13 -6
548 [63] 1.7-9.6 1.7-11.7 16 — 12
549 [63] 2.0-3.6 1.6-14.8 17 =7
551 [64] 1.5-7.3 2.0-2.8 12 — 16
589 [18] 2.9-3.9 3.7-4.5 36 — 42
600 [65] 1.7-274 1.9-19.6 14 — 14
602 [28] 0.8-6.8 1.5-6.5 3—5
605 [29] 1.7-15.3 1.9-16.1 15— 15
608 [30] 2.0-12.6 2.3-13.6 20 — 23
609 [31] | 2021 2.3 19 — 20
611 [37] 1.0 1.7 79
612 [33] 3.8-5.7 3.3-4.2 48 — 38
615 [32] 2.1 2.2 23 — 19
616 [32] 5.4 3.8 53 — 43
617 [32] 5.8 4.2 56 — 49
619 [66] 2.9 3.3 35 — 39
620 [34] 2.8-6.6 2.9-5.9 34 — 29
621 [34] 2.9-3.2 3.0-3.3 37 — 30
622 [34] 2.8-7.0 2.9-7.5 33 — 28
623 [34] 3.2-4.1 3.5-4.4 40 — 41
626 [35] 2.5-3.3 2.6-4.3 31 — 26
628 [306] 5.9 44 57 — 50
630 [67] 2.3-5.0 3.0 27 — 31
631 [67] 2.1 2.1-5.2 22 — 18
633 [68] 3.3 3.3 41 — 36
635 [69] 3.1-123.1 3.3-109.2 39 — 35
637 [37] 2.3 2.5 29 — 25
640 [38] 2.4-3.1 2.4-3.1 30 — 24
644 [27] 2.0 5.8 18 — 58
653 [39)] 1.2-6.9 1.7-6.2 10 — 11
654 [39] 1.0-5.7 1.0-3.9 8 —3
657 [10] 9.3 44 60 — 51
660 [71] 7.1-7.5 7.2-7.6 59 — 60
661 [71] 6.4-7.7 6.5-8.8 58 — 59
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662 [71] | 5.4-11.9 5.5-6.1 54 — 55
663 [71] | 5.4-15.6 5.5-13.4 52 — 54
666 [40] | 5.7-6.2 5.7-6.2 55 — 57
668 [72] 10.3 10.3 61 — 61
671 [A1] | 4.3-25.8 5.6-27.0 49 — 56
672 [A1] | 4.9-54 5.3-5.7 51 — 53
676 [73] | 3.4-32.6 3.4-22.6 42 — 40
677 [14] | 3.0-5.7 3.1-5.7 38 — 32
678 [15] | 4.7-31.6 4.7-29.2 50 — 52
679 [76] | 3.7-20.1 3.8-16.5 46 — 45
680 [77] | 3.7-4.2 3.8-6.0 43 — 44
681 [78] | 3.7-8.2 4.0-8.9 45 — 47
682 [78] | 3.7-10.0 4.0-10.6 44 — 48
685 [47] 1.1 2.0 917
719 [79] | 2.2-15.6 3.1-17.0 24 — 34
837 [R0] | 2.6-3.7 2.7-3.7 32 — 27
1012 [§1] | 2.1-5.8 2.3-6.6 21 — 21
1014 25] | 1.3-1.6 1.7-3.9 11 — 10
1024 82] | 0.8-4.6 1.6-3.1 48

1029 23] | 1.0-2.5 1.5-2.8 6— 4

1038 [43] | 2.3-7.7 2.3-6.8 28 — 22
8002 [24] | 0.7-3.8 0.8-4.4 21

4 RESULTS AND DISCUSSION

4.1 TImpact of Improved **°Pu(n,f) Experimental Covariances on Evaluated Results

The impact of revising the 23°Pu(n,f) experimental covariances in the GMA database on the evaluated cross sections
and uncertainties is studied here for various observables in GMA. To this end, the full GMA database—including the
updates in the 239Pu(n,f) experimental covariances—was used for a GMAP fit across many observables, similarly to
the evaluation for [1]. It should be emphasized that only the 23°Pu(n,f) experimental covariances were modified while
the data and covariances of all other data sets were carried over unchanged—including their do values assigned for the
evaluation in Ref. [I]. Also, the experimental mean values of all 23°Pu(n,f) cross sections remained the same.

If missing uncertainties of single experimental data sets are added into the GMA database, and underestimated
ones are modified for individual data sets based on literature and the template (steps 1-3 in Section 3), the evaluated
mean values and standard deviations change distinctly as can be seen in Fig. 1. The mean values differ by up to 3%
at a few specific F, with a mean difference in the cross section across all E of a non-negligible 0.4%. The uncertainties
increase at many E leading to a mean increase of 2.1% across all E. However, from 2 keV to 300 keV, they decrease
significantly. This decrease might at first seem counter-intuitive given that additional uncertainties were included in
most cases and increased in others. However, the original o had to be removed as described in Section 3. When do
is re-determined and then re-introduced, the resulting mean values change less drastically compared to [I] and the
associated standard deviations increase, as expected, at most F. The maximum difference in the cross section now
does not exceed values of 2% with a mean change across all energies of 0.09% that is smaller than before adding do.
The evaluated uncertainties increase at most E except for 10-200 keV. In this energy range, dt. of single experiments
was sufficiently large that the do was zero contrary to [I] where do was included leading to overall larger uncertainties
for these particular data sets. Considering correlations between uncertainties of different experiments leads to only
a small difference in the evaluated cross section compared to including do. The mean change of the cross section
is now decreased to 0.07% as can be seen in Table 8, with deviations from [I] as large as 2% at specific energies.
Differences of about 2% can be observed, for instance, close to 14 MeV. At this energy, there are some data sets
(611, 644, 685, 8002, 609) which originally had low uncertainties but, on revision, had substantial uncertainties
introduced, thereby contributing to the significant differences observed in the cross section. The cross section also
deviates significantly at 200-600 keV from [I]. In this energy range, 65 is non-negligible, but it was missing for many
data sets. Consistently considering § likely contributed non-negligibly to the changes in that particular energy range.
The evaluated uncertainties differ distinctly—especially up to 10 keV. In this particular energy range, earlier many
physically justifiable correlations were missing between uncertainties of different data sets, while non-zero correlations
between uncertainties of data sets influencing the evaluated data above 10 keV were already present in the original
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GMA database. Below 10 keV, many 23°Pu(n,f) GMA data sets were measured relative to °B(n,a) and two relative
to Li(n,a). Seven out of these 20 data sets were undertaken by the group of Gwin/Weston (1024, 534, 677, 676, 681,
682, 535), three by the Wagemans group (547-549 with 549 relative to 2*U) and four by Ryabov (660-663). The
correlations between uncertainties of these data sets within a group were only scarcely quantified, and in many cases
they were entirely neglected. Therefore, a bigger change of evaluated uncertainties is observed in the energy range
below 10 keV than elsewhere.
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Figure 1: (Color Online) Evaluated mean values (left-hand side) and uncertainties (right-hand side) of 239Pu(n,f) cross
sections are shown as ratios to the evaluated mean values and uncertainties obtained from GMAP for the recent NDS
Evaluation [I]. One evaluation was obtained after updating the GMA database according to steps 1-3 in Section 3
(adding missing uncertainties of single experiments), steps 1-4 (additionally adding do) and steps 1-5 (additionally
adding correlations between uncertainties of different experiments). Note that USU are not included in any of these
plots.

Table 8: The differences in evaluated cross section (cs) and uncertainties (unc.) observed between the recent NDS
evaluation and GMAP code results obtained after updating 23°Pu(n,f) covariances in the GMA database are tabulated
for various reaction cross sections.

Reaction Range of Mean change of
cs change | unc. change cs unc.

Li(n,a) 1.0-1.002 | 0.999-1.035 1.0 1.002
0B (n,ap) 1.0 1.0 1.0 1.0
0B (n,a1) 1.0 0.998-1.001 || 0.9999 1.0
Au(n,y) 0.998-1.001 | 0.998-1.001 || 0.9994 1.0
B5U(n,f) || 0.994-1.002 | 0.978-1.063 || 0.9988 | 1.006
28U(n,y) || 0.998-1.001 | 0.999-1.005 || 0.9996 | 1.001
Z9Pu(n,f) || 0.978-1.025 | 0.944-1.327 || 1.0007 | 1.062

In general, it is obvious that including missing uncertainties of single data sets by referring to the template and
retrieving detailed information from literature leads to an overall increase of evaluated uncertainties. However, even
more importantly, evaluated mean values change in a non-negligible manner. This difference in the cross section was
expected since the increased experimental uncertainties of specific data sets change their impact on the evaluation
relative to other data sets in the database. Some data sets (e.g., 611, 534, 685) which previously had a high impact,
now have a lower impact, and this leads to an altered cross section. In contrast, the cross section did not change when
USU were added a-posteriori to the most recent NDS evaluated uncertainties originally obtained from the GMAP
code. It was already shown in Ref. [§] that the evaluated mean values are expected to change if the USU are added
a-priori, that is to the experimental covariances in the GMA database.

Hence, the first conclusion of this paper is that indeed uncertainties of single experimental data sets and
correlations between them were missing for many ?3°Pu(n,f) cross-section data sets in the GMA database.
It is very likely that this is true for data sets of other observables in the GMA database given that some of the 239Pu(n,f)
cross-section data sets were measured as part of a series that provided GMA data sets for other observables. Hence,
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an increase of the evaluated uncertainties by expert judgment was justified. However, the approach taken earlier to
enhance these uncertainties is shown in this paper to be oversimplified. Furthermore, then overlooked details, when
properly considered, are presumably leading to more correct evaluated mean values than were produced in earlier
evaluations neglecting this information.

However, one might argue that the evaluated uncertainties increased by USU are still distinctly larger than those
uncertainties obtained by updating the uncertainty and correlation information for 23°Pu(n,f) cross-section data sets,
as can be seen in Fig. 2. Hence, one could question whether the 23°Pu(n,f) cross-section uncertainties in ENDF /B-
VIII.O are over-estimated. One part of this discrepancy could be attributed to the fact that not all physically justifiable
correlations between uncertainties of different experiments can be accounted for. This effect is, however, unlikely to
lead to a significantly increased standard deviation since the groups of correlated data were chosen such that data
outside of these groups had smaller correlations.

2
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Figure 2: (Color Online) The final evaluated uncertainties of 239Pu(n,f) cross sections of this work are compared
to those originally obtained from the code GMAP for [I] and those enlarged by USU. The latter uncertainties were
included in the ENDF/B-VIIL.O database.

A larger increase of evaluated uncertainties is to be expected from revising covariances of all data sets in the GMA
database, especially those for which 23°Pu(n,f) cross sections are measured as ratios to. Some of the 2**Pu(n,f) cross
sections are measured relative to 2*5:238U(n,f), 23%U(n,y), °B(n,a) and °Li(n,a). The evaluated mean values and
uncertainties of some of these observables now differ from the values of [1] just by updating the 2*Pu(n,f) covariances.
For instance, the 235U(n,f) cross section and its uncertainties change non-negligibly in Fig. 3. Of course, these
deviations from [I] are less pronounced than for the 23°Pu(n,f) cross section, but they mirror its behavior, especially,
in those energy regions with many 2*Pu(n,f) cross-section data sets in GMA that involve 23°U(n,f) (above 100 keV).
It is noteworthy that the °B(n,ap) and °B(n,a;) cross sections and uncertainties remain nearly the same despite the
fact that uncertainties of the 23°Pu(n,f)/1°B(n,a) data in some cases change significantly as can be seen from Tables 4
and 7. One explanation for this could be that the 1°B(n,ap) and °B(n,a;) cross sections are mostly defined by the
R-matrix calculated data sets explicitly considered in the GMA database. Some of these data were calculated by the
Los Alamos National Laboratory R-matrix analysis code EDA [85]. These data have rather low uncertainties in the
range of 0.2-1.4% for these EDA data of 1°B(n,a;) and 0.2-2.1% for EDA data of 1°B(n,aq) and, hence, dominate the
evaluation compared to the impact of data sets as ratios to these observables which have often higher uncertainties.

It is equally noteworthy, however, that small differences in the Au(n,y) cross section and its uncertainties are
observed in Fig. 4 by revising 23°Pu(n,f) covariances in GMA. There is not a single data set in the whole GMA
database for 239Pu(n,f) as a ratio to the Au(n,y) reaction. This example illustrates that many, if not all, observables
in the GMA database are impacted—at least to a certain level—by improving covariances of experimental data of a
single observable due to cross-correlations and ratio data sets across all observables in the database.

This leads to the second conclusion that the covariances of all observables in the database need to be
improved in order to arrive at fully re-quantified cross sections and uncertainties of the 2*Pu(n,f)
reaction along with all other NDS project evaluated observables within the GMA database. To this
end, templates of expected uncertainties for other observables, e.g., (n,y) or (n,&) measurements are needed to aid
in a comprehensive uncertainty analysis across many data sets. The template presented here can be used to update
uncertainties of 235:238U(n,f) cross-section data sets in the GMA database.

It should also be highlighted that applying the template of expected uncertainties presented here to updating
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Figure 3: (Color Online) The same as Fig. 1 is shown for the 23°U(n,f) cross section and its associated uncertainties.
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Figure 4: (Color Online) The cross section and associated uncertainties are shown for Au(n,y) in the same manner as
in Fig. 1.

covariances only accounts for known uncertainty sources. Even after improving covariances of all data sets in the
GMA database using templates, one might then observe a larger scatter in the data than expected from the evaluated
uncertainties. This larger scatter might be caused by underlying unknown biases and statistical perturbations in the
data that influence the evaluations. Hence, unknown uncertainties applying to many data sets using, e.g., a specific
technique that could have unknown flaws, might be missing. They can be quantified following procedures outlined
in Ref. [4]. These unknown uncertainties might perhaps become knowable by undertaking measurements of the same
observables, for which a large scatter is observed, with different techniques. For instance, one example would be
employing a time projection chamber for measuring fission fragments instead of a fission chamber [I4] [T6, [I5]. This
notion is summarized in the third conclusion: Templates of expected uncertainties only allow the addition of missing
covariances for known uncertainty sources. USU cannot be addressed by the template, and can be either
reduced or eliminated by using novel measurement techniques to explore these unknown effects in a
targeted manner or they need to be quantified separately. Hence, the hope is that by using templates, it is
possible to decrease the need for a USU treatment following Ref. [4] but may not eliminate it altogether.

4.2 Impact of Modified Evaluated **Pu(n,f) Cross Sections on Benchmark Simulations

The revised 239Pu(n,f) cross sections were used to simulate a small set of ICSBEP critical assemblies [86] [87] and one
plutonium LLNL pulsed sphere [88], [0, [89]. This study enables assessment of whether the changes highlighted in Fig. 1
impact benchmarks representative of application calculations in a non-negligible way. To this end, all benchmarks
calculations were performed once with MCNP-6.1.1 [91] using ENDF/B-VIIL.0O. The resulting benchmark values are
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compared in Table 9 and Fig. 5 to experimental data as well as to values calculated with ENDF/B-VIIIL.0 [92] for all
data excluding 23°Pu(n,f) cross sections from 95 keV to 20 MeV. In this energy range, the cross sections of this work
were used. This new file was produced with DECE [93] and NJOY-2016 [94]. Data below 95 keV were not used from
this new evaluation since unresolved resonance structures in the cross sections are already visible that change rapidly
with smaller changes in the GMA database.

The average neutron multiplication factors, keg, of the selected plutonium metal fast (PMF) assemblies decrease
by 72-109 pcm with the new 2*Pu(n,f) evaluated cross section. This difference is significant as it is close to or more
than one third of a dollar for a plutonium system, the change between a controlled and uncontrolled system. Only
one plutonium solution thermal (PST) assembly was calculated which differs only within the Monte Carlo statistical
uncertainties. This was expected since the kg sensitivities with respect to the 23Pu(n,f) cross section are a factor of
20 smaller than those of the PMF benchmarks for neutrons in the energy range 95 keV—20 MeV. The PMI ("I” for
intermediate spectrum) keg change amounts to a non-negligible 77 pcm. While its keg is at 1 MeV by approximately a
factor of three less sensitive to the 239Pu(n,f) cross section, it is similarly sensitive to the cross section for E =100-300
keV where non-negligible modification are observed in Fig. 1.

Table 9: The difference in C/E values kegr, Aker = k2% — kM0 is shown for the two cases where either a modified
version of ENDF/B-VIIL0, that includes the resulting 23?Pu(n,f) cross section of this work from 950 keV to 20 MeV,
or just the unmodified version of ENDF /B-VIIIO0 is employed for simulating various critical assemblies. The simulated
ke uncertainties are tabulated in brackets in pcm.

C/E ke C/E ker A kot
Benchmark VIIL.O upd. 23°Pu(n,f) cs | (pcm)
PMF001 | 0.09981 (3) 0.99892 (8) -89
PMF002 | 1.00147 (8) 1.00075 (8) 72
PMFO006 | 0.99978 (10) |  0.99869 (10) -109
PMI002 | 1.00393 (7) 1.00316 (7) 77
PST034.10 | 0.99652 (16) 0.99653(22) 1

The LLNL pulsed sphere TOF spectrum, in Fig. 5, calculated with the new cross section changes in a statistically
significant way from the ENDF/B-VIIL.0O calculated values only in the TOF flight range right after the peak and in
the valley. Recent work of Ref. [95] has explored the sensitivities of the neutron leakage spectrum of a 23°U LLNL
pulsed sphere with respect to several nuclear data observables. This work indicates that the calculated LLNL pulsed
sphere neutron-leakage spectrum has non-negligible sensitivities to the (n,f) cross section from 13-15 MeV in the TOF
range right after the peak and in the valley, but is only negligibly sensitive to (n,f) cross sections at other energies.
Changes in the neutron-leakage spectrum calculated with ENDF/B-VIIIL.0 versus ENDF/B-VIIL.0 modified with the
239Pu(n,f) cross section presented here that extend from -1.2% to 0.6% are visible in this particular TOF range. It
can be assumed that this difference is caused by the changes in the 23°Pu(n,f) cross section close to 14 MeV.

The results discussed above lead to the fourth conclusion: The evaluated cross section and its uncertainties
change distinctly when the experimental ?*Pu(n,f) covariances in the GMA database are improved
using literature and the template. This difference in the evaluated cross section has a significant
impact on the criticality of selected benchmarks simulated with these data. It should be re-iterated that
the complete GMA database needs to be updated to fully re-assess any observable evaluated with the NDS code and
database.

5 SUMMARY, CONCLUSIONS AND OUTLOOK

The uncertainties of individual experiments, and correlations between them, were revised for all 239Pu(n,f) cross-section
experiments in the Neutron Data Standards (NDS) database, GMA, using the respective literature and a template
of uncertainties expected to appear in (n,f) measurements. This particular cross section and evaluation was chosen
as it was suspected that uncertainties of single experiments, correlations between those of different experiments, and
unknown systematic uncertainties across many data sets were missing in the database. As the evaluation is mainly
based on experimental data, this missing uncertainty information was expected to have a significant impact on both
evaluated mean values and covariances. Hence, the evaluated uncertainties of, e.g., the 239Pu(n,f) cross section were
increased a-posteriori for ENDF /B-VIIL.0 by USU (unrecognized sources of uncertainties) to account broadly for this
effect. A template of expected uncertainties in (n,f) measurements was used to consistently and systematically identify
missing or underestimated uncertainties of single experiments and to add missing correlations, thereby limiting the
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Figure 5: (Color Online) The simulated and experimental neutron-leakage TOF spectra of a plutonium LLNL pulsed
sphere are compared in the upper panel of the plot. In one case, it is calculated with ENDF/B-VIIL.0 including the
resulting 2*Pu(n,f) cross section of this work from 950 keV to 20 MeV, and in the other case only with ENDF /B-VIIL0.
The lower panel of this plot shows the ratios derived from these two sets of calculations.

need for USU. The updates to the original template of Ref. [9] are highlighted in Section 2.
The main conclusions from this work to improve the 2*9Pu(n,f) covariances in the GMA database are:

e Uncertainties of single experimental data sets and correlations between those of different experiments were indeed
missing for 22Pu(n,f) cross-section data in GMA. It is likely that the same is true for experimental data of other
data sets in GMA.

e Including this missing information, with reference to the literature of the experiments and the template, led to
an overall increase in evaluated uncertainties. Even more important, the cross sections were sufficiently changed
to significantly impact the calculated average neutron multiplication factor, keg, of selected plutonium critical
assemblies. Changes of approximately 72-109 pcm, that is about a third of the difference between a controlled
and an uncontrolled plutonium system, were observed for a few fast assemblies.

e The revised 2**Pu(n,f) covariances in the GMA database impacted other observables through cross-correlations
between measurement uncertainties of different observables and ratio measurements. Hence, an update of co-
variances of all observables in GMA is needed for a comprehensive, simultaneous re-assessment of mean values
and uncertainties of all observables.

e The updated evaluated standard deviations of the 239Pu(n,f) cross section are lower than those of ENDF /B-VIII.0
which were enlarged a-posteriori by inclusion of an USU component after carrying out a least-squares evaluation
process using the code GMAP. One reason that this might have been the case could be missing uncertainties
of other data sets. However, some unrecognized sources of uncertainties across many measurements performed
using the same (flawed) technique, or for some other unknown reasons, might still be missing. Therefore, a
thorough investigation to determine whether this is the case needs to be carried out after a GMAP evaluation
is performed using comprehensive and realistic uncertainties and correlations for all known uncertainty sources,
and encompassing all observables in the GMA dataset. Templates of uncertainties only address known missing
uncertainties and can thus only reduce the need for USU but may not fully eliminate it. The need to resort
to inclusion of USU components can be avoided only by resorting to detailed as well as novel measurement
and data analysis techniques that offer the possibility of uncovering true sources of uncertainties that hitherto
were unknown to experimenters and, if possible, eliminating the need for USU by applying corrections to the
measured data.

In summary, a template of expected uncertainties provides a viable tool for nuclear data evaluators to identify possible
missing uncertainties and correlations that have the potential to impact benchmark calculations that are representative
of important application calculations.
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In order to update the full GMA database and for nuclear data evaluations in general, more templates for un-
certainties of different observables (e.g., neutron-induced charged particle reactions, prompt fission neutron spectra,
(n,y) reactions) are needed. There is currently an initiative ongoing within the CSEWG community to create more of
these templates for use by evaluators, experimentalists, EXFOR, compilers and journal editors.
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