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AI Data Storage Testing                                                                  Q2 2025 

LeoFS Surpasses DDN on Parallel File System Performance 
 
Performance Throughput of LeoFS Solution 

 

 
 

Testing with RoCE and NVMe PCIe 5.0 
   

 Storage Node * 1 

CPU AMD EPYC 9453 32-Core Processor 

Memory 384GB 

Network Cards ConnectX – 7 200GbE * 6 Mellanox MT 2910 Family 

OS Disks SSD 960GB * 2 

NVMe Disks SAMSUNG MZWLO3T8HCLS 3840GB * 14 

 Computing Node * 2 

CPU AMD EPYC 9453 32-Core Processor 

Memory 384GB 

Network Cards ConnectX – 7 200GbE * 6 Mellanox MT 2910 Family 

OS Disks SSD 960GB * 2 
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LeoFS VDBench results: 
 

Erasure Coding 2M 4M 8M 

8 + 2 Read 132GB/s 128GB/s 124GB/s 

8 + 2 Write 53GB/s 48GB/s 53GB/s 

 

DDN AI400X2 Performance Throughput   
  

DDN offers flexibility in platform choice with the all-flash NVMe AI400X2, a hybrid flash and hard drive 

storage platform which leverages parallel access to flash and deeply expandable HDD storage. 

 

From DDN A³I Datasheet (https://www.ddn.com/resources/brochures-and-datasheets/a3i-datasheet/): 

 

 
 

* AI400X2-Turbo GA in Q1 2024. Current numbers are projected performance. 
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