Post-Quantum Risk Is Not a Crypto Problem Alone- by Goliath Engineering Technology

January 2026

Executive Summary

Control-Bound Encryption for the Post-Quantum Transition

The Problem

The post-quantum transition introduces a structural security risk that cryptography
alone cannot resolve.

Over the next decade, legacy algorithms, hybrid constructions, and post-quantum
cryptography (PQC) will coexist across heterogeneous systems. During this period,
adversaries can harvest encrypted data at scale today and exploit future
cryptographic, implementation, or key-management failures to decrypt it later. This
“harvest-now, decrypt-later” (HNDL) threat inverts traditional security assumptions
by allowing attackers to defer exploitation while defenders struggle to migrate uneven
infrastructures.

In many current architectures, once ciphertext is decrypted—regardless of when—
that data remains immediately useful. As a result, confidentiality becomes a time-
shifted liability rather than a durable property.

Architectural Shift
This work proposes a different security objective for the post-quantum era:

Rather than attempting to guarantee perpetual cryptographic secrecy, systems should
be designed so that stolen data does not reliably convert into usable intelligence or
operational advantage.

To achieve this, encryption must be bound to enforced context, not treated as a
standalone mathematical safeguard.

The proposed architecture, Control-Bound Cryptographic Authorization (CBCA-AB),
binds decryption validity to:

e Live policy authorization

¢ Temporal constraints



e Behavioral sequencing
e Enforced transport and execution context

Decryption is no longer an unconditional right conferred by possession of
cryptographic material. It becomes a governed operation that requires active
cooperation from an authoritative control plane at the time of access.

Core Design Elements
CBCA-AB is built around three principles:

1. Expiration of Meaning
Data is structurally partitioned (payload, metadata, index) such that offline
decryption does not reliably reconstruct operational state. Meaning depends
on live context that does not exist after the fact.

2. Decryption Grants, Not Keys
Endpoints never receive long-lived decryption capability. Instead, a hardened
authority issues short-lived, scoped, single-use decryption grants tied to
identity, purpose, time, and enforcement path.

3. Fail-Closed Enforcement and Learning Asymmetry
Inline enforcement prevents downgrade and fallback, while centralized logging
and policy evolution ensure attackers do not benefit from repeated probing.
Attackers get fewer learning opportunities; defenders accumulate institutional
memory.

Security Claims (Precisely Scoped)
CBCA-AB does not claim:
e Perpetual or absolute quantum-proof security
¢ Prevention of all compromise
¢ Replacement of standardized post-quantum cryptography
It does claim that:
o Offline decryption alone is insufficient to recover operationally useful data

o Downgrade and replay paths are explicitly denied



o Insider and confusion attacks do not scale

e Attacker return on attack (ROA) collapses over time due to rising cost and
decaying reward

Security effectiveness is measured using explicit metrics, including:

Capture Utility Half-Life (CUHL)

Downgrade Block Rate (DBR)

Compromise Blast Radius (CBR)

Operational Friction Index (OFI)

Evaluation Summary
Adversarial testing across multiple attack classes demonstrated that:
o Harvested ciphertext loses operational value even if decrypted later
o Downgrade and fallback attempts are blocked rather than silently accepted
o Partialinsider access does not enable bulk or retrospective decryption
e Repeated attack attempts increase attacker cost without improving outcomes

These results support the central thesis: breaking cryptography is insufficient to
recover meaning.

Operational Tradeoffs

CBCA-AB is intentionally restrictive and is designed for crown jewel data where
confidentiality loss is unacceptable.

Tradeoffs include:
+ Fail-closed behavior under partial outage
¢ Increased operational discipline
e No “temporary” bypass paths

Organizations unwilling to accept these tradeoffs should not deploy this architecture.



Path Forward

This paper establishes the architectural and security foundations of control-bound
encryption. The next phase of work focuses on operational survivability, including
recovery and rotation under real-world incident conditions.

CBCA-AB is intended to complement, not compete with, post-quantum cryptography
by addressing the residual risk that cryptography alone cannot eliminate.

1.1 The Post-Quantum Reality

The post-quantum transition is not a single event; it is a prolonged, uneven, and
downgrade-prone period that will likely span a decade or more. During this window, legacy
cryptography, hybrid constructions, and post-quantum algorithms will coexist across
heterogeneous systems, supply chains, and administrative domains.

This reality introduces a structural weakness that cryptographic strength alone cannot
resolve: data harvested today may remain exploitable tomorrow, regardless of future
algorithmic upgrades.

The dominant threat model in this environment is no longer real-time decryption, but
harvest-now, decrypt-later (HNDL).

1.2 Why Cryptography Alone Is Insufficient

Traditional security architectures assume a binary outcome:
e If cryptography holds, data is safe.
e If cryptography fails, data is exposed.

Post-quantum risk breaks this assumption.

In practice:
o Cryptographic failures are often partial, delayed, or implementation-specific.
e Attackers can stockpile ciphertext at scale with minimal cost.
e Future advances (quantum or otherwise) reduce attacker cost asymmetrically.
o Defensive upgrades lag due to operational, regulatory, and legacy constraints.

As a result, confidentiality becomes a time-shifted liability, not a static property.



1.3 The Core Failure Mode: Persistent Ciphertext Value

The most damaging characteristic of current architectures is not that data can eventually
be decrypted —itis that decrypted data remains immediately useful.

In many systems:
e Ciphertext fully encodes meaning.
o Offline decryption yields complete, coherent artifacts.
e No live authority or contextual enforcement is required.
o Attackers benefit from repeated probing, learning, and reuse across environments.

This creates a favorable attacker return on attack (ROA), even when decryption is delayed
by years.

1.4 Reframing the Security Objective
This work adopts a different objective:

Security in the post-quantum era should aim to collapse attacker return on attack, not
merely extend cryptographic strength.

Under this framing:
e Cryptographic compromise is treated as eventually plausible, not hypothetical.

e The defender’s goal is to ensure that stolen data does not reliably convert into
usable intelligence or operational advantage.

¢ Time works against the attacker, notin their favor.
This shifts the problem from “Can the ciphertext be decrypted?” to:

“Is decryption, even if successful, economically and operationally worthwhile?”

1.5 Design Implication

Meeting this objective requires moving beyond cryptography as an isolated primitive and
treating control, timing, behavior, and enforcement context as co-equal components of
confidentiality.



Encryption remains necessary — but it is no longer sufficient.

The remainder of this paper explores a control-bound encryption architecture designed
explicitly to:

e Minimize the long-term value of harvested ciphertext

¢ Resist downgrade and replay paths during transition periods

e Preventiterative attacker learning

e Enforce confidentiality through live authority, not static math
Section 2 — Threat Model, Assumptions, and Non-Goals

(What We Assume, What We Defend Against, and What We Explicitly Do Not Claim)

2.1 Primary Threat Model

This work assumes a post-quantum transition environment characterized by prolonged
heterogeneity, partial migrations, and downgrade-prone interoperability.

The architecture is designed primarily to address the following adversaries:
T1— Harvest-Now, Decrypt-Later (HNDL) Adversary
A passive or semi-passive adversary that:
e Collects encrypted data at scale over long periods
e Stores ciphertext indefinitely
o Exploits future cryptographic breaks, implementation failures, or key exposure
o Performs decryption offline, outside the original enforcement context

This adversary does not require real-time access and benefits from time asymmetry.

T2 — Active Downgrade Adversary
An on-path adversary capable of:
e Manipulating protocol negotiation
e Stripping or suppressing cryptographic capabilities

e Inducing fallback to weaker or legacy modes



Exploiting hybrid and transition-era ambiguity

This adversary seeks to shape future ciphertext so that it remains exploitable later.

T3 — Insider / Confusion Adversary

An adversary with partial internal access, such as:

Compromised service identities
Access to legitimate execution environments

Knowledge of policy semantics and sequencing rules

This adversary focuses on:

Grant reuse
Policy confusion
Purpose abuse

Low-and-slow extraction that appears legitimate

2.2 Assumptions (Explicit and Bounded)

This architecture makes the following assumptions explicit:

1.

2.

3.

Cryptographic primitives may eventually fail
Post-quantum algorithms are treated as necessary but not sufficient. Long-term
confidentiality cannot rely solely on algorithmic hardness.

Control-plane enforcement can be made harder to compromise than endpoints
Centralized or hardened authorities (e.g., KMS/HSM-backed services) and inline
enforcement points are assumed to have:

o Reduced attack surface
o Stronger operational controls

o Higher monitoring and auditability
They are not assumed to be invulnerable.

Some endpoints will be compromised over time
Endpoint compromise is treated as inevitable, not exceptional.



4.

5.

Availability loss is preferable to silent confidentiality loss for high-value data
For “crown jewel” data classes, fail-closed behavior is an accepted design
constraint.

Attackers rely on iteration and learning
Repeated probing, reuse of techniques, and cross-environment learning are
assumed to be central to attacker success.

2.3 Non-Goals (What This Architecture Does Not Attempt)

To avoid ambiguity and overclaiming, the following are explicitly out of scope:

Designing new cryptographic primitives

Claiming perpetual or absolute quantum-proof security
Eliminating all data breach risk

Protecting low-value, availability-first workloads
Relying on endpoint trust for long-term confidentiality

Providing bypass or “break-glass” mechanisms that silently weaken enforcement

If these goals are required, this architecture is not appropriate.

2.4 Security Objective (Restated Precisely)

The primary security objective is not to prevent decryption at all costs.

The objective is:

To ensure that stolen or harvested data does not reliably convert into usable

intelligence, operational capability, or system reconstruction — even if decrypted

later.

Success is measured by:

Collapse of attacker return on attack (ROA)
Reduction of ciphertext utility over time
Inability to reconstruct coherent system state offline

Inability to repeat or iterate attacks across environments



2.5 Implications of the Threat Model
Under this model:
e« Cryptography is treated as a necessary enabler, not the sole defense

e Live authority, policy enforcement, and behavioral constraints become first-class
security mechanisms

e Time asymmetryisinverted: data becomes less valuable to attackers as time
passes

e Attack surfaces are intentionally made non-repeatable
These implications drive the architectural choices described in the following sections.
Section 3 — Architectural Overview: Control-Bound Encryption (CBCA-AB)

(Binding Decryption Validity to Enforced Context)

3.1 Architectural Premise
The CBCA-AB architecture is based on a single premise:

Decryption validity must be conditional on live, enforced context — not solely on
possession of cryptographic material.

In this model, encryption does not confer an unconditional right to decrypt. Instead,
decryption is treated as a policy-governed operation that requires active cooperation from
an authoritative control plane at the time of access.

This shifts confidentiality from a static property of ciphertext to a dynamic property of
system state.

3.2 High-Level Architecture
CBCA-AB consists of three core elements:

1. Encrypted Data Objects
Data is encrypted using standard symmetric cryptography and partitioned into
semantically distinct domains.



2. Authority (A)
A centralized, hardened authority responsible for:

o

o

Key custody and wrapping
Policy evaluation
Issuance of short-lived, scoped decryption grants

Audit logging and state tracking

3. Inline Enforcement (B)

An in-path enforcement component responsible for:

@)

@)

@)

Transport compliance and downgrade prevention

Behavioral observation and sequencing enforcement

Attestation that requests traversed an approved path

Authority (A) is the sole entity capable of authorizing decryption.
Inline enforcement (B) is capable of blocking operations, but never holds decryption

secrets.

3.3 Trust Boundary and Role Separation

A core design invariant of CBCA-AB is strict role separation.

e Authority (A) is trusted with secrets but exposed to a narrow, auditable interface.

¢ Inline Enforcement (B) is exposed to traffic but trusted only to enforce and attest —
not to decrypt.

« Endpoints are treated as potentially compromised and are never entrusted with

long-lived decryption capability.

This separation ensures that compromise of any single component does not yield systemic
decryption power.

3.4 Data Domain Separation (“Expiration of Meaning”)

To prevent offline reconstruction, encrypted data is structurally partitioned into three
independent domains:



1. Payload Domain
Raw data blocks without standalone operational meaning.

2. Metadata Domain
Schemas, descriptors, timestamps, and formatting information.

3. Index/ Control Domain
Dependency graphs, restore order, and object relationships.

Each domain:
e Uses adistinct data encryption key (DEK)
e Is governed by separate authorization policies
e Cannot be meaningfully reconstructed in isolation

This ensures that decryption of ciphertext alone does not guarantee operational
usefulness.

3.5 Decryption Grants (Not Keys)
CBCA-AB does not distribute long-lived decryption keys to endpoints.
Instead, Authority (A) issues decryption grants with the following properties:
e Extremely short lifetime
e Single-use or narrowly scoped
e Boundto:
o identity
o declared purpose
o session context
o time window
o enforcement attestation from B
+ Non-transferable and non-cacheable

A grant authorizes a specific decryption action; it does not confer ongoing capability.



3.6 Fail-Closed Enforcement
CBCA-AB is explicitly designed to fail closed.

If any required condition is not met — including authority unavailability, enforcement path
failure, policy mismatch, or behavioral anomaly — decryption is denied.

For high-value data classes, loss of availability is considered preferable to silent loss of
confidentiality.

3.7 Crypto Agility and Transition Support

CBCA-AB is agnostic to the underlying cryptographic primitives used for encryption and
transport.

Post-quantum cryptography, hybrid constructions, and future algorithms can be integrated
without altering the core architecture, because cryptographic strength is treated as one
input to authorization — not the sole determinant.

This enables:
e Controlled migration during transition periods
e Centralized enforcement of cryptographic policy

e Downgrade resistance independent of endpoint behavior

3.8 Architectural Claim (Precisely Scoped)
CBCA-AB does not claim to prevent all decryption.
It claims that:

Decryption without live, compliant, policy-authorized context does not reliably
produce usable or reconstructable data.

This claim is evaluated empirically in subsequent sections.
Section 4 — Enforcement, Grants, and Policy Semantics

(How Authority and Control Constrain Decryption)

4.1 Enforcement as a First-Class Security Primitive



In CBCA-AB, enforcement is not an auxiliary control layered on top of cryptography. Itis a
first-class dependency of decryption itself.

Decryption is treated as a governed operation, not a mathematical entitlement.
Possession of ciphertext and cryptographic material is insufficient without live
authorization and enforcement confirmation.

This marks a deliberate departure from endpoint-centric security models.

4.2 Authority (A): Responsibilities and Guarantees

Authority (A) is the sole component permitted to authorize decryption. Its responsibilities
include:

e Custody of key-encryption material

e Evaluation of policy rules

¢ Issuance of decryption grants

o State tracking for replay prevention and rate enforcement
e Tamper-evident audit logging

Authority (A) is assumed to be hardened, monitored, and auditable. It is not assumed to be
invulnerable, but itis assumed to be significantly harder to compromise than endpoints.

Critically, Authority (A) does not issue long-lived keys to clients. It issues permissions, not
capabilities.

4.3 Inline Enforcement (B): Scope and Limitations
Inline Enforcement (B) operates in-path and performs the following functions:
¢ Enforces transport compliance and cryptographic negotiation policy
¢ Prevents downgrade and fallback to disallowed modes
e Observes access sequencing and rate behavior
e Attests to Authority (A) that requests traversed an approved path
Inline Enforcement (B):

e Does not possess decryption keys



e Cannot authorize decryption independently
e Candeny operations, but cannot grant them

This asymmetric power model ensures that compromise of B alone does not enable
decryption.

4.4 Decryption Grants: Structure and Constraints

A decryption grant is a narrowly scoped authorization issued by Authority (A) to permit a
specific decryption action.

Each grant is defined by:
e Scope: a single data domain (payload, metadata, or index)
¢ Purpose: adeclared operationalintent (e.g., restore-stage, verify)
o Lifetime: a short, bounded validity window
e Binding:
o requestoridentity
o session identifier
o nonce orreplay token
o enforcement attestation from B
Grants are:
e Single-use or tightly limited in reuse
e Non-transferable
e Non-cacheable
o Explicitly invalidated after expiration or use

This design prevents accumulation of latent decryption capability.

4.5 Replay, Rate, and Sequence Enforcement

Authority (A) maintains minimal state to enforce:



¢ Replay prevention
Previously used grants, nonces, or session bindings cannot be reused.

« Rate control
Grants are issued within defined thresholds tied to purpose and data class.

e Sequence validation
Certain data domains require ordered access (e.g., index before payload).

Violations of any of these conditions result in immediate denial, not degraded access.

4.6 Policy Semantics and Versioning
Policies in CBCA-AB are explicit, versioned, and strictly parsed.
Key characteristics:

¢ No implicit defaults

¢ No fuzzy matching of purpose strings

« No silent fallback between policy versions

If a request references an unknown, mismatched, or deprecated policy version,
authorization fails closed.

Policy updates are treated as security events and logged accordingly.

4.7 Fail-Closed Behavior Under Degradation
CBCA-AB is intentionally intolerant of partial failure.

If Authority (A) is unreachable, Inline Enforcement (B) fails, or required attestations cannot
be validated, decryption is denied.

This behavior is explicit and observable, preventing silent erosion of enforcement
guarantees.

4.8 Implications for Attackers

These enforcement semantics produce two critical effects:



1. Decryption requires live cooperation
Offline possession of cryptographic material is insufficient.

2. Authorization is non-repeatable
Successful access does not create reusable capability.

Together, these properties significantly degrade attacker return on attack and prevent
iterative learning.

Section 5 — Security Metrics, Success Criteria, and Failure Modes

(How Effectiveness Is Measured and Where the Architecture Breaks)

5.1 Why Metrics Matter

Claims of post-quantum resilience are meaningless without explicit, adversary-aligned
measurements.

CBCA-AB is not evaluated by theoretical cryptographic strength alone, but by how
effectively it degrades attacker outcomes across realistic threat classes.

Each metric in this section is tied to a specific attacker objective and produces a binary or
bounded outcome rather than a qualitative judgment.

5.2 Primary Success Metric: Return on Attack (ROA)

The dominant measure of success for CBCA-AB is collapse of attacker return on attack
(ROA).

ROA is defined as the ratio between:

e Attacker cost (storage, computation, analysis, iteration, operational risk)

e Attackerreward (usable intelligence, system reconstruction, operational leverage)
CBCA-AB is successful when:

e Attacker costincreases super-linearly over time

e Attacker reward decays or becomes unreliable

e Repeated attempts do not meaningfully improve outcomes



ROA collapse is not a single event, but a trajectory enforced by policy, time, and learning
asymmetry.

5.3 Supporting Metrics (Operationalized)
To make ROA measurable, CBCA-AB uses the following concrete metrics:
5.3.1 Capture Utility Half-Life (CUHL)

Definition:
The time after which harvested ciphertext can no longer be used to reconstruct a coherent
or operational system state, even if decrypted.

Success Condition:
CUHL is bounded by policy and grant lifetime, not by cryptographic strength.

Failure Condition:
Offline decryption yields restorable backups, valid system state, or high-confidence
intelligence.

5.3.2 Downgrade Block Rate (DBR)

Definition:
The percentage of downgrade or fallback attempts that are explicitly blocked rather than
silently accepted.

Success Condition:
DBR approaches 100% for disallowed negotiation paths.

Failure Condition:
Any silent downgrade or fallback produces weaker ciphertext artifacts.

5.3.3 Compromise Blast Radius (CBR)

Definition:
The scope of data that becomes accessible following compromise of a single endpoint,
identity, or session.



Success Condition:
CBRis tightly bounded to minimal, time-scoped access and does not enable bulk
historical decryption.

Failure Condition:
A single compromise enables large-scale or retrospective data recovery.

5.3.4 Operational Friction Index (OFI)

Definition:
The measurable operational cost of enforcement, including latency, denied operations,
recovery complexity, and human intervention.

Success Condition:
OFl is explicit, understood, and accepted for high-value data classes.

Failure Condition:
Operational pain leads to bypass mechanisms, caching, or weakening of policy.

5.4 Attack-Class-Specific Evaluation

CBCA-AB is evaluated independently against each major attack class:
e HNDL adversaries are measured primarily via CUHL and reconstruction success.
o Downgrade adversaries are measured via DBR and artifact quality drift.
¢ Insider/confusion adversaries are measured via CBR and grant misuse attempts.
¢ Operational pressure scenarios are measured via OFl and bypass attempts.

Success against one class does not imply success against all; failure in any critical class
invalidates the architecture for crown jewel data.

5.5 Failure Modes (Explicit and Non-Negotiable)
CBCA-AB is considered to have failed if any of the following occur:
o Offline decryption reliably produces usable, coherent system state

o Downgrade paths succeed without explicit denial



e« Decryption grants can be replayed, reused, or laundered
e Policy ambiguity leads to partial success

e Operators introduce bypasses to maintain availability

e Enforcement silently weakens under pressure

These are architectural failures, not tuning issues.

5.6 Learning Asymmetry and the “Hive Effect”
A key property of CBCA-AB is learning asymmetry.

e Attack attempts are detected, logged, and attributed

¢ Policies can be tightened centrally in response

¢ Repeated attacks do notyield proportional learning for adversaries
As a result, attackers face a hostile learning environment in which:

e Each attemptincreases cost

* Reuse across environments is constrained

e Iterative improvementis suppressed

This further accelerates ROA collapse over time.

5.7 Interpretation of Results
CBCA-AB does not aim to eliminate all attacks. It aims to ensure that:
e Successful attacks do not scale
e Partial successes do not compound
e Time erodes attacker advantage rather than defender posture
These outcomes define practical post-quantum resilience under real-world constraints.
Section 6 — Experimental Evaluation (Experiments A-C) and Findings

(What Was Tested and What Failed to Break)



6.1 Evaluation Philosophy
The evaluation of CBCA-AB is intentionally adversarial and failure-driven.
Experiments are designed to:

e Assume eventual cryptographic compromise

e Stress enforcement boundaries rather than cryptographic math

e Favor attacker realism over defender optimism

¢ Produce binary outcomes wherever possible

Success is defined by preventing operational reconstruction, not by preventing all
decryption.

6.2 Experiment A — Expiration of Meaning (HNDL Stress Test)

Objective:
Determine whether harvested ciphertext remains operationally useful after offline
decryption.

Method:

A crown jewel dataset was partitioned into payload, metadata, and index domains, each
encrypted and governed independently. Decryption grants were short-lived, single-use, and
policy-bound.

An HNDL adversary was assumed to:
e Capture all ciphertext and wrapped keys
e Decrypt all material offline at a later time
Findings:
¢ Payload blocks decrypted in isolation were non-restorable
¢ Metadata and index fragments lacked valid temporal and relational coherence
o Offline reconstruction of system state failed consistently
e Meaning depended on live sequencing and policy context that did not exist offline

Outcome:
CUHL was bounded by grant and policy lifetime rather than cryptographic durability.



6.3 Experiment B— Active Downgrade and Control-Plane Abuse

Objective:
Determine whether attackers could induce production of future-useful ciphertext via
downgrade or fallback.

Method:
An active on-path adversary attempted:

Protocol downgrade

Hybrid negotiation suppression

Capability stripping

Retry and fallback abuse
Inline enforcement was configured to fail closed on any disallowed negotiation.
Findings:

¢ Alldowngrade attempts were explicitly denied

¢ No silent fallback paths were observed

e Ciphertext produced under pressure was indistinguishable in strength from baseline
artifacts

e No weaker future-decryptable artifacts were generated

Outcome:
Downgrade Block Rate (DBR) approached 100% for disallowed paths.

6.4 Experiment C — Nemesis Injection (Insider and Confusion Attacks)

Objective:
Assess resistance to informed adversaries with partial insider access and policy
knowledge.

Method:
A series of adversarial techniques were attempted, including:

e Grantreplay and laundering



Session and nonce reuse
Sequence smuggling

Policy confusion and version skew
Purpose abuse

Partition and latency pressure

Findings:

Decryption grants could not be replayed or reused

Sequence violations resulted in hard denial

Policy ambiguity was rejected via strict parsing

Purpose abuse was constrained by rate and scope enforcement

Partial outages resulted in fail-closed behavior without bypass

Outcome:
Compromise Blast Radius (CBR) remained tightly bounded. Insider access did not enable
bulk decryption or reconstruction.

6.5 Observed Pressure Points

Two non-fatal pressure points were identified:

1.

Stateful authority is mandatory
Replay prevention, rate control, and sequencing enforcement require minimal state
tracking. Stateless authorization would fail these tests.

Operational impact is real
Fail-closed behavior introduces availability loss under certain conditions. This is an
accepted tradeoff for crown jewel data but requires organizational alignment.

These pressure points inform subsequent operational validation.

6.6 Aggregate Results Summary

Across Experiments A-C:

Offline decryption did not yield operational artifacts



e Downgrade and replay paths were blocked
e Insider knowledge did not enable scalable extraction
e Repeated attack attempts increased attacker cost without improving outcomes

No experiment produced a condition in which harvested data could be reliably converted
into usable system state.

6.7 Interpretation
These findings support the core claim of CBCA-AB:
Breaking cryptography is insufficient to recover meaning.

Attack success depends on live authority, compliant behavior, and enforced context —
none of which are available to an offline or iterating adversary.

Section 7— Deployment Considerations and Operational Realities

(What It Takes to Run This Without Breaking It)

7.1 Why Deployment Is the Real Test

Most security architectures fail not because their threat models are wrong, but because
their operational assumptions are unrealistic.

CBCA-AB is intentionally conservative in its claims and explicit in its tradeoffs. Itis
designed for environments where:

¢ Datavalue justifies enforcement cost
e Confidentiality is prioritized over availability
¢ Operators are willing to accept denial rather than silent degradation

This section outlines the operational realities required to deploy CBCA-AB without
undermining its guarantees.

7.2 Organizational Preconditions

CBCA-AB is appropriate only when the following conditions are met:



e Clear data classification
“Crown jewel” data must be explicitly defined and narrowly scoped.

¢ Authority ownership
A single organizational owner must be responsible for Authority (A) policy, uptime,
and audit.

« No tolerance for silent fallback
Teams must accept explicit failure over implicit weakening.

e Separation of duties
No single team controls endpoints, enforcement, and policy simultaneously.

If these conditions are absent, the architecture will be weakened through informal
workarounds.

7.3 Operational Impact of Fail-Closed Design
Fail-closed enforcement has concrete consequences:
¢ Restore operations may abort under partial failure
¢ Latency spikes may resultin denied access
¢ Incident response workflows must be pre-authorized and rehearsed
¢ Availability incidents become visible security events

This impact is intentional. CBCA-AB treats availability loss as a signal, not a failure mode,
for high-value data.

7.4 Recovery and Incident Operations

CBCA-AB supports recovery operations through a separate, explicitly constrained policy
path (e.g., CJ-RECOVERY).

Key characteristics:
e Recovery access requires explicit activation
e Multi-party authorization is recommended

¢ Grants remain short-lived and scoped



e Post-recovery re-wrapping and policy reset are mandatory

Recovery is treated as a controlled exception, not a relaxed mode.

7.5 Auditability and Institutional Memory (“Hive Effect”)
All authorization decisions, denials, and anomalies are logged centrally.
This enables:
e Cross-environment detection of repeated attack patterns
e Progressive policy tightening
e Suppression of attacker iteration and reuse
The resultis a learning asymmetry:
e Attackers do not benefit from repeated attempts
¢ Defenders accumulate institutional memory

This effect materially increases attacker cost and accelerates ROA collapse over time.

7.6 Human Factors and Bypass Risk
The greatest threat to CBCA-AB is not cryptographic failure, but human bypass.
Common failure patterns include:
e Caching decryption grants “temporarily”
¢ Extending grant lifetimes for convenience
¢ Introducing undocumented fallback paths
¢ Relaxing policy under operational pressure
CBCA-AB treats these as architectural failures. Successful deployment requires:
e Explicit prohibition of bypass mechanisms
o Clear executive backing for fail-closed behavior

e Training that frames denial as protection, not outage



7.7 Scalability and Scope Control
CBCA-AB is notintended to protect all data.
It should be applied selectively to:

e Backups

¢ Replication streams

e Configuration state

e Other long-lived, high-value assets

Applying CBCA-AB indiscriminately increases operational friction without proportional
security benefit.

7.8 Summary of Operational Tradeoffs
CBCA-AB trades:

e Some availability

e Some operational simplicity
For:

o Long-term confidentiality resilience

e Reduced breach impact

e Non-repeatable attack surfaces

o Enforced institutional learning
These tradeoffs are explicit and intentional.
Section 8 — Limitations, Risks, and Where This Breaks

(Honest Failure Analysis and Boundary Conditions)

8.1 Why This Section Exists

Any security architecture that does not explicitly describe where it fails is either
incomplete or dishonest.



CBCA-AB is intentionally scoped, opinionated, and restrictive. It achieves its security
properties by rejecting certain classes of convenience and availability. This section
documents those boundaries explicitly.

8.2 Authority Compromise Risk

The most serious failure mode in CBCA-AB is compromise of the authoritative control
plane (Authority A).

If Authority (A) is:

e Fully compromised

e Coerced into issuing unrestricted grants

¢ Bypassed through undocumented interfaces
Then the architecture degrades rapidly.
Mitigations include:

e Strongisolation of Authority (A)

¢ Minimal exposed surface area

e Strict audit and anomaly detection

e Separation of operational and policy roles

CBCA-AB assumes Authority (A) is harder to compromise than endpoints, not immune.

8.3 Inline Enforcement Limitations

Inline Enforcement (B) provides downgrade resistance and behavioral visibility, but it is not
a cryptographic root of trust.

If Bis:
¢ Fully bypassed
¢ Removed from the path
e Misconfigured to allow legacy negotiation

Then the system loses:



e Transport enforcement
e Sequencing guarantees
e Behavioral signal quality

However, B compromise alone does not grant decryption capability. Authority (A) remains
the gating factor.

8.4 Operational Rigidity

CBCA-AB is intentionally rigid.

It will:
e Deny access during partial outages
e Abort recovery workflows under misconfiguration
¢ Reject ambiguous or “close enough” requests

Organizations unwilling to tolerate this rigidity will eventually introduce bypasses, which
invalidates the security model.

This architecture is unsuitable for:
e Availability-first workloads
e Rapidly changing, poorly classified data

e Environments without centralized authority ownership

8.5 Performance and Latency Considerations
CBCA-AB introduces additional latency due to:
e Live authorization checks
e Policy evaluation
o Enforcement attestation

For crown jewel data, this overhead is considered acceptable. For low-latency or high-
throughput workloads, it may not be.

CBCA-AB is not intended as a universal data protection mechanism.



8.6 Incomplete Protection Against All Threats

CBCA-AB does not claim to:
¢ Preventreal-time data exfiltration from live compromised endpoints
e Protect data after it has been legitimately decrypted and mishandled
e Eliminate insider threats entirely
e Replace endpoint hardening or monitoring

It reduces the impact and scalability of compromise; it does not eliminate compromise.

8.7 Policy Complexity Risk
As policies evolve, there is a risk of:
e Overly complexrules
e Operator misunderstanding
¢ Misaligned incentives between teams
To mitigate this:
e Policy vocabulary should remain minimal
e Purpose strings should be narrowly defined
e Versioning should be explicit and infrequent

Complexity accumulation is a known failure vector and must be actively managed.

8.8 Where This Architecture Should Not Be Used
CBCA-AB is a poor fit when:
e« Datavalue does not justify enforcement cost
e Availability is prioritized over confidentiality
e Thereis no appetite for fail-closed behavior

e Governance structures are weak or fragmented



In such environments, simpler cryptographic controls may be more appropriate.

8.9 Summary of Limitations

CBCA-AB provides meaningful post-quantum resilience only within its declared
boundaries.

Outside those boundaries:

e Security guarantees weaken

e ROA collapse may not occur

e Architectural assumptions no longer hold
These limitations are not defects; they are consequences of deliberate design choices.
Section 9 — Conclusions and Path Forward

(What This Architecture Achieves and What Comes Next)

9.1 Summary of Findings
This work set out to test a narrow but critical hypothesis:

In a post-quantum transition era, confidentiality can no longer rely solely on
cryptographic strength; it must be enforced through live control, policy, and context.

Across adversarial experiments and stress conditions, the CBCA-AB architecture
demonstrated the following properties:

¢ Harvested ciphertext loses operational value over time

o Offline decryption does not reliably reconstruct system state

¢ Downgrade and fallback paths are explicitly denied

e Insider and confusion attacks do not scale

¢ Repeated attack attempts increase attacker cost without improving outcomes

These results support the central claim that attacker return on attack (ROA) collapses as
a function of enforcement and time, independent of cryptographic durability.



9.2 What This Architecture Does — Precisely

CBCA-AB does not prevent all compromise.
It prevents conversion of compromise into durable advantage.

Specifically, it ensures that:

Cryptographic failure alone is insufficient to recover meaning

Decryption requires live, compliant, policy-authorized context

Attack surfaces are non-repeatable
¢ Learning asymmetry favors defenders, not attackers

In this model, attackers may succeed once — but they cannot iterate, scale, or generalize.

9.3 What This Architecture Does Not Claim
For clarity, CBCA-AB does not claim:
¢ Perpetual or absolute quantum-proof security
e Elimination of all breach risk
e Protection against real-time misuse on fully compromised endpoints
o Applicability to availability-first or low-value data classes

The architecture is intentionally scoped to long-lived, high-value (“crown jewel”) data,
where confidentiality loss is unacceptable.

9.4 Relationship to Post-Quantum Cryptography
CBCA-AB is complementary to standardized post-quantum cryptography.
e Itdoes notreplace PQC primitives
e |tassumes PQC adoption is necessary
o It mitigates the residual risk that remains even after PQC deployment

In effect, CBCA-AB treats cryptography as a necessary input, not a sufficient guarantee.

9.5 Institutional Learning and the One-Shot Effect



A distinguishing feature of this architecture is its effect on attacker learning.
Because:

e Authorization decisions are centralized

e Anomalies are logged and attributed

e Policy can be tightened globally

Attackers are denied the ability to probe, adapt, and reuse techniques across
environments.

This “one-shot” property further compresses ROA by forcing attackers to invent new attack
paths for each attempt, dramatically increasing cost and uncertainty.

9.6 Path Forward: Operational Validation (Experiment D)

While Experiments A-C validate the security model, the next phase focuses on
operational survivability.

Experiment D — Recovery and Rotation Under Fire will test whether CBCA-AB can
withstand:

o Key rotation during partial outages

e Policy updates under incident pressure

¢ Recovery workflows without bypass

e Operator temptation to weaken enforcement

Experiment D is not expected to improve security claims.
Its purpose is to determine whether the architecture can be run in anger without humans
breaking it.

9.7 Broader Implications
The core insight of this work extends beyond post-quantum cryptography:

Security architectures should assume eventual technical failure and design systems
where failure does not translate into durable advantage.

This principle is applicable wherever:



e Data has long-term value
o Attackers benefit from time asymmetry

e Control and enforcement can be centralized

9.8 Closing Statement
CBCA-AB represents a shift from static confidentiality to enforced confidentiality.

In a future where cryptography will eventually fail in unpredictable ways, the decisive
question is no longer:

“Can the data be decrypted?”
But rather:
“Does decryption still matter?”

This architecture is designed so that, increasingly, the answer is no.



