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Abstract
Numerical modeling of complex underground engineering projects such as caverns, tunnels, and bulk mining zones is an 
essential part of the design phase. Large-scale models require significant reductions in complexity from the real-world sce-
nario, which often leads to low confidence in the model output. In this work, a mine-scale numerical model is developed to 
simulate a room and pillar extraction mining operation. The model inputs are calibrated through the comparison of the model 
response to pillar extraction in an analogous mine geometry with measured strain values collected using a novel distributed 
optical fiber strain sensing technique after pillar extraction. Calibration efforts resulted in the identification of the extent of 
rock mass damage that resulted from the pillar extraction operation. Numerical model inputs were calibrated for geologic 
strength index (GSI), rock mass damage, discontinuity properties, and applied horizontal stress conditions. A range of cali-
brated model input parameters are provided, which show good correlation with measured field strain values and are shown 
to have an accuracy from 78.2 to 89.1% within a 50% tolerance interval of field data. The model calibration presented in this 
work represents the first step in a calibration process, from which the model will be used for the forward analysis of various 
mining scenarios, the results of which will inform future calibration and analysis.

Keywords  Ground movement monitoring · Underground mining · Bulk mining · Ground control · Numerical model 
calibration · Geomechanics · Distributed optical fiber sensing

Introduction

Numerical models are powerful tools for the analysis of large 
engineering and mining projects in geomaterials and have 
been used extensively for the simulation of underground cav-
erns, mine openings, and deep well bores. At large scales, 
geomaterials are notoriously heterogeneous, and their 
material properties may vary considerably from one area to 
another. A geomechanical assessment of a site area is reliant 
on the collection of data from the field via mapping, geo-
physics, and laboratory-scale mechanical testing. In order to 

use a numerical model for geomechanical analysis, the case 
must be simplified and idealized (Shapka-Fels and Elmo 
2022). The wide range of material properties, spatial varia-
tion of geologic discontinuities and units, and the use of un-
verified assumptions in numerical modeling can lead to low 
confidence in the results of large-scale models. In addition, 
the inability to quantify the effect of engineering perturba-
tions (such as rapid excavation, blasting, and undermining) 
often leads to over-simplification of complex problems.

Model calibration is the process of constraining numeri-
cal results with physical observations and measurements 
to gain confidence in the output of the model. Challenges 
arise in model calibration due to (1) the flexible constraints 
associated with data-poor and ill-understood complex natu-
ral systems, (2) the non-uniqueness of model outputs (in 
that multiple parameter input sets may result in the same 
outcome), and (3) limitations of available material models 
to describe the behavior of geomaterials (Walton and Sinha 
2022). The associated limitations to model calibration often 
require an adaptive modeling approach in that insights into 
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the physical system are developed and refined during the 
modeling process.

Physical observations for model calibration include meas-
urement of the geomechanical response to some form of 
perturbation or changing condition (excavation, blasting, 
infiltration of water). Woo et al. (2012) used mine produc-
tion data and Interferometric Synthetic Aperture Radar 
(InSAR) vertical displacement monitoring to calibrate 
a 32-Gm3 model of a block caving mine. The model was 
calibrated using a back analysis procedure until a good cor-
relation with InSAR data was achieved, thus allowing the 
calibrated model to be used with higher confidence and with 
accurate results for forward analysis (Woo et al. 2012). A 
cavity monitoring system (CMS) was used to quantify dilu-
tion occurring in underground stopes, which was used as 
a proxy for the developed zone of relaxation in numerical 
models for calibration (Cordova, et al. 2022). Instrumented 
cable bolts and convergence monitors were used to calibrate 
continuum and hybrid continuum-discontinuum models for 
a tunnel in jointed rock mass (Bahrani and Hadjigeorgiou 
2018). Numerical model calibration can also be achieved 
using microseismic monitoring (Andrieux et  al. 2008), 
empirical relationships (Esterhuizen et al. 2010), and laser 
mapping (Jones et al. 2016).

The ability of researchers to utilize monitoring data for 
the calibration of models pertaining to underground struc-
tures, however, is limited to the availability of monitoring 
instruments suitable for use underground, as technologies 
such as InSAR and laser mapping may be limited in applica-
bility to the surface or near surface. In particular, laser map-
ping, while demonstrated to have significant applicability for 
measurement of surficial displacements in underground mine 
workings, has no ability to monitor within the rock mass, a 
critical gap for characterization of movement along discon-
tinuity planes which may not daylight into the excavation. 
In addition, monitoring instruments available to the under-
ground mining industry, such as borehole extensometers and 
crack meters, have severely limited ranges or installation 
depths, as well as high costs per sensor. These limitations 
result in the use of point-sensor data for the calibration of 
large and often geometrically complex underground struc-
tures. Distributed optical fiber sensing (DOFS) is a robust 
technology that offers potential solutions to address the 
drawbacks typically associated with point-sensing methods 
in underground rock structures. DOFS is the process of using 
an optical fiber as a modulator to changes in the environment 
around the fiber by converting quantities such as strain or 
temperature to changes in optical radiation (Gholamzadeh 
and Nabovati 2018). Brillouin optical time domain reflec-
tometry (BOTDR) is a long-range (km scale) form of DOFS 
that has been deployed for strain measurement in oil and 
gas boreholes (Seabrook et al. 2022), tunnels (Moffat et al. 
2015), and other underground caverns (Guan et al. 2015). 

Due to the meter-scale spatial resolution of most BOTDR 
systems, this technology has not been readily adopted by 
underground mining operations, as many mining applica-
tions for DOFS would involve cementing/grouting the fiber 
optic cable into boreholes, drilled into the rock, which would 
result in highly localized strains which are imperceptible to 
the BOTDR interrogation system. This limitation has been 
overcome with the development of the hybrid optical fiber 
cable (HOFC), which ensures a constant sensor gauge length 
even when installed in a brittle media (Nowak et al. 2022).

The use of DOFS via grouted boreholes allows for high-
density sensor coverage over large underground areas, such 
as power caverns and bulk mining zones. Due to the low 
cost of optical fiber cable, installation of fiber optic networks 
is cost-effective and can provide exponentially more sens-
ing points/dollar than many traditional borehole monitoring 
systems. In a recent study conducted by the authors of this 
paper, which is currently unpublished, a BOTDR sensing 
system integrating the HOFC was employed to monitor the 
progress of a pillar recovery operation within an under-
ground metal mine. The data and field observations from 
this monitoring campaign form the basis for the calibration 
of a mine-scale numerical back analysis of the pillar extrac-
tion process. The resulting calibrated model can be used 
with higher confidence in its assumptions for forward analy-
sis of future pillar recovery operations and support design. 
The results of the monitoring study and calibrated numerical 
model demonstrate the applicability of DOFS for mining 
applications and aid in the improvement of mining practices 
toward safer, more sustainable practices.

Young Mine case history

The Young Mine is an underground zinc mine located in the 
Mascot Jefferson City Zinc District (MJC), approximately 
25 km northeast of Knoxville, TN (Fig. 1). The MJC has 
a rich mining history dating back to the 1880s, with three 
operational mines today which average 6000 tonnes per day.

Sphalerite ore deposits form as paleocarstic domal col-
lapse breccias which are several kilometers in diameter. 
Domal breccias typically contain a low ore grade core, 
which consists of scantly mineralized or barren breccia. The 
host rock for the deposits consists of stratiform carbonate 
sedimentary rock packages, mainly comprised of dolostones 
with occasional thin shale beds. Structures such as bedding 
planes are shallowly dipping (< 20°) with good joint condi-
tion. Geologic strength index (GSI) values for the area fall 
between 59 and 75; however, in the site area specifically, 
the GSI values have been noted as high as 75 and not lower 
than 64.

The sphalerite ore is mined using the random room and 
pillar mining method, with pillar recovery when possible. 
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A pillar extraction operation was monitored using the 
HOFC and a BOTDR interrogation system. A HOFC with 
a gauge length of 1.5 m was grouted into 12 boreholes 
with a max length of 22 m. Pillar extraction operations 
commenced several months after sensor installation, in 
which six large pillars were removed simultaneously 
(~ 3000 tonnes). Distributed strain measurements from 
the installed HOFC were made 2, 10, and 44 days after 
pillar extraction, at which point further excavation of the 
remaining pillars resulted in the total loss of the monitor-
ing system. Removal of the pillars resulted in a failure of 
the roof in the stoping area up to a thin shale unit which 
was located approximately 10 m above the original roof 
line. In some areas within the stoping area, mainly the 
center where pillars were removed, failure 1–3 m beyond 
the thin shale unit was noted. The shale unit in question 
is a notable marker unit for the mine operator and one 
that has been noted to result in similar behaviors in other 
stoping areas, resulting in overbreak and dilution of the 
broken ore. The measurements collected from the DOFS 
monitoring system on the 44th day, as well as photographs 
taken after the pillar extraction are shown in Fig. 2. Failure 
past the primary support elements (2.1 m friction bolts) 
occurred almost immediately after pillar extraction, with 
ultimate failure up to the thin shale unit 10 m above the 

roof line occurring between the 10th and 44th days after 
pillar extraction.

Strain profiles from the near vertical boreholes show the 
highest observed extensional strain in the areas closest to the 
stope void, with measurements taken farther away from the 
stope void exhibiting strains with notably lower magnitudes. 
In the case of borehole 9, which is installed directly above 
the only remaining pillar in the stoping area, a large com-
pressional strain was noted between the excavation roof and 
the thin shale bed, indicating that pillar extraction resulted 
in increased vertical loads transferred to the remaining pil-
lar. It should be noted that compressional strains measured 
with DOFS indicate a slackening of the optical fiber. These 
strains are useful for determining strain regimes; however, 
the magnitude of compression may be erroneous.

The utilization of DOFS for strain monitoring in the 
room and pillar extraction operation presents a unique 
chance to calibrate numerical models effectively. This is 
made possible by the capability to collect a significant 
volume of high-precision strain data (measured at the 
µε-level) from a single access point using cost-effective 
sensors. The data set collected in the presented monitor-
ing study would likely have been cost-prohibitive using 
comparable instruments such as multi-point borehole 
extensometers. With low-cost sensors, larger monitoring 

Fig. 1   Geologic map of Eastern Tennessee, with model extents and location denoted by the red box. The site area is comprised mainly of a pale-
ocarstic domal collapse breccia (top right) surrounded by dolostone and occasional thin shale beds
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data sets that cover entire mining areas are possible, lead-
ing to higher confidence in calibrated numerical model 
results.

Base model development

The study area is comprised mainly of bedded dolomites 
and is largely devoid of regular joint sets. Explicit mode-
ling of each stratum across a mine-scale numerical model 
would result in a large number of numerical elements 
which would be computationally expensive to simulate. 
With the absence of intersecting joint planes, the use of 
continuum mechanics is a reasonable simplification for 
large-scale models. The rock mass at the site condition 
was treated as a continuum using FLAC3D version 7, 
with a single discontinuity plane (modeled as an inter-
face) representing the thin shale bed that was encountered 
during the pillar extraction operation.

Young Mine 3D model geometry

The model geometry was developed from excavation surveys 
and geologic maps from the immediate study region. The 
model boundaries are located a minimum of 500 m from 
any excavation, with the exception of the model top, which 
represents the ground surface. A total model height of 550 m 
is utilized, with the center of the excavations located at a 
depth of 275 m. An analysis of stresses on the bottom layer 
of elements pre- and post-mining indicates minimal influ-
ence of excavation relaxation on the bottom boundary. The 
model is fixed in all directions on the bottom surface, with 
roller boundaries on all sides. The top of the model (ground 
surface approximation) is left unfixed. The excavation geom-
etry represents the entire mining area, with the exception of 
some small access tunnels that lead from the modeled region 
outward. It is assumed that the overall impact of these tun-
nels on the area of interest is minimal. As a comparison of 
the model outputs with collected field data requires a high 
degree of geometrical twinning, care was taken to replicate 

Fig. 2   (Left) Borehole traces colored by collected strain data using 
a BOTDR interrogation system on HOFC grouted into six boreholes 
(boxed numbers indicate borehole identification numbers) super-
imposed on a 3D excavation geometry of the pillar extraction area 
(stope void in gray) The location of the thin shale bed with respect to 

the stope void and borehole traces is shown in green. The plan view 
and cross-section of the area of interest are shown in the bottom left. 
(Right) Photographs of the stope void directly after pillar extraction. 
The red arrow points to failed friction bolts in the muck pile
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the geometry of the mine excavations, measurement bore-
holes, and geologic units/contacts as they appear in the field. 
Care was taken to ensure accuracy in geometry development 
(use of survey instruments for mapping of excavations and 
geologic contacts/units, use of multiple exposures/borehole 
televiewer in the mining area to ensure placement of geo-
logic contacts), as well as in parameter inputs such as GSI 
measurements (collected and aggregated for several excava-
tions in the areas from multiple personnel). The mine exca-
vations and pillars are explicitly modeled as they appear in 
the field with slight simplifications in the general excavation 
profile to facilitate computations efficiently. The mine pil-
lars to be removed as they were in the field are displayed 
in Fig. 3. Mapped geologic contacts and regional geologic 
information provided by the mine operator were used to 
inform the shape of the domal collapse breccia zone and 
low-grade core (Fig. 4). The thin shale unit is represented 
by a single interface located approximately 10 m vertically 
from the excavation roof. The interface extends through the 
entire model extents. Tetrahedral elements with a maximum 
edge length of 0.6 m are used within the area of interest and 
gradually increased in size to a maximum edge length of 
75.0 m on the edges of the model. The fine mesh zone was 
assigned using a polyhedron with a 25-m horizontal buffer 
zone around the excavations, with a height of 50 m (10 m 
below the excavation floor and 40 above). The element size 
used in the area of interest was selected to be sufficiently 

smaller than the gauge length of the strain sensor used in 
the monitoring study (1.5 m). A total of 10e6 elements are 
required for the model geometry.

Rock mass properties

Initial estimates of rock mass properties for the three rock 
types are estimated from field observations and laboratory-
scale mechanical testing of rock specimens. Lump samples 
collected at the room and pillar extraction site of the ore 
breccia and low-grade core barren breccia rock types, as 
well as drill core samples of dolostone, were tested in the 
uniaxial compression test and triaxial compression test 
according to ASTM standards (Standard ASTM 2014). Indi-
rect tensile (Brazilian disc) tests were conducted (Standard 
ASTM 2016) to obtain intact tensile strength values. The 
results of the uniaxial and triaxial compression tests (Fig. 5) 
indicate that there is not a large variation in rock stiffness 
or strength between the three rock types tested, and mostly 
brittle failure was observed. The failure states of triaxial and 
uniaxial compression tests were used to fit a Hoek–Brown 
failure envelope to the data. The values of mi for breccia and 
dolomite were assumed from RocScience (2023). Intact rock 
parameters obtained from laboratory testing are presented 
in Table 1.

Field mapping at the site and on surface outcrops 
nearby indicate that a range of GSI in the study region 

Fig. 3   Model extents and excavation geometry
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Fig. 4   (Left) Cross-section of model showing the location of the gen-
eral excavation area, the thin shale bed, and the paleocarstic domal 
collapse breccias. (Top right) Polyhedron is used to assign the fine 

mesh zone around the excavation area. (Bottom right) The clipped 
cross-section of the model shows mesh size gradation from the 0.6-m 
fine mesh zone to the coarse 75-m mesh on the boundaries

Fig. 5   Intact rock test results. 
(Left) Uniaxial compression test 
stress–strain curves for the three 
rock types tested. (Right) Hoek–
Brown failure criteria fitted to 
triaxial compression test results

Table 1   Intact rock properties and rock mass properties

Intact rock properties Rock mass strength properties

Rock type Bulk 
modulus 
(GPa)

Shear 
modulus 
(GPa)

mi �
T
(MPa) UCS (MPa) GSI �

T
rm

(MPa) a s mb

Barren breccia 35.2 34.0 19  − 4.45 84.65 60–75 0.21–0.66 0.501–0.503 0.0117–0.0622 4.55–7.78
Ore breccia 26.5 24.0 19  − 7.25 137.75 60–75 0.38–1.19 0.501–0.503 0.0117–0.0622 4.55–7.78
Overburden 47.8 25.5 9  − 4.31 112.26 60–75 0.61–1.89 0.501–0.503 0.0117–0.0622 2.16–3.69
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ranges between 60 and 75. Specifically, in the room 
and pillar extraction area, GSI values were noted to be 
closer to the upper end of this range. The generalized 
Hoek–Brown (Hoek and Brown 2019) criterion was used 
to adjust the intact rock parameters to the rock mass scale. 
A disturbance factor of D = 0.0 is utilized in the model for 
non-excavation areas. In development headings, blasting 
practices at the mine site are generally good, with occa-
sional minor overbreaks occurring in normal mining con-
ditions. A borehole camera was used to assess fracturing 
into the rock in areas excavated for development; however, 
no notable features were identified. Rock mass damage 
in development headings and production (room and pillar 
extraction) stopes is addressed in the “Damage zone” sec-
tion. RSData software was used to convert laboratory scale 
triaxial tests to rock mass parameters (Table 1).

Competent rock mass has often been noted to exhibit 
similar elastic moduli to laboratory scale specimens, such 
as described in Kellaway and Keyter (2012), where intact 
moduli were assigned to competent mudstones with the 
assumption of lowered GSI values. Jointing at the study 
area is minimal, with typical spacing between joints of 
more than 2 m. The bulk and shear modulus assigned to 
the numerical model are that of the average estimates from 
the laboratory scale testing.

Support elements

Ground support at the study area is accomplished with 2.1-m 
friction bolts on a 1.2 m × 1.2 m pattern across the exca-
vation roof. This support system is modeled explicitly in 
FLAC3D using the hybrid bolt command. Support elements 
are installed with the same spacing and length as in the study 
area (Fig. 6).

The pull-out test results were provided by the mine opera-
tor, which served as a basis for the calibration of structural 
elements in the developed model. A simplified model was 
constructed to replicate the pull-out test in FLAC3D. The 
simplified model consists of a 2.1 m by 0.5 m 0.5 m block 
of rock with material properties consistent with middling 
values of ore breccia, which forms the immediate roof in 
much of the site area. In situ stresses are applied according 
to those discussed in the “Stress initialization and excava-
tion sequence” section. FLAC3D hybrid structural elements 
were used, and the parameters changed until a good corre-
lation between the experimental and numerical results was 
achieved (Fig. 7). No post-failure behavior is expected, and 
an average pull-out strength of 68.8 kN with a displacement 
of 25.4 mm was noted in the field.

The support element calibration yielded a set of structural 
element properties which were used in all subsequent mod-
eling efforts (Table 2):

Fig. 6   (Left) Friction bolts installed in pillar extraction area on a roughly 1.2 m × 1.2 m spacing. (Right) Explicit hybrid support elements mod-
eled in FLAC3D
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Stress initialization and excavation sequence

Young Mine is located near Knoxville, TN, near the Appala-
chian Ridge and Valley physiogeographic region. This area 
is characterized as an oblique-normal to strike-slip tectonic 
regime (Levandowski et al. 2018). Vertical stresses are con-
sidered to be a principal stress in the Appalachian region 
(Bowersox et al. 2021), and an initial value of maximum 
horizontal stress of 1.25 σv for the oblique-normal regime. 
The mine operator has indicated in conversation that institu-
tional or legacy knowledge of maximum horizontal stresses 
for the site yields estimates as high as 2.0 σv. The direc-
tion of maximum horizontal principal stress has been esti-
mated regionally by borehole breakout testing to be N53° E 

(Bowersox et al. 2021). As few formal stress measurements 
have been made in the site area, in situ stresses are among 
the parameters that will be investigated during the calibra-
tion phase.

Underground hard rock mining using the drill and blast 
method often results in a span of time between excavation 
and installation of primary roof support. To simulate this 
effect, rock bolt installation and tunnel excavation in the 
base model are accomplished by partial sequential excava-
tion, support installation, and full sequential excavation. 
Excavation of the main tunnels was accomplished in the 
model using the zone relax logic. The main excavations 
or development tunnels were excavated in the model in 16 
even segments, the sequence of which was determined from 
production data provided by the mine operator. For each 
main excavation segment in the sequence, the following 
procedure was followed: (1) relax the elements within the 
excavation group by 30% (accomplished by multiplying the 
material properties assigned to those elements by a factor 
of 0.7), (2) install rock bolts in the region of the relaxed 
excavation, and (3) fully relax the excavation. Zone relaxa-
tion was conducted over a total of 5000 model steps for each 
excavation, with a uniform 1500 steps per every 10% of the 
total relaxation. This relaxation routine was selected after a 
comparison between zone failure states at the edges of the 
excavations for a range of relaxation steps. The authors noted 
that the selected relaxation routine (1500 steps per 10% total 
relaxation) yielded results similar to those observed in the 
excavations at the mine site, such as minimal damage zones 

Fig. 7   Calibration of structural elements, (left) pull-out test model in FLAC3D, (right) comparison of numerical pull-out tests with experimental 
results

Table 2   Calibrated structural element support parameters

Property Value Unit

Cross-sectional area 478 mm2

Young’s modulus 80 GPa
Grout stiffness 1.35 MPa/m
Grout cohesion 3.2 kPa
Yield tension 35.4 kPa
Tensile failure strain 0.207
Dowel active length 7.0 mm
Dowel stiffness 3.5 MPa
Dowel yield 19.9 kPa
Dowel failure strain 0.8
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in development headings. At the conclusion of the sequential 
excavation process, the pillar extraction process began. In 
the field, all mine pillars were removed simultaneously in 
one large production blast. This effect was replicated in the 
model using the zone relax logic to 100% without the addi-
tion of support elements over a 5000-model step period. At 
the conclusion of pillar extraction, the model was allowed 
to run until a global unbalanced force ratio of 1e − 5 was 
achieved. The global unbalanced force was used to ensure 
that small instabilities did not result in untenable model run 
times. The entire model process requires 3 days of run-time 
on a computer with middling performance.

Model calibration

Through the explicit modeling of the complex mine geom-
etry, measured strain values from field monitoring are com-
pared with the numerical model predicted values. The latest 
available data from the DOFS monitoring system (44 days 
after pillar extraction) was utilized for model calibration. 
The mine operator required 44 days after pillar extraction 
to access the stoping area for collection of broken ore and 
setup of the next round of pillar extraction; thus, the numeri-
cal models can be considered calibrated for the timescale in 
which the excavation would be utilized. Model outputs are 
collected in the form of total strain profiles, the locations 
of which in the model correspond with the measurement 
boreholes used for DOFS installation in the active mine site. 
For model calibration, DOFS data was considered a series of 
individual point sensors in a line, with the distance between 
centers taken as the gauge length of the HOFC (1.5 m). As 
only extensional strain magnitudes can be quantified using 
the HOFC, areas in which compressional strain values were 
noted were omitted from the calibration data set. Due to 
the complexity of the mine geometry and uncertainty in the 
exact location of measurement boreholes, model output data 
that falls within 50% of the measured strain values (± the 
120 µε noise level of the BOTDR interrogation system) are 
considered acceptable.

An initial sensitivity analysis was conducted to ensure 
that model outputs would be within an acceptable range of 
the measured field data. The initial sensitivity analysis was 
conducted with rock mass parameters ranging from a GSI 

of 80 to 55 and maximum horizontal stresses ranging from 
0.5 to 2.0. From this initial analysis, it was found that model 
outputs for GSI values at the extreme ends of the range (80 
and 55) produced model strain values that exhibited smaller 
or larger than expected from the field data, respectively. In 
addition, it was found that minimum and maximum horizon-
tal stress values of 0.75σv and 1.25σv produced initial model 
outputs that most closely matched those of the field data.

An analysis of borehole scope data from the active mine 
site yielded little to no evidence of blast damage into the 
rock from normal development blasting. This lack of evi-
dence suggests that an initial value of D = 0.0 may be appli-
cable to all development areas within the active mine site. 
This assumption, however, does not pertain to production 
blasting areas, in which much higher powder factors are 
used, and large open areas between pillars may act to chan-
nel excess blast energy into the surrounding rock. In order 
to quantify the extent and magnitude of the blast damage 
zone that results from the pillar extraction process, the initial 
calibration process was conducted with a damage factor of 
D = 0.0 to be updated upon analysis of the model results in 
comparison to field data.

A parametric analysis of a large number of parameters, 
each with a range of possible values, is often not possible 
when using a factorial experimental design when computa-
tional run times are long. Taguchi experimental design is the 
process of using orthogonal arrays to test pairs of parameters 
simultaneously, thus reducing overall computational time 
(Taguchi and Phadke 1984). This has been experimented 
extensively by Kim et al. (2018) for calibration of coal 
mine models. For the calibration of the mine scale numeri-
cal model, a set of parameters was chosen that reflect the 
properties of the rock mass itself, and the thin shale bed 
in the immediate roof section. A total of five parameters, 
each with four levels that represent the possible ranges, were 
selected (Table 3). When combined in an orthogonal array 
via the Taguchi method, a total of 16 numerical model runs 
are required to test all necessary combinations (Table 4). 
The Taguchi method allows for the rapid identification of 
parameters with the highest impact on model output and 
thus allows researchers to identify candidate parameters for 
further analysis.

Model outputs take the form of total strain profiles 
from modeled regions which correspond to the location of 

Table 3   Parametric ranges used 
in the Taguchi experimental 
design

Parameter Level 1 Level 2 Level 3 Level 4

Geologic strength index (GSI, D = 0.0) 75 70 65 60
Joint stiffness: normal/shear (GPa/m) 20.0/0.2 15.0/1.5 5.0/0.5 1.0/0.1
Joint cohesion (Pa) 1e6 1e5 1e4 0.0
Joint tension (Pa) 1e4 1e3 1e2 0
Joint friction angle (°) 21 14 7 0
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measurement boreholes installed at the active mine site. 
Measured data from the DOFS monitoring system is com-
piled, with the omission of strain data from compressional 
zones (negative strain values), from which the measured 
strain magnitudes are not applicable. Model outputs are 
compared to field data through plots of measured strain data 
versus model output total strain.

Due to the wide variety of numerical modeling meth-
ods and calibration routines, there is no available standard 
methodology for developing criteria for acceptable model 
outputs with respect to field data. Many studies presented 
in the literature show an ability to calibrate large numeri-
cal models to field data in small displacement zones but 
often report deviations from field data in higher displace-
ment areas (those with close proximity to large excavations 
or tunnel boundaries). This issue is often exacerbated in 
studies that make use of large data sets or multiple instru-
mentation sites. A study utilizing four extensometers in a 
room and pillar mining operation produced a good correla-
tion between field data and model outputs but noted that 
the developed model tended to overpredict displacement 
by more than 100% of measured field data in one measure-
ment point (Walton et al. 2016). A similar discrepancy was 
reported in a 2D model of a tunnel monitored by several 
extensometers (Rafiei Renani et al. 2016). Model calibra-
tion criteria were developed for this study from an assess-
ment of available literature, past experience, and engineer-
ing judgment. Given the complex geometry and large data 
set and the high precision of the DOFS measurements, 
model outputs that fall within ± 50% of the measured 

values (± the 120 µε noise level of the BOTDR interro-
gation unit) are considered acceptable for calibration at 
this stage. This criteria was followed for the duration of 
the calibration process. The results of the Taguchi model 
calibration experiment are displayed in Fig. 8.

The initial model calibration indicates that GSI values 
above 70 and below 65 are likely to produce model results 
which under or over-predict rock mass strains with respect 
to measured field data, respectively. In addition, with the 
exception of the extreme case of models assigned a GSI of 
60, interface parameters were found to have little influence 
on the model accuracy.

Reports from the mine operator indicate that a higher 
than usual powder factor was used for the pillar extraction 
operation to ensure ease of ore removal by remote-con-
trolled equipment. The DOFS monitoring system consists 
of six boreholes, ranging in distance to the stope void from 
6 to 30 m. With this range of measurement points, the 
location of the blast damage zone could be identified by 
comparing the model outputs to sensor data, identifying 
the zones in which the models correspond when no dam-
age factor is assigned (D = 0), and identifying the zones in 
which the model output under-predicts the deformation as 
those zones in which blast damage has occurred. There is a 
clear alignment of model outputs with measured data from 
boreholes 1, 10, and 12, with a departure from measured 
data from boreholes 2, 9, and 11 (the boreholes with the 
closest proximity to the stope void and highest recorded 
strain values, dotted oval on Fig. 8).

Table 4   Taguchi orthogonal 
array used for initial model 
calibration

Model observation Geologic strength 
index (GSI, D = 0.0)

Joint stiffness: nor-
mal/shear (GPa/m)

Joint cohe-
sion (Pa)

Joint ten-
sion (Pa)

Joint fric-
tion angle 
(°)

OBS1 75 20/0.2 1e6 1e4 21
OBS2 75 15/1.5 1e5 1e3 14
OBS3 75 5/0.5 1e4 1e2 7
OBS4 75 1/0.1 0 0 0
OBS5 70 20/0.2 1e5 1e2 0
OBS6 70 15/1.5 1e6 0 7
OBS7 70 5/0.5 0 1e4 14
OBS8 70 1/0.1 1e4 1e3 21
OBS9 65 20/0.2 1e4 0 14
OBS10 65 15/1.5 0 1e2 21
OBS11 65 5/0.5 1e6 1e3 0
OBS12 65 1/0.1 1e5 1e4 7
OBS13 60 20/0.2 0 1e3 7
OBS14 60 15/1.5 1e4 1e4 0
OBS15 60 5/0.5 1e5 0 21
OBS16 60 1/0.1 1e6 1e2 14



Bulletin of Engineering Geology and the Environment (2024) 83:71	 Page 11 of 16  71

Damage zone

The initial model calibration in which a global damage fac-
tor of D = 0.0 was applied allows for the identification of the 
extent of the blast damage zone, which results from large 
bulk blasting practices. A shell polygon was constructed, 
encompassing the pillar extraction area and measurement 
borehole sites that correspond to modeled areas with low 
fidelity (lower than expected total strain values) to the 
measured data. The general shape of the shell polygon 

was informed by measured strain values, excavation geom-
etry, and field observations of post-blasting conditions in 
the stope void. Polygons were constructed with increas-
ingly smaller diameters to represent the increasingly local-
ized blast damage zones, where the highest damage factor 
(D = 1.0) is assigned to zones within the inner-most shell. 
The damage factor was reduced for each successive shell 
until a value of D = 0.2 for the largest outer shell (Fig. 9).

The material properties of elements within the damage 
zone were degraded using the generalized Hoek Brown 

Fig. 8   Results of the Taguchi 
model calibration. The dotted 
circle encompasses measured 
data that was not accurately 
predicted by the model outputs. 
The area between red lines 
indicates an acceptable model 
accuracy zone (measured field 
values ± 50% of their value)

Fig. 9   Damage zones applied to modeled zones with low fidelity (lower than expected total strain values) to measured data. (Left) Plan view of 
damage zones with the locations of measurement borehole collars. (Right) Cross-section of damage zones through like A-A’
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(Hoek and Brown 2019) directly after the removal of the 
pillars to simulate the onset of blast damage. The damage 
zone occurs entirely within the ore zone. Thus, only this rock 
type must be degraded, and there are no interactions between 
multiple damaged rock types. The rock mass parameters mb 
and s are degraded via the damage factor using the method 
developed in Hoek (1994). The damaged rock mass proper-
ties assigned to zones within the damage zone for the two 
GSI values found to produce model outputs closest to meas-
ured field data in the initial calibration (GSI = 65 and 70) are 
presented in Table 5:

The applied damage zone increased model accuracy 
considerably. For example, a model with a GSI of 70 and 
no damage zone is compared to its damaged counterpart 
(Fig. 10). The model accuracy, calculated by comparing the 
number of data points that plot within the accepted toler-
ance ranges, was increased from 70.9 to 87.2%. The model 
result displayed in Fig. 10 still considerably under-predicts 
the high magnitude strain values from within the damage 
zone; thus, further calibration is required.

Stress conditions

The study area is located within a tectonically complex 
region within the Appalachian Valley and Ridge province, 
with few available stress measurements. In addition, local 
paleocarstic domal collapse features, regional to local fault-
ing, and a long history of bulk mining activity can also 
play a major role in determining in situ and induced stress 
conditions.

While the addition of the damage zone around the stop-
ing area produced higher model accuracy, a discrepancy 
between higher measured strain values and model outputs 
indicated that accuracy could be improved considerably. 
Several models in which the damage zone was increased 
in magnitude (via increasing the size of the D = 1.0 shell) 
were examined; however, the general result was an increase 
in strain beyond acceptable limits in the low-strain areas 
(boreholes 1, 10, and 12). This result indicates that the initial 
assumptions on in situ stress magnitudes and the direction 
of maximum horizontal stresses may require further calibra-
tion. For horizontal stress calibration (both orientation and 
magnitude), a base model with a GSI of 70 and middling 
interface properties was utilized.

Vertical stresses in the study area are assumed to be a 
principal stress, and the location of the room and pillar 
extraction stope at the top of the dome feature would suggest 
that this is a reasonable assumption, as stresses are likely 
to be rotated tangentially to the dome surface. Horizontal 
stress directions were examined at 15° increments from the 
middling value used in the initial model calibration (N53° 
E), with a horizontal stress ratio of 0.75σv and 1.25σv. The 
results (Fig. 11) indicate that the horizontal stress direction 
assigned at the model outset has little impact on the model 
fidelity to measured strain values.

The orientation of the maximum horizontal stress was 
then fixed at N53° E, and several horizontal stress magni-
tudes were examined. Legacy information at the mine site 

Table 5   Damaged rock mass properties assigned to zones within the 
damage zone

Rock type GSI D s mb

Ore breccia 70 0.0 0.035674 6.51
Ore breccia 70 0.2 0.028116 5.78
Ore breccia 70 0.5 0.018316 4.55
Ore breccia 70 0.7 0.012935 3.65
Ore breccia 70 1.0 0.006738 2.23
Ore breccia 65 0.0 0.020468 5.44
Ore breccia 65 0.2 0.015504 4.74
Ore breccia 65 0.5 0.009404 3.59
Ore breccia 65 0.7 0.006267 2.78
Ore breccia 65 1.0 0.002928 1.56

Fig. 10   The results of initial 
calibration for rock mass dam-
age
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indicates that horizontal stresses can reach up to 2.0σv; thus, 
several magnitudes were selected in which this was the max-
imum value examined. Several combinations of horizontal 
stresses are examined to identify the role of confining and 
deviatoric stresses on model accuracy.

The results of the stress magnitude calibration (Fig. 12) 
indicate that highly competent rock (GSI 70) under high 
confining stresses (2.0σv) results in a model output that 
matches measured data with 89.1% accuracy within the 50% 
tolerance interval.

Model calibration results

Using insights from the conducted modeling study, several 
responsive parameters are selected and combined to pro-
duce a range of parametric scenarios which result in more 
accurate model outputs with respect to measured field data. 
The initial model calibration (Fig. 8) indicates that GSI is 
likely the dominant controlling parameter in the model and 
that GSI values between 65 and 70 produce the most respon-
sive model outputs, with higher or lower values resulting in 
excessive output deviations from field data. Calibration for 
stress conditions indicates that high horizontal stresses can 

result in more accurate model outputs when rock quality 
is high (GSI 70). Three condition scenarios are presented 
which represent the ranges of calibrated model parameters 
that result in the highest model accuracy (Table 6), the 
results of which are presented in Fig. 13.

A representative cross-section through the pillar extrac-
tion area (section line corresponds with that in Fig. 14) 
demonstrates that all three models produce similar failure 
patterns with those observed in the field, in which the roof 
of the pillar extraction area collapsed up to and in some areas 
beyond the thin shale bed. High strains and shear failures are 
noted in the remaining pillars, while tensile failures domi-
nate the roof area above the removed pillars.

Fig. 11   Model calibration with 
respect to the direction of maxi-
mum horizontal stress

Fig. 12   Model calibration with 
respect to horizontal stress 
magnitudes

Table 6   Three model scenarios that represent the highest model accu-
racy

Observation GSI Maximum horizontal 
stress

Horizontal 
stress min

OBS 17 65 1.25σv 0.75σv

OBS 18 70 1.25σv 0.75σv

OBS 19 70 2σv 2σv
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Discussion

The calibrated models range in accuracy from 78.2 to 
89.1% within the 50% tolerance interval. It should be 
noted that no single model was capable of producing accu-
rate results over the entire range of measured strain values. 
For instance, models that perform with good correlation at 

higher strain values tend to over-predict the lower meas-
ured strains and vice-versa. Various combinations of GSI 
and damage zone extents can result in similar, non-unique 
outcomes, and higher densities of installed sensors may aid 
in the further localization/validation of damage extents. 
The orientation of the maximum horizontal stresses was 
found to result in little change in the model accuracy with 
respect to the measured data. One explanation for this 

Fig. 13   Calibrated model 
outputs relative to measured 
field data

Fig. 14   Total strain, failure state, and displacement magnitude plots for the calibrated range of model inputs. Black rectangles indicate the loca-
tion of damage zones, while the central black square represents the location of a removed pillar
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could be that the majority of measurement boreholes are 
installed near vertically and are most sensitive to changes 
in the axial direction. It is recommended for future deploy-
ments to include angled measurement boreholes in multi-
ple directions around the same location such that deforma-
tion attributable to horizontal stresses can be identified. 
The calibration conducted in this study involves the com-
parison of measured strain collected from the field with 
a model constructed with a generalized geometry of the 
site geology and mine excavations. Despite efforts to con-
strain errors in the development of the model geometry, 
uncertainty still exists. Efforts to address uncertainty in the 
geometry development include enhanced diamond drilling 
for geologic unit identification and sample procurement 
and LiDAR scanning for more realistic excavation shapes. 
As the strains noted in the model can be highly localized 
around the stoping area, the model is sensitive to the loca-
tion of the measurement sites from which strain profiles 
are collected for comparison with field results.

Rock mass damage due to excavation in development 
headings was assumed to have a minimal impact on model 
calibration. This assumption was derived from the low-
measured strains close to the excavation boundary during 
monitoring after the pillar extraction. In addition, field 
observations such as borescope data and visual inspections 
indicate minimal blast fracturing beyond 10 cm into the 
rock mass. Further investigation is required to validate this 
assumption.

The use of the Taguchi method allowed for the rapid iden-
tification of controlling parameters which have outsized the 
influence on model calibration. When using inputs that may 
have a much greater influence on model responses than oth-
ers, it is recommended to identify these parameters first, such 
that they can be isolated, and the Taguchi design of experi-
ment is used to experiment on less influential parameters.

The presented study demonstrates how DOFS measure-
ments from a field scale instrumentation study could be used 
to produce a calibrated mine-scale numerical model. It is 
important to note, however, that model calibration is a part 
of a design-execute-monitor-calibrate loop. Further studies 
that utilize the calibrated model to perform predictive analy-
sis and follow up with monitoring of the execution phase of 
the mining cycle should be performed to assess the applica-
bility of the conducted calibration.

Conclusions

Numerical model calibration is a critical step in the design 
process for underground structures such as caverns, mine 
excavations, and bulk-mining zones. The ability to moni-
tor large underground excavations with DOFS presents 

a unique opportunity for the calibration of mine-scale 
numerical models.

In this work, the dataset generated from DOFS using 
a novel HOFC designed for distributed strain sensing in 
brittle media and grouted boreholes was employed for the 
calibration of a mine-scale numerical simulation of a room 
and pillar extraction operation in a competent rock mass.

The calibration process was conducted using a combi-
nation of Taguchi experimental design for the initial inves-
tigation of rock mass properties and those associated with 
a thin shale bedding plane in the immediate roof section. 
Comparison of measured strain values from the HOFC 
with numerical model outputs of the total strain values in 
models with no rock mass damage assigned allowed for the 
identification of the extent of a blast damage zone, which 
was used to inform the degradation of rock mass properties 
in subsequent models.

Stress conditions in the tectonically complex historic 
mining area were analyzed by changing the direction and 
magnitude of horizontal stresses applied to the model. It 
was noted that several combinations of GSI and modeled 
stresses could be used to develop a range of model inputs 
which result in acceptable outputs with respect to field 
data measured after pillar extraction.

Calibration of interface properties designed to simulate 
the thin shale bed yielded little information, indicating 
that a higher sensor density in the field or laboratory-scale 
testing of the geologic contact may be required to further 
constrain the ranges of assigned properties.

Model calibration resulted in the identification of GSI 
ranges for the mining area between 65 and 70, depending 
on in situ stresses applied to the model. The calibrated 
model presented in this work may prove useful for forward 
analysis of various mining scenarios, such as pillar extrac-
tion sequences, support designs, and the identification of 
potential damage to critical mine infrastructure. Further 
monitoring studies in similar mining areas will provide 
insights into the ability of the calibrated model for forward 
analysis.
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