Open-pit slope design using a DtN-FEM: Parameter space exploration
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ABSTRACT

Given the sustained mineral-deposits ore-grade decrease, it becomes necessary to reach greater depths when extracting ore by open-pit mining. Steeper slope angles are thus likely to be required, leading to geomechanical instabilities. In order to determine excavation stability, mathematical modelling and numerical simulation are often used to compute the rock-mass stress-state, to which some stability criterion needs to be added. A problem with this approach is that the volume surrounding the excavation has no clear borders and in practice it might be regarded as an unbounded region. Then, it is necessary to use advanced methods capable of dealing efficiently with this difficulty. In this work, a DtN-FEM procedure is applied to calculate displacements and stresses in open-pit slopes under geostatic stress conditions. This procedure was previously devised by the authors to numerically treat this kind of problems where the surrounding domain is semi-infinite. Its efficiency makes possible to simulate, in a short amount of time, multiple open-pit slope configurations. Therefore, the method potentiality for open-pit slope design is investigated. A regular open-pit slope geometry is assumed, parameterised by the overall-slope and bench-face angles. Multiple geometrically admissible slopes are explored and their stability is assessed by using the computed stress-field and the Mohr–Coulomb failure criterion. Regions of stability and instability are thus explored in the parametric space, opening the way for a new and flexible designing tool for open-pit slopes and related problems.

1. Introduction

Due to the sustained ore grade decrease in mineral deposits, mine depth is increasing, leading to steeper slopes. A likely consequence of this is geomechanical instability, with adverse effects in terms of lower mineral resources and reserves, loss of equipment, time and risks to workers. A possible control measure for the effects of instability is a precise knowledge of the rock-mass stress-state surrounding the mine. The use of computer simulation by means of numerical methods can significantly help to achieve this purpose.

In general, when applying numerical methods to calculate stresses, a computational domain needs to be established, which corresponds to the spatial region where the computations will be done. However, in the case of a mine (or any excavation) it is not clear a priori how large that computational domain should be. In practice, all the surroundings can be regarded as unbounded, but computers cannot store infinite domains. A popular and heuristic approach to overcome this difficulty is to employ a huge domain, typically a rectangular box, with its external boundaries far away enough from the mine so that they have minimal effect on the results to be computed. The discretisation of such a domain requires a large amount of points, making the numerical method performance inefficient and even inaccurate, mainly due to abuses in boundary conditions. A single simulation of a detailed 3D mine can take up days to yield meaningful results.

A comprehensive survey of numerical approaches to solve problems formulated in unbounded domains is provided in Ref. 1. This kind of methods are classified into four main categories: boundary integral equation methods, absorbing layer methods, infinite element methods, and artificial boundary condition (ABC) methods. All these kinds of methods are well-suited to treat infinite exterior domains, that is, the whole space minus some bounded region, which are relatively simple as they are unbounded in all directions and its boundary is finite. However, in geomechanical applications such as the stress-state in an excavation, the domain is normally assumed to be a half-space minus a bounded region, that is, a semi-infinite domain. This type of domain has
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some additional difficulties since it is bounded only in some directions and it has an infinite boundary, where some boundary condition is prescribed. The numerical method to be employed should be able to deal with these difficulties, so it may require some adaptations.

Boundary integral equations and the boundary element method (BEM) have been successfully applied to infinite exterior domains and there is a vast literature on the subject. These kind of methods have the advantage of reducing the dimensionality of the problem by one. However, to be applied to semi-infinite domains in a computationally efficient way (avoiding discretisation of an infinite boundary), a half-space fundamental solution is required, which may not be explicitly available in some cases. BEM solutions for elasticity in a half-plane can be found in Refs. 2, 3, where a half-plane fundamental solution is used. In a more recent work Ref. 4, a BEM formulation for the elastic half-space in the axisymmetric case is presented, which uses an axisymmetric fundamental solution for the elastic half-space, given in terms of integrals of the Lipschitz-Hankel type.

Infinite element methods have also been widely used to treat infinite and semi-infinite domains. The advantage of these methods is their simplicity, as the concept of infinite element is the same as that of finite element, except for the infinity of the element domain. However, some issues need to be resolved, such as the right choice of shape functions in order to reflect the asymptotic behaviour of the solution at infinity, as well as the numerical calculation of some integrals over infinite domains. Improved infinite elements based on mapping is proposed in Ref. 5, which are tested on the axisymmetric problem of a point load on an elastic half-space. In a recent work Ref. 6, introduces an approach that combines some features of infinite elements with the numerical manifold method, where the usual shape functions are substituted by infinite patches with the weight functions satisfying the partition of unity. This technique is tested in half-space elasticity problems.

A powerful numerical technique, belonging to the ABC category, is the DtN-FEM (Dirichlet-to-Neumann finite element method), where finite elements are used in combination with the so-called DtN map, defined over an artificial boundary. The main advantage of this approach is that the DtN map provides exact boundary conditions, ensuring continuity of the solution and its derivatives across the artificial boundary, which results in a method with high accuracy. In general, it is possible to apply this type of procedure on the condition that an explicit, analytical closed-form expression for the DtN map exists. Such is the case for most infinite exterior problems. However, applying the DtN-FEM to a semi-infinite domain could be tricky, mainly due to the lack of closed-form expressions for the DtN map in most cases of interest, therefore some approximation of it becomes necessary.

In a relatively recent work, the authors presented a DtN-FEM approach for axisymmetric problems in an elastic half-space, based on a suitable approximation of the associated DtN map obtained through a semi-analytical procedure, also developed by the authors in a previous paper. The coupling between the DtN map, expressed in series form, and the FEM scheme is done directly on the discretised variational formulation of the boundary-value problem, specifically on the boundary integral terms on a semi-spherical artificial boundary. In order to validate the method, a model problem was used, consisting in a simplified case with exact analytical solution. The relative error between numerical and exact solution was studied in terms of artificial boundary location, number of terms in the DtN map series and mesh size. The method exhibited an excellent performance in terms of flexibility, speed, precision and robustness. The achieved accuracy was satisfactory even for close artificial boundaries, small number of terms in the series and coarse meshes.

This paper aims at exploiting the advantages of this DtN-FEM by solving a problem in open-pit slope design which requires to solve several cases. A homogeneous, isotropic and fully fractured rock-mass is mined with an open-pit having regular axisymmetric slope, and fixed slope angle and bench-face angle are variable parameters. Regions of geomechanical stability/instability are thus determined in the parametric space by exploring Mohr–Coulomb failure criterion given the geometry-induced stress-field.

2. Overview of DtN-FEM

2.1. Preliminaries

In what follows, an overview of the DtN-FEM approach is given. Full details are found in Ref. 17. Let us consider the lower half-space, described in cylindrical coordinates \((\rho, \theta, z)\) as the region in \(\mathbb{R}^3\) where \(\rho \geq 0\) and \(z < 0\), or alternatively in spherical coordinates \((r, \theta, \phi)\) as the region in \(\mathbb{R}^3\) where \(r > 0\) and \(\pi/2 < \phi < \pi\). Notice that this semi-infinite region is axisymmetric with respect to the \(z\)-axis, and in particular it does not depend on the azimuthal angle \(\theta\). We assume that an axisymmetric open-pit is introduced at the half-space centre, which is regarded as a local geometrical perturbation of its surface. The resulting locally perturbed semi-infinite domain is completely described by its axisymmetric cross-section, which corresponds to a 2D domain which we denote by \(\Omega\). (see Fig. 1). Its boundary \(\partial \Omega\) consists of a flat part \(\Gamma_u\), that extends to infinity, a vertical part \(\Gamma_v\) that coincides with the \(z\)-axis, and a perturbed bounded part \(\Gamma_p\) that corresponds to the open-pit boundary. The domain \(\Omega\) will be described in cylindrical coordinates \((\rho, z)\) or spherical coordinates \((r, \phi)\) as appropriate. The associated unit vectors are denoted by \((\hat{\rho}, \hat{z})\) and \((\hat{r}, \hat{\phi})\), respectively.

2.2. Mathematical model

We assume that \(\Omega\) is occupied by a homogeneous, isotropic, linear elastic rock-mass, with micro-fractions in all directions. Let us denote by \(u = (u_p, u_z)\) the displacement field and by \(\sigma = (\sigma_p, \sigma_z, \sigma_\theta, \sigma_{\phi\phi})\) the strain tensor. In the axisymmetric case, \(\sigma\) has four components (cf. Ref. 19), which are defined as:

\[
\begin{align*}
\sigma_p &= \frac{\partial \epsilon_p}{\partial \rho} , \quad \epsilon_p = \frac{\partial u_p}{\partial \rho} , \quad \epsilon_z = \frac{\partial u_z}{\partial z} , \quad \epsilon_\theta = \frac{\partial u_\theta}{\partial \theta} , \quad \epsilon_{\phi\phi} = \frac{1}{2} \left( \frac{\partial u_{\phi\phi}}{\partial \rho} + \frac{\partial u_{\rho\rho}}{\partial \phi} \right) .
\end{align*}
\]

The stress tensor \(\sigma = (\sigma_p, \sigma_z, \sigma_\theta, \sigma_{\phi\phi})\) is given in terms of \(\epsilon\) by the isotropic Hooke law. Its components are:

\[
\begin{align*}
\sigma_p &= \lambda(\epsilon_p + \epsilon_z + \epsilon_\theta) + 2\mu \epsilon_p ,
\sigma_z &= \lambda(\epsilon_p + \epsilon_z + \epsilon_\theta) + 2\mu \epsilon_z ,
\sigma_\theta &= \lambda(\epsilon_p + \epsilon_z + \epsilon_\theta) + 2\mu \epsilon_\theta ,
\sigma_{\phi\phi} &= 2\mu \epsilon_{\phi\phi} ,
\end{align*}
\]

where \(\lambda, \mu\) are Lamé’s constants of the medium, which is also characterised by Young modulus \(E\) and Poisson ratio \(\nu\). Both pairs of elastic constants are linked by:

\[
\lambda = \frac{\nu E}{(1 + \nu)(1 - 2\nu)} , \quad \mu = \frac{E}{2(1 + \nu)} ,
\]
In addition, we assume that the rock-mass is subjected to an initial stress \( \sigma^{\text{ini}} \). The total stress, given by \( \sigma = \sigma + \sigma^{\text{ini}} \), then satisfies the elastic equilibrium equation in \( \Omega \), that is:

\[
\nabla \cdot \sigma = \rho g \hat{z},
\]

where \( \rho \) denotes the solid-medium mass-density and \( g \) is the gravity acceleration. The right-hand side of (4) accounts for the solid weight. Moreover, the physical boundary of \( \Omega \), composed by \( \Gamma_p \) and \( \Gamma_{\infty} \), is supposed traction-free, that is:

\[
\sigma \cdot \hat{n} = 0,
\]

where \( \hat{n} \) is the outward unit vector normal to the boundary, which coincides with \( \hat{z} \) on \( \Gamma_{\infty} \). Regarding the initial stress, we assume a stress-state including geostatic and tectonic loads. Vertical stress \( \sigma_{zz}^{\text{ini}} \) has the advantage that the elastic equilibrium equation (7a) has physically admissible vector functions \( v : \Omega \to \mathbb{R}^3 \), with both components \( v_x, v_y \) in \( H^1(\Omega) \) and \( v_z \) with zero trace on \( \Gamma_p \). The variational formulation of (8) reads: Find \( u \in V \) such that:

\[
a(u, v) + \int_{\Gamma_p} \sigma^{\text{ini}} \cdot \hat{n} \, d\Gamma_p = \int_{\Gamma_{\infty}} f \cdot v \, d\Gamma_{\infty} \quad \forall \, v \in V,
\]

where \( a \) corresponds to the bilinear form of axisymmetric linear elasticity, which is standard. The integral term on the left-hand side of (9) accounts for the contribution of DtN map, being the non-standard part of the weak formulation.

### 2.4. FEM discretisation

Let us consider a standard FEM discretisation of (9) using \( P1 \) triangular elements. Given a triangular mesh of \( \Omega \), its size is denoted by \( h \). The components of the discrete vector solution \( u_h \) are then sought in a finite-dimensional space \( V_h \subset V \) consisting of continuous, piecewise linear functions, whose dimension is denoted by \( N_h \). The usual basis for \( V_h \) is composed by nodal shape functions \( \{ \psi_i \}_{i=1}^{N_h} \) such that \( \psi_i = 1 \) at node \( i \) and \( \psi_i = 0 \) at all node \( j \neq i \). The solution is thus expressed as:

\[
u_i = \sum_{i=1}^{N_h} (d_{i\rho} \hat{\rho} + d_{i\gamma} \hat{\gamma}) \psi_i,
\]

where \( d_{i\rho} \) and \( d_{i\gamma} \) are the unknown nodal values associated with components in \( \rho \) and \( \gamma \) of the discrete solution \( u_h \), respectively. Substitution of (10) in (9) leads to its matrix form, expressed as:

\[
K d = F.
\]

where the right-hand side \( F \) comes from the right-hand side discretisation of (9), and \( d \) is a vector containing the unknown coefficients \( d_{i\rho}, d_{i\gamma} \). The matrix of the system is written as:

\[
K = K^a + K^b.
\]

where \( K^a \) comes from the bilinear form discretisation \( a \) and \( K^b \) is related to the integral term on \( \Gamma_p \) in (9). Matrix \( K^a \) and vector \( F \) are computed by Gauss numerical integration, whereas the evaluation of matrix \( K^b \) requires a special procedure. This matrix has size \( 2N_h \), and is defined by blocks as:

\[
K^b = \begin{bmatrix}
K^b_{\rho \rho} & K^b_{\rho \gamma} & K^b_{\rho \sigma} \\
K^b_{\gamma \rho} & K^b_{\gamma \gamma} & K^b_{\gamma \sigma} \\
K^b_{\sigma \rho} & K^b_{\sigma \gamma} & K^b_{\sigma \sigma}
\end{bmatrix}.
\]

These four blocks are defined through their \( ij \)-components as:

\[
[K^b_{\alpha \beta}]_{ij} = \int_{\Gamma_p} \psi_i \hat{\alpha} \cdot M \psi_j \hat{\beta} \, d\Gamma_p, \quad \alpha, \beta = \rho, \gamma, \sigma.
\]
which are nonzero only if both nodes $i$ and $j$ lie on the artificial boundary $\Gamma_R$. Therefore, and recalling that there is no explicit closed-form expression for the DtN map $M$, highly accurate numerical approximations of terms $M\psi\hat{\rho}$ and $M\psi\hat{z}$, for every node $j$ lying on $\Gamma_R$, are required in order to fully solve the boundary-value problem (8).

2.5. Semi-analytical DtN map approximation

To approximate the integral terms (14), we start by giving the mathematical DtN map definition. Given any displacement $u \in V$, with trace $v|_{\Gamma_k} \in \{H^{1/2}(\Gamma_k)^2\}$, we define $Mv = -\partial\nu|_{\Gamma_k} \in \{H^{-1/2}(\Gamma_k)^2\}$, where $\nu$ is the stress tensor whose components are computed through (1) and (2) from the displacement $u$, the solution of the following boundary-value problem stated in the exterior domain: Find $u : \Omega^* \to \mathbb{R}^2$ such that:

\[
\begin{align*}
\nabla \cdot \sigma & = 0 \quad \text{in } \Omega^*, \\
\sigma & = 0 \quad \text{on } \Gamma^*_w, \\
u & = v \quad \text{on } \Gamma^*_v, \\
\sigma_{ij} & = u_p = 0 \quad \text{on } \Gamma^*_s, \\
|u| & = O(r^{-1}) \quad \text{as } r \to \infty, 
\end{align*}
\]

which needs to be solved for $v = \psi \hat{\rho}$ and $\nu = \psi \hat{z}$. The technique to do so, fully described in Refs. 17, 18, is based upon an enhanced version of the solution originally proposed by Eubanks.21 By using Papkovitch–Neuber potentials and separation of variables in spherical coordinates $(r, \phi)$, it is possible to find a general analytical solution to (15) in series form, which is expressed as:

\[
u(r, \phi) = \sum_{n=0}^\infty A_n \left( \frac{R}{r} \right)^{2n+1} w_n^{(A)}(\phi) + \sum_{n=1}^\infty B_n \left( \frac{R}{r} \right)^{2n+3} w_n^{(B)}(\phi), \tag{16}
\]

where $w_n^{(A)}(\cdot)$ and $w_n^{(B)}(\cdot)$ are known vector functions and coefficients $A_n$ and $B_n$ are arbitrary. The associated stress tensor $\sigma$ is written as:

\[
\sigma(r, \phi) = \frac{1}{R} \sum_{n=0}^\infty A_n \left( \frac{R}{r} \right)^{2n+3} r_n^{(A)}(\phi) + \sum_{n=1}^\infty B_n \left( \frac{R}{r} \right)^{2n+4} r_n^{(B)}(\phi), \tag{17}
\]

where $r_n^{(A)}(\cdot)$ and $r_n^{(B)}(\cdot)$ are known tensor functions. The explicit expressions for these vector and tensor functions are provided in Appendix. This solution, in its series form (16)–(17), satisfies (15a), (15b), (15d) and (15e). In order for it to satisfy (15c), coefficients $A_n$ and $B_n$ needs to be determined as a function of the Dirichlet datum $v$. This is not possible in a fully analytical way, so it is done numerically. To that purpose, we define the following energy functional $J$:

\[
J(u) = \frac{1}{2} \sum_{i=1}^{\infty} \{u_i \nu \bar{u}_i \}^2 + \frac{1}{R} \int_{\Gamma} \hat{\nu} \cdot \nabla \phi \nu \, d\Gamma, \tag{18}
\]

where $u$ and $\sigma$ are given in the particular series forms (16) and (17), in such a way that $J$ is actually a function of the undetermined coefficients $A_n$ and $B_n$. Thus, the first term in (18) is quadratic in $A_n$, while the second term is linear in $A_n$ and $B_n$. The quadratic term is also positive definite (notice that the unit normal vector pointing outwards $\Omega^*$ corresponds to $-\hat{r}$) and represents the surface elastic potential energy on $\Gamma_R$. The linear term is directly related to the Dirichlet datum $v$ prescribed on $\Gamma_R$. With $J$ defined in this way, it reaches its minimum when (15c) holds (See Refs. 17, 18 for more details). Substituting (16)–(17) in (18), with the series truncated at a finite order $N$ and expanding, we arrive at a quadratic form, which is expressed as:

\[
J(x) = \frac{1}{2} x^T Q x - x^T y, \tag{19}
\]

where $x$ is a vector containing coefficients $A_n, B_n$ up to the truncation order $N$, $Q$ is a symmetric and positive definite matrix containing integrals of products between functions $w_n^{(A)}, w_n^{(B)}$ and $r_n^{(A)}, r_n^{(B)}$, and $y$ is a vector containing integrals of products between functions $r_n^{(A)}, r_n^{(B)}$ and $v$. The entries of matrix $Q$ are computed analytically, and the components of vector $y$ are computed by Gauss numerical integration for $v = \psi \hat{\rho}, \psi \hat{z}$. The quadratic functional $J$ in (19) reaches its minimum when $x$ satisfies the linear system $Qx = y$, which is solved by exploiting the block structure of $Q$, in such a way that the coefficients $A_n$ and $B_n$ are in practice computed by simple forward and backward substitutions. This procedure allows us to evaluate the entries of matrix $K^*$ given in (14), and thus to fully solve the boundary value problem (8).

2.6. Some remarks regarding the truncation radius choice

The influence of the truncation radius on the solution was studied in Ref. 17, by utilising a model problem which consists in a semi-spherical pit with exact analytical solution. This problem was numerically solved by the DtN-FEM for different radii $R$, and the obtained solution was then compared to the analytical solution. The physical constants were fixed at values within the typical ranges of a rock mass. Denoting by $a$ the pit radius, the artificial boundary radius $R$ was varied from 1.2$a$ to 2$a$ in increments of 0.1$a$, while keeping the mesh size constant. The relative errors between analytical and numerical solution in the computational domain were computed in $L^2$-norm and $H^1$-seminorm as a function of $R$. The resulting errors were considerably small, even for a relatively close artificial boundary. For $R = 1.2a$, the relative errors in $L^2$-norm and $H^1$-seminorm were approximately 0.0079% and 0.78%, respectively, while for $R = 2a$, these errors were approximately 0.0046% and 0.56%, respectively. Therefore, the location of the artificial boundary affects to some extent the accuracy of the DtN-FEM procedure: A more distant location (i.e. a larger computational domain) results in a better accuracy, however, the accuracy achieved for a relatively close location (i.e. a small computational domain) is more than acceptable.

Regarding the problem we deal with in this paper, where the geometry corresponds to a open-pit slope, as there is no analytical solution available, the same analysis of relative errors cannot be performed. Nevertheless, it is reasonable to define a criterion to choose the radius $R$ based upon the analysis carried out in Ref. 17, with the semi-spherical pit radius $a$ assimilated to some characteristic length of the open pit slope, such as the maximum between the height $H$ and the distance $L$ defined later in Fig. 4. Therefore, any truncation radius between 1.2$a$ and 2$a$ provides a satisfactory accuracy, and the particular choice of $R$ within this range is determined rather by the extent of the area around the pit that we desire to simulate.

3. Open-pit stability under the Mohr–Coulomb failure criterion

In order to characterise the stability of a particular open-pit geometry, we employ the Mohr–Coulomb failure criterion.21 Given a stress tensor $\sigma$ defined in every point of $\Omega^*$, we denote the associated principal stresses as $\sigma_1 \geq \sigma_2 \geq \sigma_3$. The Mohr–Coulomb failure criterion is a set of linear equations relating shear stress $\tau$ as a function of normal stresses $\sigma$, therefore it might describe conditions where isotropic materials are prone to fail given that most of them have a limited range of shear stresses that can sustain. It only takes into account the smallest and the largest principal stresses $\sigma_1$ and $\sigma_3$, respectively, neglecting any intermediate principal stress $\sigma_2$ effects. The failure criterion is thus expressed by the relation:

\[
|r| = S_c + \tan \phi \sigma, \tag{20}
\]

where $S_c$ is the shear strength and $\phi$ is the friction angle, these two constants are material properties. Relationship (20) corresponds to a straight line in the plane $(\sigma, \tau)$ with slope $\tan \phi$, as indicated in Fig. 3. A particular stress-state is represented by a Mohr semicircle, defined by $\sigma_1$ and $\sigma_3$. If a particular stress-state allows greater shear-stresses than the material shear-strength (the circle meets the straight line) then a failure is most probable. Various criteria have been presented as stability measures, slip-ratio22,23 or stress-transfer24-27 are popular.
choices when particular fault directions are sought. We propose the distance \( \gamma \) as depicted in Fig. 3 as a simpler alternative for stability assessment given our choice of a homogeneous and isotropic material: the greater the distance the more stable the stress-state. From geometric considerations it is straightforward to calculate:

\[
\gamma = \frac{1}{2} (\sigma_1 + \sigma_2) \sin \varphi + S_y \cos \varphi - \frac{1}{2} (\sigma_1 - \sigma_2).
\]

If \( \gamma > 0 \), then the Mohr semicircle is completely under the straight line and the stress-state is stable. On the contrary, if \( \gamma \leq 0 \), then the semicircle meets the straight line and the stress-state is unstable.

### 4. Parameter space exploration

#### 4.1. Parameterised open-pit geometry

In what follows, a regular parameterised geometry of open-pit is assumed, which is schematically described in Fig. 4. The main geometrical parameters are the overall slope height \( H \), the number of benches \( n \), the bench length \( a \), the berm width \( b \), the overall slope angle \( \alpha \) and the bench face angle \( \beta \) (cf. Fig. 4). Notice that the bench height is given by \( H/n \). Additionally, we consider the horizontal distances from the z-axis to the first bench \( d \), and to the last bench \( L \), as indicated in Fig. 4.

The following relationships between these parameters are valid:

\[
L = d + na \cos \alpha + (n - 1)b,
\]

\[
H = (L - d + b) \tan \beta,
\]

\[
H = na \sin \alpha,
\]

\[
b = \frac{\sin (\alpha - \beta)}{\sin \beta}.
\]

\[
\frac{b}{a} = \frac{\sin (\alpha - \beta)}{\sin \beta}.
\]

In addition, it is clear that angles \( \alpha \) and \( \beta \) must satisfy \( \alpha > \beta \). In particular, if \( a \) becomes nearly equal to \( \beta \), then the berm width \( b \) tends to zero, which may give rise to numerical singularities in the subsequent computations, due to the likely presence of degenerate triangles in the mesh. To avoid such complications, we restrict \( a \geq \beta + 10^\circ \). In addition, as lengths \( L \) and \( d \) are linked by (22a) and (22b), only one of both needs to be previously fixed.

#### 4.2. Numerical examples

To illustrate how the DtN-FEM works, we provide numerical examples. Two open-pit particular cases are solved and the solution is presented in each case. The two open-pit geometrical parameters are given in Table 1. The first example is a small open-pit with a relatively low slope angle and the second example is a medium size open-pit with a steeper slope angle. To choose suitable radii \( R \) for these two examples, we define as the “radius” of the open-pit slope the quantity \( a = \max\{L, H\} \) and we employ the criterion established in Section 2.6. These radii are, for the first example \( R = 150 \) m \( (R \approx 1.73a) \) and for the second example \( R = 400 \) m \( (R = 2a) \). The respective meshes are depicted in Fig. 5. In both cases, a high degree of mesh refinement (between 1 m and 2 m) was imposed around benches and berms, to accurately describe the open-pit stability.

In the numerical simulations, pure geostatic stress was assumed as initial stress, with \( g = 9.81 \) m/s\(^2\). The density \( \rho \), Young modulus \( E \), Poisson ratio \( \nu \), shear strength \( S_y \) and friction angle \( \varphi \) of both examples are presented in Table 2. Notice that the rock-mass of the second example is softer. This and the fact that the open-pit of the second example is larger and steeper, makes it more likely to be unstable.

Both numerical simulations took only a few seconds. Fig. 6 presents the displacement magnitudes. The domains have been deformed according to the computed displacement field multiplied by a factor, in order to visualise the deformation. It is observed that in both cases the open-pit bottom is displaced slightly upwards. This is due to the compressive nature of the initial geostatic stress. A larger displacement is seen in the second example, which is explained by the softer rock-mass in this case. Fig. 7 shows the von Mises stresses in both examples. Some stress accumulation arises at the bottom of every bench, in particular at the lowest one. This phenomenon is more evident in the second example. Fig. 8 shows the computed stability indicator \( \gamma \) in both examples. In the first case, \( \gamma \) remains positive and far from zero, then this open-pit slope configuration is stable. However, the lowest \( \gamma \) values occur at the benches bottom points, which suggest that those points are less stable. In the second example, \( \gamma \) has a clear minimum value at the lowest bench, which is negative. Therefore, this open-pit slope configuration is unstable and the lowest bench corresponds to a failure point. This fact is coherent with the stress accumulation observed at the same point in Fig. 7 (right).
Fig. 5. FEM meshes of numerical examples 1 (left) and 2 (right).

Fig. 6. Computed displacement magnitudes of numerical examples 1 (left) and 2 (right).

Fig. 7. Computed von Mises stresses of numerical examples 1 (left) and 2 (right).
4.3. Solving multiple open-pit configurations

In what follows, multiple possible combinations of the angles $\alpha$ and $\beta$ are considered. The open-pit slope resulting of each combination is numerically solved, in analogous way to the numerical examples of the previous subsection. This time, in all cases we assume a large open-pit, with an overall height $H = 1200$ m and $n = 12$ benches. Moreover, we suppose that the horizontal distance from the $z$-axis to the middle bench is fixed, which leads to a variable $d$, given by the relationship:

$$d = H - \frac{1}{2}(na \cos \alpha + (n - 1)b). \quad (23)$$

The $\alpha$ and $\beta$ ranges are assumed to be:

$$60^\circ \leq \alpha < 90^\circ, \quad 30^\circ \leq \beta \leq \min(75^\circ, \alpha - 10^\circ). \quad (24)$$

These ranges are discretised in equal steps $\Delta \alpha = \Delta \beta = 1^\circ$. The resulting $(\alpha, \beta)$ combinations number is 1055. Furthermore, to keep analysis simple a fixed truncation radius $R$ is assumed, which needs to be large enough to contain all open-pit geometries. Among them, the largest open-pit slope radius (in the sense defined in Section 4.2) is approximately $a = 2181.5$ m. We then choose the radius value $R = 2620$ m ($R \approx 1.201a$), which fulfills the criterion established in Section 2.6.

The $E, \nu, \phi$ assumed values are presented in Table 3.

Three $(\alpha, \beta)$ parameter-space explorations are carried out for three values of the inherent shear strength, namely $S_0 = 20, 30, 40$ MPa.

The remaining physical parameters are fixed to the values indicated in Table 3. For each value of $S_0$ and for every admissible combination of $\alpha$ and $\beta$, the stability indicator is calculated and its minimum is evaluated, which in all the cases occurs at the lowest bench bottom. When this minimum is positive, none of the points should fail and the open-pit slope configuration is stable. However, if the minimum is negative, then there are points that might fail and the open-pit slope configuration is unstable. Each parameter-space exploration took about one hour. Minimum-$\gamma$ plots as functions of $\alpha$ and $\beta$ are presented in Figs. 9–11, for $S_0 = 20, 30, 40$ MPa, respectively.

It is observed that the stability of a particular configuration depends mainly on the overall slope angle $\beta$. As might be expected a priori, stable configurations (green) are associated with low overall slope angles. Even for steep bench face angles, the configuration may be stable if $\beta$ is low enough. On the other hand, higher overall slope angles lead to unstable configurations (red). The $\gamma = 0$ contour line location is shown in blue in the three cases. This line defines a stability boundary in the $(\alpha, \beta)$ plane, dividing it into a stable region on the left and an unstable region on the right. The stability-boundary location depends...
on $S_\alpha$. For $S_\beta = 20$ MPa, open-pit configurations are stable for $\beta < 39^\circ$ and unstable for $\beta > 42^\circ$. The stability depends on the bench face angle $\alpha$ for $39^\circ \leq \beta \leq 42^\circ$, which may be regarded as a transition zone. For $S_\alpha = 30$ MPa, the stability boundary moves to the right, increasing the stability region size. Open-pit slope configurations are stable for $\beta < 45^\circ$ and unstable for $\beta > 48^\circ$. The transition zone where the stability depends on $\alpha$, this time corresponds to $45^\circ \leq \beta \leq 48^\circ$. Finally, when $S_\alpha = 40$ MPa, the stability region size increases even more. Open-pit slope configurations are stable for $\beta < 50^\circ$ and unstable for $\beta > 54^\circ$, yielding a transition zone $50^\circ \leq \beta \leq 54^\circ$, where the stability depends on $\alpha$. The larger the inherent shear strength, the larger the amount of stable open-pit slope configurations.

5. Discussion and conclusions

A DnFEM approach for semi-infinite elastic domains has been applied to study open-pit stability in the axisymmetric case. The method is highly accurate, flexible and efficient, which allowed us to solve multiple open-pit slope configurations in a short amount of time. The open-pit stability was assessed by computing an indicator based upon the Mohr-Coulomb failure criterion, which is positive when the open-pit slope configuration is stable and negative otherwise. Other stability measures exist, and they might be explored as well, for instance the Hoek-Brown failure criteria in case of a fractured rock-mass. A regular open-pit geometry was considered, parameterised by the bench face angle $\alpha$ and the overall slope angle $\beta$, where $\alpha$ and $\beta$ must satisfy some criteria to be considered geometrically admissible. Two numerical examples of open-pit geometries were simulated to illustrate how the method works. It was found that the benches bottom points are more likely to be unstable, in particular the lowest bench bottom point accordingly with the common knowledge. The space of parameters $(\alpha, \beta)$ was explored for three levels of rock-mass shear strength $S_\alpha$. The stability indicator was evaluated in every domain point and its minimum value was calculated. When this minimum is negative, there are points that might fail and the entire configuration is deemed unstable. Hence, regions of stability and instability were determined in the $(\alpha, \beta)$ space. It was found that the open-pit slope stability depends mainly on the overall slope angle. There are slope angle values $\beta_1$ and $\beta_2$, with $\beta_1 < \beta_2$, such that for $\beta < \beta_1$ the open-pit slope is stable, for $\beta > \beta_2$ is unstable, and for $\beta_1 \leq \beta \leq \beta_2$ the stability depends on the bench angle $\alpha$. Furthermore, the stability region size depends on the shear strength $S_\alpha$: the larger the $S_\alpha$ value, the larger the $\beta_1$ and $\beta_2$ angles and the larger the stability region size as well, that is, more stable configurations exist in the $(\alpha, \beta)$-plane. Given the flexibility of the method, very complicated geometries might be studied, with great precision, future work should focus on improving the axisymmetry to include 3D geometries with variable properties, fractured geomeatlas and time-dependence, specially the case of complex blasting sequences and induced seismicity forcing.
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Let $P_n$ be the Legendre polynomial of degree $n \in \mathbb{N}$ and $q(\cdot)$ the function defined as $q(\phi) = \frac{1}{1 - \cos \phi}$.

Vector functions $u_n^A$, $u_n^B$ are defined by their components as

$$2\mu u_n^A \phi = -(2n + 1) (2n) P_{2n+1} (\cos \phi) + 2 (2n) P_{2n+3} (\cos \phi),$$

(A.1a)

$$2\mu u_n^B \phi = -\sin \phi (2n) P_{2n} (\cos \phi) + \sin \phi (2n) P_{2n+2} (\cos \phi),$$

(A.1b)

and tensor functions $v_n^A$, $v_n^B$ are defined by their components as

$$[v_n^A \phi] = (2n + 1) (2n + 2) (2n + 3) + 2 (2n + 1) (2n + 2) P_{2n+1} (\cos \phi) + (2n + 1) P_{2n+3} (\cos \phi),$$

(A.3a)

$$[v_n^B \phi] = -(4n + 1) \sin \phi (2n) P_{2n} (\cos \phi) + (2n - 1 + 4n) P_{2n+2} (\cos \phi),$$

(A.3b)

$$[v_n^A \phi] = \sin \phi (2n + 1) (2n + 2) (2n + 3) + 2 (2n + 1) (2n + 2) P_{2n+1} (\cos \phi) + (2n + 1) P_{2n+3} (\cos \phi),$$

(A.3c)

$$[v_n^B \phi] = 1 - 2v \cos \phi.$$
\[ r_1^{(1)} \phi = \sin \phi \alpha_{2n+2} \left( (2n+3)P_{2n+1}^{(1)}(\cos \phi) + (2n+2)P_{2n+1}^{(2)}(\cos \phi) \right), \]

where \( n = 0, 1, 2, \ldots \) and

\[
\begin{align*}
\alpha_{2n} &= (2n+1)^2 - 2(1 - v), \\
\beta_{2n} &= (2n+2)(2n+5) - 2v, \\
\gamma_{2n} &= (2n+2)(2n+5) - 4v, \\
\epsilon_{2n} &= (2n+1)(2n+2) - 4v.
\end{align*}
\]
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