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We’ve always had these massive forces that shaped how societies think: religion, then governments, then industry, 
then media. Each one rewrote the rules about who gets to influence public opinion and how. But I think we’ve just 
added a fifth one, and most people haven’t noticed because it doesn’t look like the others. It isn’t loud. It doesn’t have 
a headquarters. It’s just… everywhere. 
 
Large language models have become the layer between people and information. And here’s the thing that 
bothers me, they’re not neutral. They can’t be. 
 
The Neutrality Trap 
 
When you ask ChatGPT or Claude something, the answer comes back clean, structured, and confident. It feels 
objective. But that’s the problem—it feels more authoritative than human experts, who naturally hedge and add 
nuance because the world is complicated. 
 
These systems are just pattern machines. They reflect whatever we fed them. If the data skews, politically, culturally, 



demographically, the model inherits that skew. If a perspective barely exists in the training data, then as far as the AI 
is concerned, it barely exists in the world. 
 
And we are starting to trust these outputs more than we trust people. I’ve even caught myself doing it. 
 
How the Sausage Gets Made 
 
Here’s what’s really happening. 
 
LLMs train on massive datasets: books, papers, news, social media, Reddit, Wikipedia, blog posts, forum arguments, 
everything. They’re studying how humans debate, persuade, and insist they’re right. 
 
If a particular take appears 10,000 times and another appears 10 times, the AI learns that the first take is “normal” 
and the second is “unlikely.” It doesn’t know truth. It knows probability. 
 
And the people deciding what goes into these datasets are invisibly shaping how AI thinks. Not because of a 
conspiracy, but because of simple choices about what to include or exclude. 
 
Reddit and Wikipedia Run the World Now (Sort Of) 
 
Two of the biggest training sources today are Reddit and Wikipedia. 
 
Wikipedia feels authoritative, but it’s governed by a small group of editors. Their debates over single sentences 
become the “facts” that train future AI systems. I once fell into an edit-history rabbit hole, and it was like watching a 
political summit in slow motion. 
 
Reddit is even stranger. It’s the largest real-time, unstructured human conversation dataset we’ve ever created. And 
it’s perfect for training AI. 
 
But Reddit isn’t humanity. Reddit is the people who spend time arguing on Reddit. High-karma users shape the tone, 
the culture, the “truths” that rise to the top. Those amplified voices get reinforced in the training data. 
 
The result is a feedback loop. Reddit shapes AI, AI shapes people, and those people go back and shape Reddit 
again. 
 
No one designed it that way. It just happened. 
 
This Isn’t Just Another Communication Tool 
 
Social media amplified voices. AI synthesizes them. It interprets narratives. It contextualizes arguments. And it does 
this billions of times per day, personalized down to each individual query. 
 
What used to require a newsroom or a research team can now be done by one person with GPT-4. 
 
We aren’t building communication tools, we’re building cognitive infrastructure. 
 
It’s a different category of power. 
 
The Markets Are Next 
 
Remember GameStop? That was humans coordinating quickly. Now imagine machine-speed coordination. 



Autonomous trading agents. Sentiment AIs reading millions of posts per second. Pattern detectors that don’t sleep or 
blink. 
 
The next market disruption won’t be human-led. It’ll be too fast for humans to even witness. 
 
That might sound dramatic, but it’s just realistic. 
 
The Quiet Editor of Reality 
 
What actually worries me is how deeply these systems have burrowed into everyday life. 
 
Search engines now rewrite the web before we see it. Productivity tools rewrite our words. Customer service systems 
filter our complaints. Education platforms reshape what students learn. Billions of people use LLMs to understand 
topics they don’t have time to fully research. 
 
That makes AI the quiet editor of reality. 
 
Not through authority, but through scale. 
 
If everyone asks the same AI to explain the world, we risk drifting into whatever worldview was baked into the training 
data. It might look like consensus, but it could just be a planetary echo chamber. 
 
What Actually Needs to Happen (And What Doesn’t) 
 
Here’s the part that feels counterintuitive: The worst thing we could do right now is over-regulate AI out of fear. 
 
Excessive restrictions could choke off innovation right before we reach breakthroughs that could transform 
healthcare, science, education, and the economy. We can't afford to kneecap the technology that could lead us into a 
new Golden Age. 
 
But we do need to understand what goes into these models, because two AIs trained differently will give you two 
different “realities.” 
 
You can see it already: 
 
 *   Grok, trained heavily on X content, tends to have a more favorable tone toward Elon Musk. 
 
 *   Gemini, trained on more institutional and moderated data, often sounds more cautious or critical. 
 
That’s not “intelligence.” That’s just data shaping probability. 
 
The solution isn’t fear-based regulation. It’s transparency, digital literacy, and accelerated investment in AI. 
 
Especially in the United States. 
 
Whoever leads AI development will shape global information flows. Not through propaganda, but through algorithmic 
gravity. If America leads, then American values, imperfect but rooted in openness, shape the cognitive layer the world 
relies on. If China leads, their values will. If Europe leads, theirs will. 
 
The nation that leads AI will shape how the world thinks. 
 



Leadership in AI will be leadership in global opinion. 
 
The Uncomfortable Conclusion 
 
The Fifth Power is already here. It is reshaping how we learn, work, and decide. 
 
The question now is simple: 
 
Are we going to shape this new power intentionally, or are we going to let it shape us by default? 
 
The window to choose is closing. 


