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AUTOMATION. PICKING UP THE PIECES WHEN IT ALL GOES WRONG. Captain Simon J.V. Lewis.
'Computers are incredibly fast, accurate and stupid, Humans are incredibly slow, inaccurate and brilliant.'
This statement was made by Einstein in 1955 and is more relevant today, especially, in aviation, than it ever was back then.
Despite the unprecedented safety levels we are fortunate to be currently experiencing, accident and incident data from the last 15 years highlight a disturbing over reliance on automation. 
More and more, as Bill Voss of the FAA recently voiced, pilots are there to;
"Pick up the pieces when automation fails" and "follow the flight director as they find raw information a mere nuisance."
For the pilots that fly their aircraft, manufacturers have different philosophies in their development of automation and its importance.
Compare for instance the Airbus philosophy;
Automation must not reduce overall aircraft reliability but should enhance aircraft and system safety, efficiency and economy.
Against that of Boeing;
Automation is a tool to aid, not to replace the pilot.
Unfortunately, as seen by a number of recent events, our over reliability with automation, is having huge consequences.
Allied to this is the Startle effect, which was one of the main contributory factors to the Air France AF447 crash.
The English dictionary definition of Startle is:
1) To cause to make a quick involuntary movement or start 
2) To alarm, frighten, or surprise suddenly.
From the reading of the BEA Investigation (1) it would appear that the two co-pilots were so surprised by the events unwinding before them, that even with a better understanding, they would still have been unable to react accordingly.
The crews over confidence in the protections of the airbus meant that the pilot flying held the side stick fully aft for the duration of the descent into the sea. This was the pilot's 'quick involuntary movement.'
So is it possible to train for this Startle effect so that we are better prepared should we ever have to cope with it?
Unfortunately, recurrent simulator training involves either known, licence ticking exercises, or a pre-selected set of failures to solve. Possibly in the future we may see the introduction of sudden, unexplained failures in the simulator, to test our resolve.
Our day-to-day defences against it are very similar to the defences that we must use to counter our over reliability of automation - airmanship.
Remember some of the Airbus golden rules?
1) Aviate, Navigate and Communicate
2) Use the appropriate level of automation at all times
3) Understand the FMA at all times
4) Take action if things do not go as expected.
To these maybe we should add:
5) Beware of under arousal and boredom
6) Stick to SOP's.
It is rare to read about how crews coped successfully with a major failure of an aircraft's automation. However, the safe outcome of the recent Air Asia A330 pitot tube failure highlights [image: image2.png]LI ——————————————————
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the importance of one other golden rule:
7) Know your aircraft's automatic systems and recognise what they do and don't do for you.
This was, at the end of the day, what kept the Air Asia A330 flying and what, unfortunately, contributed to the loss of life aboard AF447.
Index (1) www.bea.aero/en/enquetes/flight.af.447/flight.af.447.php
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