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Not only was Sojourner Truth involved with 
the antislavery movement, she was also 
involved in the women’s rights movement.

In 1851 at the Women’s Rights Convention 
held in Akron, Ohio, Sojourner “delivered 
what is now recognized as one of the most 
famous abolitionist and women’s rights 
speeches in American history”.

Sojourner Truth: Ain’t I A Woman?



Sojourner Truth: Ain’t I A Woman?



AI, Ain’t I A Woman?



AI, Ain’t I A Woman?People Assume Algorithms Are Neutral

We think of computers as 

Impartial
Random

Non-feeling
Unbiased

Secure
 Automated



Joy Buolamwini’s Story

Joy’s story from the gendershades.org website 



Joy Buolamwini’s Story



Latanya Sweeney’s Story

https://chicagotribune.search.yahoo.c
om/search?p=Latanya+Sweeney 

Dr. Sweeney is a professor of 
Computer Science at Harvard. 

She earned MIT’s first Computer 
Science doctorate awarded to a 
woman of color.



Amazon’s Hiring Algorithm

Online retailer Amazon, 
whose global workforce is 
60 percent male and where 
men hold 74 percent of the 
company’s managerial 
positions, recently 
discontinued use of a 
recruiting algorithm after 
discovering gender bias.



Bias in criminal justice algorithms

The COMPAS (Correctional Offender Management Profiling for 
Alternative Sanctions) algorithm was found to be biased against 
African-Americans, according to a report from ProPublica.

“Our analysis found that black defendants were far 
more likely than white defendants to be incorrectly 
judged to be at a higher risk of recidivism, while 
white defendants were more likely than black 
defendants to be incorrectly flagged as low risk.”



Bias in word associations

Historically certain 
words have certain 
associations. We 
heard this earlier today 
Dr. King’s “Black is 
Beautiful” speech.



Bias in word associations

“We have a situation where these 
artificial-intelligence systems may be 

perpetuating historical patterns of bias 
that we might find socially 

unacceptable and which we might be 
trying to move away from.”

Biased Bots: Artificial-intelligence systems echo human prejudices
Princeton University-based researchers set an AI loose on a trove of 
documents on the Internet containing 840 billion words.



More examples of bias in decisions made by AI 

AI in Self-Driving Cars: difficulty spotting pedestrians of color

AI  in Medical Diagnoses: difficulty diagnosing melanoma on skin of color 

AI in Law Enforcement: scanning crowds of people, mistakes happen more often 
than a correct identification (no matter the skin color of the person)

AI in Healthcare Predictions: in trying to predict which patients would need extra 
medical care, the AI favored white patients over black patients (meaning, it 
approved procedures and tests more often for whites than blacks). The reason this 
happened was because it looked at prior healthcare spending (and white people 
spent more than black people).

AI in the College Admissions Process



Potential Harm



Where is the bias coming from?

1. Prejudiced assumptions made during the algorithm 
development process

2. Prejudices in the training data

3. Lack of complete training data

4. Too much training data that is skewed in a particular 
direction 



Where is the bias coming from?

“...algorithms with too much data, or an 
over-representation, can skew the decision toward 
a particular result. Researchers at Georgetown 
Law School found that an estimated 117 million 
American adults are in facial recognition networks 
used by law enforcement, and that 
African-Americans were more likely to be singled 
out primarily because of their over-representation 
in mug-shot databases.”



Will AI ever be completely unbiased?

In theory...yes.

But practically, probably not.

What we can try to do is minimize the bias.



Solution? 

Get the word out. Call out injustices. 
● Joy is doing that with her spoken word piece, Algorithmic Justice 

League, etc.
● Movie “Coded Bias”

Revise Computer Science curriculum.
● new teaching methods and sense of responsibilities
● maybe have computer scientists take some sort of “oath” that’s 

similar to the hipocratic oath.



Solution? 

Public Interest Technologist.
● technology practitioners who focus on social justice, the 

common good, and/or the public interest.
● Should have a background in law, technology, and policy, and 

not necesarily a computer science degree.



Brookings Institute Research

“Algorithmic Bias Detection and Mitigation: Best Practices and Polices to 
Reduce Consumer Harms” 

“It’s important for algorithm 
operators and developers to always be 
asking themselves: Will we leave some 
groups of people worse off as a result 
of the algorithm’s design or its 
unintended consequences?“



Brookings Institute Research

MITIGATION PROPOSALS
● Nondiscrimination and other civil rights laws should be updated to 

interpret and redress online disparate impacts
● Operators of algorithms must develop a bias impact statement
● Diversity-in-Design

○ Within work teams
○ In the training data
○ Culturally senstitive decision making



Brookings Institute Research

MITIGATION PROPOSALS (continued)
● Operators of algorithms should regularly audit for bias

○ Facebook recently did this and as a result they banned white 
nationalist content

● Operators of algorithms must rely upon cross-functional work teams and 
expertise

● Increase human involvement in the design and monitoring of algorithms
● Consumers need better algorithmic literacy



Krita Sharma TED Talk “How to keep human bias out of AI”



For More Information... 



For More Information... 

Coded Bias movie. Not on 
Netflix yet…but when it is 
available, I highly recommend 
it.



Questions?
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