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The Geography of S&P 500 Stock Returns

David Barker and Tim Loughran

Investor bias in favor of geographically close firms has been documented in previous
papers. An implication of this bias is that if local events cause nearby investors to
trade together, then the correlation of stock returns of pairs of firms will increase
as the distance between them decreases. We test this hypothesis using a sample of
Standard & Poor’s (S&P) 500 companies. After adjusting for industry effects and
other factors, we find that the correlation coefficient between two stocks increases 12
basis points for every 100-mile reduction in distance. This result is consistent with
local shocks affecting the returns of nearby firms by an average of approximately 43
basis points per month. We conclude these shocks are most likely the result of trading
activity by local investors who own shares in nearby firms.
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Several recent papers have presented evidence that
investment decisions of retail and institutional in-
vestors are influenced by location. In other words,
individuals and institutions invest more than would
otherwise be expected in firms that are geographically
close to them. An implication of this finding is that the
correlation of stock returns declines with distance be-
tween firms. In this paper, we examine the relationship
between firm location and monthly return correlations
of Standard and Poor’s 500 (S&P 500) stocks during
2000-2004.

We find that geographic proximity plays an impor-
tant role in monthly return correlations. Even after con-
trolling for industry, differing analyst coverage, market
capitalization, and other factors, as the geographic dis-
tance between two S&P 500 firms increases, the return
correlation between the companies drops. For every
100-mile reduction in distance between firms, our re-
sults suggest that the correlation coefficient between
the returns of the two stocks increases 12 basis points,
consistent with local shocks affecting the returns of
nearby firms by an average of approximately 43 basis
points per month. Correlation declines with distance
as far as 2,000 miles, but beyond this distance the re-
lationship appears to be different. As in much of the
previous literature, we define firm location as the site
of the firm’s corporate headquarters. For example, we
define the Walt Disney Co. firm location as Burbank,
Calif.
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Previous empirical evidence has shown that people
tend to invest money in firms that they are familiar
with, which are often companies located geograph-
ically close to them. Local media coverage, word-
of-mouth information from neighbors or friends, or
simply the ability to drive by the firm’s headquarters
appears to cause this strong bias in investment deci-
sions. This behavioral bias should be minimized in
large firms with wide geographic scope.

For this reason, we have selected the firms of the
S&P 500 as a sample with which to test our hypoth-
esis. The typical S&P 500 firm is large capitalization,
well-followed by analysts, held primarily by institu-
tions, and national or international in scope. These
firms would seem to be the least likely to be affected by
local events or the biases of local investors. By design,
the stocks within the index span numerous and diverse
industries, from Pharmaceuticals to Real Estate. In ad-
dition, the firms of the index are diversified geograph-
ically, with firm headquarters located in more than 37
different states. If location can be shown to affect re-
turn correlations for these large market capitalization
firms, then the local bias of investors would appear to
be an important and widespread phenomenon.

But how would bias in favor of local firms affect the
correlation of stock returns? If investors prefer famil-
iar local companies, then firms that are close to each
other are likely to have more investors in common than
distant firms. Local economic and other considerations
may disproportionately affect investors who live close
to the same S&P 500 firms. These items may be local
tax issues, news about the health of the local econ-
omy, or even weather, and they might produce local
informational advantages, changes in local sentiment,
or liquidity needs. If these factors cause local investors
to trade together and if this common trading activity
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is large enough to affect prices, then stock returns of
geographically close companies are likely to be corre-
lated.

There are other reasons that return correlation might
decline with distance. One is that similar firms tend to
cluster geographically. If clustering is by industry, then
nearby firms will be correlated simply because they are
more likely to be in the same industry. We deal with
this possibility by controlling for industry and other
firm characteristics. Return correlation might also de-
cline with distance if local economic conditions affect
the fortunes of all nearby companies. We believe that
our use of S&P 500 firms for our sample minimizes
the chances that local conditions are driving the corre-
lations of stock returns.

These results are important because they demon-
strate that geographic location has a large effect on
stock returns of major U.S. companies. Another paper,
Pirinsky and Wang [2006], also found evidence that
location matters for stock returns, but it contained se-
rious methodological problems and did not show that
location affects the returns of large firms.

Our paper differs in several respects from Pirinsky
and Wang [2006]. Instead of directly measuring the
effect of distance between firms as we do, Pirinsky
and Wang group firms by metropolitan statistical area
(MSA) and regress stock returns on an index of other
firms in the MSA, the market return, the return of a
broad industrial group to which the firm belongs, and
the returns of the two other industrial groups that are
most closely correlated to the firm’s returns. This re-
gression is run for each firm in Pirinsky and Wang’s
sample, providing them with estimated coefficients
(betas) for each firm on the index of local returns.
They then compute the mean and standard deviation
of the estimated coefficients across all of the firms in
their sample. The statistical significance of their re-
sults, measured as the ratio of the mean to the standard
deviation of the estimated coefficients, is enormous;
the average t-statistic on the local index is 23.9.

The strength of the results of Pirinsky and Wang
[2006] is probably due in part to two factors; non-
independent observations and subindustry correlation.
It is likely these factors have biased the mean of the
estimated coefficients of their regressions upward and
the standard deviation downward.

The observations that lack independence are the es-
timated coefficients of the firm-by-firm regressions.
Suppose, for example, that there are only two firms in
an MSA, firm A and firm B. Firm returns are regressed
on an index of returns of local firms, so one regres-
sion will be run with firm A returns as the dependent
variable and firm B returns as the independent vari-
able, and another will be run with firm B returns as the
dependent variable and firm A returns as the indepen-
dent variable. The coefficients of these two regressions
will clearly be correlated by construction, but they are

reported in Pirinsky and Wang [2006] as independent
trials. A t-statistic calculated as the ratio of the mean to
the standard deviation of the estimated coefficients is
only valid if the estimated coefficients are independent
of each other. A large number of firms per MSA would
reduce the problem, but the median number of firms per
MSA in the Pirinsky and Wang [2006] sample is only
18. The minimum number is 5. Our methodology also
presents a problem of non-independent observations,
which we correct by using bootstrap regressions.

The industrial groups used by Pirinsky and Wang
[2006] are from Fama and French [1997], which de-
fines 48 broad industries. We find there is signifi-
cant geographic clustering by subindustry within these
groups. Failure to control for smaller industrial group
correlation under these circumstances will magnify the
reported effect of location. Pirinsky and Wang [2006]
report that their results are unchanged using 2-digit
SIC industry definitions, but the 8-digit GICS industry
definitions we use are more detailed.

The potential for magnification of statistical signifi-
cance in the methodology of Pirinsky and Wang [2006]
is illustrated by their results on the comovement of
firm earnings.1 They find that changes in firm earnings
are negatively correlated with an index of changes in
earnings of local firms with t-statistics ranging from
−23.4 to −29.1. Because the results are non-positive,
they are reported as a “lack of local comovement in
firm earnings.” While is it possible they are correct
that there is no relationship between firm earnings and
earnings of nearby firms, the fact that Pirinsky and
Wang [2006] find such a strong negative relationship
indicates a problem with their methodology.

Another difference between our papers is the sample
of firms used. Pirinsky and Wang [2006] use a large
sample of 4,000 firms. The effect they find is strongest
for small firms, and it is not clear from their results
whether the effect exists at all for large firms. The
stocks of the S&P 500, which we use, are all several
times larger than the median firm in the sample of
Pirinsky and Wang [2006].

The remainder of the paper is organized as follows.
The first section provides a literature review. The data
used here are described in the second section. In the
third section we provide the empirical results. We sum-
marize our results and conclude in the last section.

Literature Review

Investor-Firm Proximity

The uncontroversial finding of the literature on in-
vestor proximity is that both mutual fund managers
and retail investors disproportionately hold stock in
their portfolio that is located geographically close to
them. The more controversial result is that this bias in
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holding local stocks results in superior stock perfor-
mance for investors. That is, the local bias may be
driven by informational advantages, not just familiar-
ity.

Using a unique Finnish dataset, Grinblatt and
Keloharju [2001] report that the distance between firms
and investors is an important factor in deciding which
stocks are held by investors. Finnish investors (espe-
cially less sophisticated ones) exhibit a bias towards
firms that are close, which publish annual reports in
their native tongue, and have CEOs with similar to
cultural backgrounds their own. Institutional traders in
Finland have less of a distance bias than individual
investors.

Huberman [2001] finds that U.S. investors dispro-
portionately own shares in the Regional Bell Operating
Company (RBOC) that services their area at the diver-
sification expense of holding shares of the other six
RBOCs. He attributes this tendency to the fact that
people prefer to invest in the familiar.

This preference for holding local stocks is also
present in the trading habits of sophisticated U.S.
money managers. For example, Coval and Moskowitz
[1999] find that 1 of every 10 stocks held in a mutual
fund portfolio is due to the firm’s nearby location. In a
follow-up paper, Coval and Moskowitz [2001] find that
fund managers appear to be exploiting informational
advantages by overweighting local stocks. The two
authors find the average mutual fund manager earns
2.67% more per year on local stocks than on non-local
holdings.

While Coval and Moskowitz [1999, 2001] docu-
ment a preference for local companies by U.S. mutual
fund managers, the local holding bias is even stronger
for retail investors. Using a large sample of U.S. re-
tail investors of a large discount broker, Ivkovic and
Weisbenner [2005] report that the average share of
local investments is 30%. They find that the average
household earns about 3.2% more from its local hold-
ings relative to non-local investments.2 Interestingly,
the authors find that no abnormal return is earned by
the household’s holding of local S&P 500 firms.

Evidence consistent with word-of-mouth effects on
the dissemination of information is presented in Hong,
Kubik, and Stein [2003]. They show that beyond local
preference effects, U.S. mutual fund managers tend
to be influenced by the buying and selling habits of
other managers located in the same city. If one fund
manager is increasing their position in a stock by 2.0%,
managers from a different fund family in the same city
will tend to increase their own holding in the stock by
0.4%.

Another paper that is suggestive of an effect of in-
vestor proximity to firms is Brown, Ivkovic, Smith, and
Weisbenner [2004]. These authors find that residents
of communities that are near publicly traded firms are
more likely to own stocks.

The only paper of which we are aware that investi-
gates the effect of distance on correlation of stocks is
Pirinsky and Wang [2006]. As discussed in the intro-
duction of this paper, Pirinsky and Wang’s [2006] paper
contains serious methodological problems and does not
show that location affects the returns of large firms. An
interesting result of Pirinsky and Wang [2006], how-
ever, is that there does not appear to be any correlation
of earnings of firms and local economic conditions.
When indices of local and national economic funda-
mentals are added to their regressions, the t-statistic
of the local economic index is −0.46. Given that the
methodology of this paper tends to magnify statisti-
cal significance, this is convincing evidence that even
small firms are not affected by economic conditions
of the region surrounding their headquarters. If this is
the case, then any relationship that is found between
distance and correlation seems more likely to be the
result of local trading activity than of the state of local
economies.

In summary, the evidence is strong that investors
disproportionately hold stocks that have captured their
attention, which are often stocks that are located geo-
graphically close to them. An important logical con-
sequence of local investor bias that has yet to be fully
investigated is a relationship between stock return cor-
relation and distance between firms.

Industrial Clustering

Another theory that might explain the relationship
between stock returns and distance is industrial clus-
tering. Theories of clustering date at least to Marshall
[1920], who described the agglomeration economies
that might lead similar firms to locate near each other.
More recently, a significant literature has developed
to describe and explain industrial clusters (Enright
[2003], Porter [2000], Glenn and Glaeser [1997]).
Firms cluster together to supply each other and to share
ideas and sources of labor and supplies. Some of these
clusters are described as consisting of firms from dif-
ferent but related industries. Clusters might also result
from historical accidents, such as the home location
of the founder of a firm, and the subsequent start-
up of other firms by individuals leaving the original
firm. Audretsch and Feldman [1996] find evidence that
knowledge spillovers can create and be caused by ge-
ographic concentration, while Audretsch and Stephan
[1996] stress that the knowledge spillovers that are
most likely to be important for geographic concen-
tration are those resulting from informal, unplanned
interaction.

Previous literature, therefore, gives us two theories
that might explain why stock returns are correlated with
distance; industry clustering and local investor bias.
Properly controlling for industrial groups is clearly
important if we are to distinguish between these two
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theories. In the analysis that follows, we control for
industry effects by using the Global Industry Classifi-
cation Standard (GICS) developed by Morgan Stanley
Capital International and Standard & Poor’s. Bhojraj,
Lee, and Oler [2003] found the GICS definitions were
better at explaining stock return comovements than
other industry definitions.

The GICS defines broad and narrow industrial
groups. Broad groups are given a 2-digit code; narrow
groups are given an 8-digit code. Intermediate groups
are given 4- and 6-digit codes. We use industry cor-
relations at all levels to explain correlations between
the returns of individual stocks, and then check to see
if distance has any additional explanatory power. By
using industry correlations at all levels we hope to cap-
ture the effects of the loose geographic groupings of
companies in a variety of related industries described
by Porter [2000] and isolate the effect of distance from
industrial clustering.

Data

Although there are always 500 firms in the S&P
500 index, our sample is restricted to those companies
that are primarily based in the United States and that
have a complete time series of monthly returns dur-
ing 2000-2004. We use the University of Chicago’s
Center for Research in Security Prices (CRSP) for the
sample monthly stock returns, shares outstanding, and
share price information. Analyst coverage information
is obtained from the Institutional Brokers’ Estimates
System (I/B/E/S). We define analyst coverage as the
number of analysts reporting current fiscal year an-
nual earning estimates each month during the sample
period. Yahoo! Finance serves as the source of the
corporate headquarter addresses. Several other papers
(see Coval and Moskowitz [1999], Zhu [2002], Ivkovic
and Weisbenner [2005], Loughran and Schultz [2004,
2005]) also use the headquarter’s location as the firm’s
location.

After determining the street addresses of the head-
quarters of the firms in our sample, we convert this
information into latitude and longitude coordinates.
Using these coordinates, we calculate the distance be-
tween every possible pair of firms. When calculating
distances the size of the continental United States the
curvature of the earth is a significant factor, so we use
a formula that takes this into account. Determining
the precise location of each firm allows us to investi-
gate a wide range of distances, including firms that are
located in the same building, across town, or across the
country.

We use firms in the S&P 500 as of August 18, 2005,
according to the S&P’s Web site. Three firms are re-
moved from the sample because of operational location
in Bermuda (ACE Limited and XL Capital) or Mon-

treal, Canada (Molson Coors Brewing Company).3 In
addition, several firms are removed because they did
not have a complete series of 60 monthly stock returns
according to CRSP.4 In all of our analysis, the 456
firms in our final sample are equally weighted.

Panel A of Table 1 contains descriptive statistics on
the data used in our sample of 456 firms. As noted ear-
lier, S&P 500 firms have large market capitalizations
(shares outstanding multiplied by stock price), with a
mean value of $19 billion and a median value of $8 bil-
lion. Typical insider ownership percentage is relatively
low, which is not surprising given the sample’s large
market value. Institutional ownership is quite high,
with institutions holding, on average, almost 75% of all
shares outstanding. In addition, the average number of
analysts covering the firms is approximately 16. Popu-
lations of metropolitan areas in which headquarters are
located vary from 12,672 (Warsaw, Ind., headquarters
of Biomet, Inc.) to more than 18 million (New York
City).

Figure 1 shows the location of the S&P 500 firms
in our sample. There is a large cluster of firms in the
urban Northeast and a vast area in the western portion
of the country with very few firm headquarters. Almost
all large metropolitan areas of the United States have
at least one S&P 500 firm. Panel B of Table 1 reports
the sample characteristics for information technology
firms, while Panel C reports the characteristics for non-
information technology firms. Information technology
firms are defined as belonging to industry 45 of the
GICS. This category includes software services such
as data processing and consulting and manufacturing
of computer and communications equipment. We ex-
amine information technology firms separately for two
reasons. First, the location pattern of these firms ap-
pears to be different than that of firms in other indus-
tries in that information technology firms tend to cluster
on both coasts. Second, information technology firms
had an unusually high level of correlation during our
sample period of 2000-2004, probably because of the
collapse of the boom in technology stocks during these
years.5

Figures 2 and 3 show the location of informa-
tion technology and non-information technology firms.
Both types of firms are scattered across the country and
are located in large and small cities, but information
technology firms have a greater tendency to cluster
on the coasts. The East and West coasts are home to
72% of information technology firms, but only 42% of
non-information technology firms are located on the
coasts.

The average correlation of firms within the en-
tire information technology industry is only mod-
estly higher than the average correlation of firms
within other 2-digit GICS industries, but subsectors
of the information technology industry such as the
4-digit GICS industry semiconductor manufacturing
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Table 1. Descriptive Statistics

Mean Median St. Dev Min Max N

Panel A: All Firms
Market Capitalization ($ bil.) 19.21 8.22 36.94 0.94 313.67 456
Insider Ownership (%) 4.84 1.12 8.29 0.03 70.83 456
Institutional Ownership (%) 74.30 76.25 14.57 5.80 96.20 456
Average Number of Analysts 16.00 15.40 6.39 1.24 38.03 456
Population of HQ City (mil.) 5.84 3.59 6.03 0.01 18.64 456
Monthly Return (%) 1.20 1.21 1.09 −2.97 5.68 456
Correlation of Returns (%) 19.47 19.71 19.05 −56.16 88.78 103,740
Distance (thousands of miles) 1.06 0.73 0.17 0.00 2.72 103,740

Panel B: Information Technology Firms
Market Capitalization ($ bil.) 20.64 7.00 43.54 1.06 288.79 74
Insider Ownership (%) 4.48 1.29 6.69 0.03 28.83 74
Institutional Ownership (%) 73.78 76.25 15.08 29.10 96.20 74
Average Number of Analysts 19.88 20.16 6.92 6.87 38.03 74
Population of HQ City (mil.) 4.85 2.42 5.11 0.01 18.64 74
Monthly Return (%) 0.65 0.46 1.36 −2.97 4.58 74
Correlation of Returns (%) 42.61 43.77 17.71 −17.23 88.78 2,701

Panel C: Non-information Technology Firms
Market Capitalization ($ bil.) 18.87 8.27 35.53 0.94 313.67 382
Insider Ownership (%) 4.90 1.08 8.58 0.04 70.83 382
Institutional Ownership (%) 74.55 76.30 14.47 5.80 96.20 382
Average Number of Analysts 15.21 14.68 6.03 1.24 32.51 382
Population of HQ City (mil.) 6.04 4.16 6.18 0.01 18.64 382
Monthly Return (%) 1.30 1.28 0.97 −1.47 4.22 382
Correlation of Returns (%) 20.59 20.79 18.11 −46.56 88.49 72,771

For each item except correlation, a mean is calculated for each firm over the time period 2000-2004. The statistics reported
here are calculated across firms. All S&P 500 firms are included except those with missing data or that have operating
headquarters outside the United States. Information technology firms are defined as belonging to industry 45 of the Global
Industry Classification Standard (GICS).

and equipment have very high within-industry cor-
relations. The average correlation of firms within
the information technology industry is 0.43, while
the average of this statistic for all 2-digit GICS

FIGURE 1
Firm Location

Dots represent the operational headquarters of firms in our sample. All S&P 500 firms are included except
those with missing data or that have operating headquarters outside of the United States.

industries is 0.37. The average level of correlation
within semiconductor manufacturing and equipment
firms is 0.72, higher than any other 4-digit GICS
industry. The average level of this statistic for all
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FIGURE 2
IT Firm Location

Location of information technology S&P 500 firms in our sample. Information technology firms are defined
as belonging to industry 45 of the Global Industry Classification Standard.

4-digit GICS industries is 0.42. Since we are looking
for the relationship between correlation and distance,
the combination of coastal clustering and above aver-
age correlation might complicate our analysis.

Information technology firms appear to be similar
to non-information technology firms in most respects.
Only the number of analysts is statistically different
for the two types of firms, with information technology
firms having significantly more analyst coverage than
non-information technology firms (19.9 versus 15.2).
Coverage of information technology firms is higher

than non-information technology firms even after con-
trolling for market value and other characteristics.

Table 2 reports the number of S&P 500 firms and
the percentage of the total market capitalization by
state and 4-digit GICS industry.6 Although 38 different
states are represented in the index, New York and Cal-
ifornia contain 124 of the S&P 500 firms and account
for more than one-third of the index’s total market cap-
italization. More than 50% of the S&P’s total market
value is accounted for from just five states (New York,
California, Texas, New Jersey, and Illinois).

FIGURE 3
Non-IT Firm Location

Dots represent the operational headquarters of non-information technology S&P 500 firms in our sample.
Information technology firms are defined as belonging to industry 45 of the Global Industry Classification

Standard.
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Table 2. State and Industry Distribution

State Firms % Mkt Cap Industry Firms % Mkt Cap

California 69 14.38 Capital Goods 32 8.77
New York 55 20.29 Utilities 31 2.89
Texas 37 9.19 Materials 30 2.94
Illinois 32 5.16 Healthcare 30 3.83
Ohio 26 3.94 IT Hardware* 30 7.25
Pennsylvania 21 1.86 Energy 28 6.76
New Jersey 19 6.59 Retailing 28 4.23
Massachusetts 17 1.73 Banks 27 7.46
Georgia 13 4.25 Software* 25 6.39
Minnesota 13 3.42 Consumer Dur., Apparel 21 1.15
North Carolina 13 3.47 Diversified Financial 21 7.80
Connecticut 11 4.97 Pharmaceuticals 20 10.91
Michigan 11 1.46 Semiconductors* 19 3.87
Florida 10 0.55 Insurance 18 4.10
Tennessee 10 0.91 Food, Bev., Tobacco 17 4.51
Virginia 9 1.35 Media 13 2.64
Washington 9 4.45 Consumer Services 12 1.24
Maryland 8 0.63 Commercial Serv., Supp. 10 0.84
Wisconsin 8 0.80 Food, Staples Retailing 9 4.16
Colorado 7 0.78 Transportation 8 1.26
Missouri 7 1.08 Real Estate 8 0.59
Indiana 6 1.28 Telecommunications 7 3.38
Alabama 5 0.35 Automobiles & Parts 6 0.62
Arkansas 5 3.04 Household, Pers. Prod. 6 2.40
Arizona 4 0.24
Kentucky 4 0.27
Rhode Island 4 0.30
Delaware 3 0.84
Louisiana 3 0.23
Oklahoma 3 0.25
Iowa 2 0.05
Idaho 2 0.22
Nebraska 2 0.33
Nevada 2 0.16
Oregon 2 0.14
Washington, DC 2 0.94
New Hampshire 1 0.03
Utah 1 0.06
Totals 456 100.00 456 100.00

State is location of operational headquarters of firms. Industry definitions are from the Global Industry Classification
Standard (GICS) at the 4-digit level. An asterisk (*) denotes 4-digit industries that are within the 2-digit industry
of information technology. All S&P 500 firms are included except those with missing data or that have operating
headquarters outside the United States.

More than one-third of the market capitalization of
the entire S&P 500 is in four industries: pharmaceu-
ticals, capital goods, diversified financial, and bank-
ing. The smallest industry, real estate, accounts for
only 0.6% of the market capitalization of the S&P 500.
Twenty-four different industries are represented at this
level (4-digit) of the index.

Empirical Results

Plots of Average Correlation with Distance

As a preliminary investigation, we look first at sim-
ple plots of stock return correlation and distance be-
tween firms. Figure 4 shows the average correlation
of the monthly returns of S&P 500 firms over our

sample period by 20 intervals of distance between the
headquarters of the firms. Firms within approximately
100 miles of each other have, on average, correlation
coefficients of around 0.24. This falls quickly to about
0.20, and then gradually to about 0.14 at a distance of
2,000 miles. At distances greater than 2,000 miles co-
rrelations are higher, apparently because coastal firms
are correlated with each other.

It is possible that this “coastal effect” is due to the
facts that information technology firms are more con-
centrated on the coasts than non-information technol-
ogy firms, and that information technology firms are
more correlated with each other during our sample pe-
riod than firms in other industries. At distances greater
than 2,000 miles, a disproportionate number of pairs
of firms consist of two information technology firms,
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FIGURE 4
Correlation vs. Distance

Correlation coefficients of monthly stock returns
of S&P 500 firms in our sample, 2000-2004, and

distance between operational headquarters of the
firms.

whose correlation is usually higher than two typical
firms from different industries. On the other hand, some
investors might focus on firms located on the coasts,
and coastal firms might move together because of the
trading activity of their common owners.

Figure 5 is identical to Figure 4, except that in-
formation technology firms are excluded. The pattern
of correlation by distance is similar except that the
coastal effect is eliminated. Figure 6 shows correla-
tion between pairs of firms that are in the same 4-digit

FIGURE 5
Correlation vs. Distance for Non-IT Firms

Correlation coefficients of monthly stock returns
of non-information technology S&P 500 firms in

our sample, 2000-2004, and distance between
operational headquarters of the firms.

Information technology firms are defined as
belonging to industry 45 of the Global Industry

Classification Standard.

FIGURE 6
Correlation vs. Distance for Firms in the Same

Industry
Correlation coefficients of monthly stock returns

of S&P firms in our sample, 2000-2004, in the
same 4-digit GICS industry and distance between

operational headquarters of the firms.

GICS industry. Again, the coastal effect is eliminated,
indicating that the apparent effect is due to industry
clustering. Correlation declines with distance up to ap-
proximately 1,300 miles, and at greater distances there
is no clear pattern.

The distance effect that we observe in Figures 4–
6 could be the result of industries clustering together
geographically. If automobile firms are concentrated
around Detroit, for example, then the fact that these
nearby firms are highly correlated could have noth-
ing to do with distance and might only be due to the
firms belonging to a common industry. In the regres-
sion analysis that follows we attempt to control for
industry effects.

Regression Analysis

The graphs in the previous section suggest that cor-
relation of stock returns declines with distance out to
approximately 2,000 miles. At distances greater than
2,000 miles, correlation might increase with distance
but perhaps only for information technology firms. The
question remains as to whether this decline is due to
industry effects or other local characteristics, such as
common ownership of nearby firms. To distinguish
between these two theories it is very important to care-
fully define and control for industrial grouping of firms.

GICS industrial classifications, described above in
the first section, allow us to define the industry of in-
dividual firms specifically. At the 8-digit level there
are 118 different industries in our sample of 456 firms,
meaning there are, on average, fewer than four firms
per industry. In the regression analysis that follows, for
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Table 3. Bootstrap Regression Results

Model 1 Model 2 Model 3

Intercept 0.000 0.011 0.074
(0.06) (8.59) (39.24)

Industry Correlation 0.596 0.591 0.562
(37.45) (38.31) (35.71)

In Same Industry −0.131 −0.130 −0.124
(−6.86) (−7.00) (−6.55)

Information Tech. −0.009 −0.008 0.018
(−1.11) (−0.93) (1.57)

2,000 miles apart −0.088 −0.094
(−1.67) (−1.89)

Distance < 2,000 −0.012 −0.012
(−2.27) (−2.49)

Distance > 2,000 0.033 0.037
(1.53) (1.76)

Mkt. Value Difference 0.003
(1.38)

Analyst Diff. −0.003
(−1.70)

Inst. Ownershp Diff. −0.041
(−1.58)

Insider Own. Diff −0.037
(−1.22)

Population Diff −0.001
(−0.24)

Alpha Diff. 0.016
(0.05)

Beta1 Diff. −2.581
(−3.86)

Beta2 Diff. −4.055
(−4.93)

Beta3 Diff. −1.261
(−1.96)

Adjusted R2 0.460 0.460 0.482
Observations 103,740 103,740 103,740

Observations are pairs of S&P 500 firms. Dependent variable is the
correlation coefficient of the two firms. Numbers in parentheses
are t-statistics.

each possible pair of firms we control for the correla-
tion between the 8-digit industries of the two firms.

Our regression results are reported in Table 3. Each
observation in the regression models represents a pair
of firms in the S&P 500. The dependent variable is
the correlation between the monthly returns of the two
firms over the 5-year time period 2000-2004. In other
words, each observation represents an element of the
variance-covariance matrix of firm returns. Only obser-
vations on the upper (or lower) triangle of this matrix
are used, since the upper and lower triangles are mirror
images. Elements on the diagonal are not used since
all of them have correlation equal to one and distance
equal to zero by definition.

If all of the S&P 500 firms were in our sample
we would have (500/2 - 500)/2 or 124,750 observa-
tions. Excluding firms with missing data or location
outside of the United States leaves us with 103,740
observations. Independent variables in the regressions
represent different relationships between the two firms,
in other words, between firms i and j in the variance-

covariance matrix. These variables include the distance
between the two firms and the difference in the mar-
ket value and other characteristics of the two firms.
The correlation of the 8-digit industries that the two
firms belong to is another independent variable, as is
a dummy variable indicating whether the firms belong
to the same industry.

Since each firm is used to calculate variables
in many different observations, the observations are
clearly not independent, and so the estimated standard
errors are biased downward. In OLS regressions, which
we ran but do not tabulate in this paper, the indepen-
dent variables appear to be more statistically significant
than they actually are. We address this bias by using a
bootstrap method.

Our bootstrap method is to select random samples
of the S&P 500 firms, with replacement. Sampling with
replacement means that a particular firm might appear
multiple times, or not at all in a particular sample.
Correlations between each possible pair of the selected
firms are calculated and these are the observations for
the regression. Note that when a firm does not appear
in a sample, its correlations with all other firms are
removed.

This sampling procedure is repeated 1,000 times,
and a new regression is performed on each of the 1,000
samples. This results in 1,000 estimates of the regres-
sion coefficients and allows the mean and standard de-
viation of these estimates to be calculated. Statistical
significance is determined by a t-test on the ratio of the
estimated means of the coefficients to their estimated
standard deviations. The reported R-squared is the av-
erage of the R-squared from these 1,000 regressions.

This sampling method has been used in similar
situations in other fields of research. For example,
Burrows, Moore, and James [2002] examined the
growth of barnacle populations on the Scottish coast
and found that the correlation of growth rates varied
by the distance between the populations. They ran 500
regressions, each with observations obtained by sam-
pling the different populations with replacement. Other
studies (also in biology) using bootstrap methods in
similar situations include Swanson and Johnson [1999]
and Paradis [2000]. Bootstrap methods are discussed
in more detail in Davison and Hinkley [1997].

The t-statistic normally provides information on the
reliability of results, given the size of the sample. One
interpretation of this statistic is that it shows the like-
lihood of obtaining the same results if a number of
random samples of the same size were obtained. The
bootstrap method simulates the process of taking many
random samples, and then directly obtains the distribu-
tion of the parameter estimates from the estimates cal-
culated from each sample. This distribution is assumed
to be representative of the distribution that would be
obtained by taking different samples from the entire
population.
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The coefficient estimates from the bootstrap regres-
sions shown in Table 3 are similar to those obtained
using OLS regression, not tabulated in this paper, since
the lack of independence of the observations biases
only the standard errors, not the coefficient estimates.
The reported t-statistics for many variables in Table 3
are considerably lower than the OLS t-statistics.

Model 1 in Table 3 demonstrates that the correla-
tion between two firms is strongly influenced by the
correlation of the two industries to which the firms
belong. Two firms that are not in the same industry
and whose respective industries are completely uncor-
related would be expected to have a correlation coeffi-
cient of 0.000, the intercept term reported in Model 1.
If, on the other hand, two firms are in the same in-
dustry, their expected correlation coefficient would be
calculated using the regression coefficients shown in
equation 1. The correlation coefficient between firms
i and j is given by Cij , ICij is the correlation of the
industry groups to which firms i and j belong, and Dij

is a dummy variable indicating whether firms i and j
belong to the same industry.

Cij = α + β1ICij + β2Dij (1)

For two firms in the same industry, ICij would be
equal to one because each industry is perfectly corre-
lated with itself, and Dij would also be equal to one,
so the two firms would be expected to have a corre-
lation coefficient of α + ß1 + ß2. As reported in Table
3, Model 1, α is estimated to be equal to 0.000, ß1 is
estimated to be equal to 0.596 and ß2 is estimated to be
equal to be −0.131, so the expected correlation coeffi-
cient would be 0.465. The average correlation between
8-digit GICS industries is 0.31, so two average firms
in different industries would be expected to have a cor-
relation coefficient of α + ß10.31 + ß20.00 or 0.185.
We also include a variable for information technol-
ogy firms, since these firms had an unusual amount of
comovement during our sample period.

Model 2 adds information on the distance between
firms. The model includes straight-line distance be-
tween firms to a distance of 2,000 miles, another vari-
able for the distance between firms beyond 2,000 miles,
and a dummy variable indicating whether the firms are
further than 2,000 miles apart. These variables allow
the slope and intercept of fitted lines to differ at dis-
tances greater and less than 2,000 miles.

The distance of 2,000 miles was chosen by taking
the maximum of a series of Chow statistics as was sug-
gested by Quandt [1960].7 Distance up to 2,000 miles is
statistically significant at the 3% level. The coastal ef-
fect is not statistically significant in Model 2, meaning
that we cannot conclude that correlation increases with
distance beyond 2,000 miles, but we can reject the hy-
pothesis that the relationship between correlation and
distance is the same closer to and further than 2,000

miles. The coefficient on the dummy variable indicat-
ing distance greater than 2,000 miles demonstrates that
the intercept of the least squares line for firms greater
than 2,000 miles apart is lower than for closer firms,
and the coefficients on the distance variables indicates
that the slope is higher. This is consistent with the ev-
idence from the graphs in the previous section. The
regressions of this section help to interpret the evi-
dence from the graphs by indicating that the negative
slope up to 2,000 miles is statistically significant, but
the positive slope beyond 2,000 miles is not statisti-
cally significant. The two lines are, however, different
from each other.

Model 3 adds various differences in characteristics
between firms. We might expect that returns of firms
that differ in various ways would be less likely to be
highly correlated than firms that are similar. Differ-
ences in insider and institutional ownership, market
value, and number of analysts are not statistically
significant. The difference in the populations of
headquarter cities is also statistically insignificant.
This is in contrast to Pirinsky and Wang [2006],
who find, surprisingly, that comovement of returns is
higher in large cities.8

Beta differences have a large and a statistically sig-
nificant effect on return correlation. This is not a sur-
prise, since firms that both are highly correlated with
the overall market would be expected to be correlated
with each other. The three betas that are used are those
of Fama and French [1993]; the stock market, the dif-
ference in the returns on portfolios of small and large
firms, and the difference in the returns on portfolios
of high and low book-to-market ratios. Including these
variables in the model slightly increases the estimated
effect of distance, now statistically significant at the
2% level.

To interpret the magnitude of these effects, consider
two stocks 100 miles apart with standard deviations of
monthly returns equal to σx and σy , each with a value
of 0.11. The correlation coefficient, σy , between these
two firms is 0.2. Now suppose that the firms are at the
same location and that they have many common lo-
cal owners who sometimes trade together. Each month
there is a mean zero shock with standard deviation
σs that causes these local owners to buy or sell, and
this trading adds a common mean zero random term to
both returns. Model 3 predicts that their correlation co-
efficient would be 0.0012 higher, or 0.2012. This new
correlation coefficient of the returns of the two stocks,
ρ̂xy can be expressed as:

ρ̂xy = Cov(x, y) + σ 2
s

σxσy + σ 2
s

(2)

Solving for σs , we obtain:

σ 2
s = ρ̂xyσxσy − Cov(x, y)

1 − ρ̂xy

(3)
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Substituting in our assumed values of the original
standard deviations, the covariance of the stock returns
and the new correlation coefficient, the standard devi-
ation of the monthly shock to stock returns is approx-
imately 43 basis points. In other words, an increase in
the correlation coefficient of 0.0012 is equivalent to
average monthly deviations of returns resulting from
common investor activity of 43 basis points.

Forty three basis points per month is equivalent
to 5.3% per year, which is higher than previous es-
timates of the advantage that investors earn from lo-
cal stocks. For example, Coval and Moskowitz [2001]
found an advantage of 2.67% per year and Ivkovic and
Weisbenner [2005] report an advantage of 3.2%. If
these movements are caused by local information or
local trading activity, some local investors may be bet-
ter able to predict these movements than nonlocal in-
vestors and earn extra returns. It is unlikely, however,
that any local investors would be able to correctly antic-
ipate all of these local movements, so it seems reason-
able that our estimate of total local variance is higher
than previous estimates of the advantage earned by
local investors.

Robustness Tests

Our results do not appear to be driven by clusters of
narrowly defined industries, but it is possible that we
have missed the effect of clusters of related industries
as described by Enright [2003] and Porter [2000]. To
test this possibility we included additional variables
for the correlation of the 2-, 4-, and 6-digit indus-
tries to which firms belong. These results are reported
in Table 4. The estimates and the standard errors of
the estimates of the effect of distance are nearly un-
changed. Correlation at the 8-digit level is by far the
most important of the different industrial classifica-
tions, but correlation at the 2-digit industry provides
some additional explanatory power.

Perhaps the most interesting change resulting from
including additional industry information is that the
positive relationship between correlation and distance
when firms are separated by more than 2,000 miles is
now statistically significant at approximately the 5%
level. This result provides some weak evidence that,
even after controlling for industrial grouping, coastal
firms are correlated with each other in a similar manner
as nearby firms. It is possible that there are bi-coastal
investors who concentrate on firms located on the East
and West coasts and that their trading activity affects
returns of these firms.

The most prominent event during our sample period
of 2000-2004 was the terrorist attack on New York
City and Washington D.C. on September 11, 2001.
This event could have affected our estimate of the rela-
tionship between stock return correlation and distance,
since investors might have worried about the effect of

Table 4. Bootstrap Regression Results

Model 1 Model 2 Model 3

Intercept −0.041 −0.030 0.032
(−25.39) (−17.13) (13.76)

2-Digit Ind. Corr. 0.072 0.072 0.080
(2.71) (2.70) (3.01)

4-Digit Ind. Corr. 0.042 0.041 0.032
(1.33) (1.31) (1.02)

6-Digit Ind. Corr. −0.013 −0.012 −0.023
(−0.42) (−0.41) (−0.77)

8-Digit Ind. Corr. 0.547 0.542 0.522
(22.35) (22.39) (21.58)

In Same 2-Dig. Ind. −0.025 −0.025 −0.024
(−2.66) (−2.54) (−2.55)

In Same 4-Dig. Ind. −0.008 −0.008 −0.003
(−0.82) (−0.78) (−0.32)

In Same 6-Dig. Ind. 0.045 0.043 0.040
(3.48) (3.12) (3.02)

In Same 8-Dig. Ind. −0.156 −0.154 −0.150
(−7.77) (−7.67) (−7.52)

Information Tech. 0.004 0.005 0.032
(0.41) (0.55) (2.81)

2,000 miles apart −0.096 −0.105
(−1.84) (−2.10)

Distance < 2,000 −0.012 −0.012
(−2.27) (−2.54)

Distance > 2,000 0.036 0.041
(1.65) (1.94)

Size Difference 0.004
(1.60)

Analyst Diff. −0.003
(−1.70)

Inst. Ownershp Diff. −0.038
(−1.49)

Insider Own. Diff −0.038
(−1.29)

Population Diff −0.000
(−0.03)

Alpha Diff. 0.040
(0.15)

Beta1 Diff. −2.441
(−3.86)

Beta2 Diff. −4.066
(−4.85)

Beta3 Diff. −1.477
(−2.29)

Adjusted R2 0.468 0.468 0.489
Observations 103,740 103,740 103,740

Observations are pairs of S&P 500 firms. Dependent variable is the
correlation coefficient of the two firms. Numbers in parentheses
are t-statistics.

future attacks on certain large cities. If this were the
case, then many close firms in large cities might have
had simultaneous negative shocks to their returns, re-
sulting in high measured correlation for nearby firms.
We re-estimated our models eliminating return data for
the six months beginning September 2001. This change
in the sample period had a trivial effect on the magni-
tude and statistical significance of the coefficients of
the models.

We also attempted to test whether the relation-
ship between correlation and distance is related to the

187



BARKER AND LOUGHRAN

market value of firms. Interaction terms obtained by
multiplying the distance between firms and the dif-
ference in the size of the firms were not statistically
significant in our regressions. We tried a number of
specifications, including difference in logs, with the
same results. It seems reasonable to expect that the ef-
fects of local ownership would be stronger for smaller
firms, as reported in Pirinsky and Wang [2006], but we
were unable to find any evidence of this in our sample.

It is possible that location in the same state increases
the correlation of the returns of two firms. To test for
this possibility, a dummy variable indicating whether
a pair of firms was located in the same state was in-
cluded in the regression analysis. The magnitude of the
coefficient and statistical significance of distance was
unaffected, and the dummy variable was not statisti-
cally significant.

Nonparametric Regression

In this section we relax our previous assumption
that the relationship between correlation and distance
is linear. The regression analysis of the previous sec-
tion assumes a linear relationship between correlation
and distance, but we have no theoretical basis for mak-
ing this assumption. Geographic peculiarities such as
the lack of firms in the western mountains/deserts are
likely to make the relationship more complicated. The
regression analysis of the previous section attempted
to deal with nonlinearities with dummy variables for
small and large distances and by allowing the slope
to differ at distance greater than and less than 2,000
miles.

Another method of estimating relationships with
unknown functional form is nonparametric regression.
The basic idea of this method is to fit a curve to the
data that balances two objectives: minimization of pre-
diction error and minimization of curvature. Curvature
could be minimized by fitting a straight line to the
data, in other words, an ordinary least squares regres-
sion. Prediction error could be minimized by fitting
a “bumpy” curve, which wiggled wildly in order to
intersect with each data point. By weighting the two
objectives, a curve that is in between these two ex-
tremes can be generated. This method should allow us
to filter out the noise from the data and gain some in-
sight into the underlying relationship between return
correlation and firm distance.

We begin with the residuals from Model 3 of
Table 3. This model includes industry and firm dif-
ference information, but for this analysis we did not
include the variables relating to distance. We modeled
the residuals from this regression using a least squares
cubic spline. If di is the distance between firms for
observation i, and ri is the residual for observation i,
the cubic spline curve, s(di) minimizes the following

FIGURE 7
Cubic Spline Fit of Residuals of Model 3, Table 3
Solid line is the cubic spline fit of the residuals of

Model 3 of Table 3 without distance variables.
Dotted lines are 90% confidence intervals.

expression:

p�i(ri − s(xi))
2 + (1 − p)

∫
d2s

dx2
dx (4)

The smoothness of the curve is determined by the
choice of the smoothing parameter ρ. If ρ is equal
to 0 the curve will simply be an ordinary linear least
squares fit. If ρ is equal to 1, the curve will be forced
to go through each point, although it will still be a con-
tinuous, differentiable curve. With very noisy data and
ρ equal to 1, the curve will wiggle through each data
point. As ρ is reduced from 1, the curve smoothes out,
ignores noise, and, hopefully, reveals the underlying
relationship (Davison and Hinkley [1997]).

To select the smoothing parameter, we used a tech-
nique known as “leave-one-out-cross-validation.” In
this technique, the curve is estimated once for each
observation in the data set. Each time, one observa-
tion is left out and the prediction error for that point is
calculated. The squared errors of each of these estima-
tions are then summed. We repeated this process for
the smoothing parameters 0.1 through 0.9 and found
that a parameter of 0.6 minimized the sum of squared
out-of-sample prediction errors. This parameter seems
to minimize spurious fluctuation while preserving the
overall structure of the data.

We took 10,000 random samples of 1,000 points of
the data, computed a cubic spline for each sample, and
then computed the mean and 90% confidence interval
of the splines at each distance, using a smoothing pa-
rameter of 0.6. Figure 7 shows a plot of the mean and
confidence interval by distance. The downward slope
for distances up to 1,000 miles is apparent, but the con-
fidence interval for longer distances widens consider-
ably. The slope appears to be steeper for very short
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distances, but again, the confidence interval is wider at
these distances.

These results are consistent both with the simple
graphs and the regression analysis presented in the third
section. All three analyses show clear evidence that,
up to a distance of 1,000–2,000 miles, correlation of
monthly stock returns declines with distance. All three
also show weaker evidence that correlation increases
with distance beyond 2,000 miles.

Conclusion

The S&P 500 is a collection of large, well-known,
widely held firms. Tests of the effects of geographic
location on return correlation would seem likely to fail
using this sample. We find, however, that the monthly
returns of S&P 500 firms with headquarters that are
geographically close are more highly correlated than
firms that are distant from each other.

Our primary result is that the correlation of two S&P
firms is larger, the closer the two firms are geograph-
ically from each other. Our bootstrap regression re-
sults show that the correlation coefficient between two
stocks increases by 12 basis points for every 100 mile
reduction in distance, an increase which is consistent
with local shocks to stock returns of 43 basis points
per month. We also find weak evidence that firms on
opposite coasts are more highly correlated than other
firms. It is possible that some investors specialize in
coastal firms and their trading activity influences the
returns of these firms in a manner similar to that of lo-
cal investors affecting the returns of nearby firms. This
effect may be particularly concentrated in information
technology firms.

A previous investigation of the relationship between
location and stock return correlation, Pirinsky and
Wang [2006], suffered from methodological problems,
and did not find evidence of an effect for large firms.
Their results are biased by non-independent observa-
tions and subindustry correlation, which we counter by
using bootstrap regressions and finely detailed industry
definitions. Our analysis finds a relationship between
distance and return correlation for the largest publicly
traded firms in the United States.

We believe that our findings are consistent with a
world in which firms are disproportionately held by
local investors who tend to trade together. Local events
affect the buy/sell decisions of investors, and trading
activity in all nearby firms is affected by these events,
causing return correlation. Previous research has found
evidence from a variety of sources that investors are
biased in favor of owning local stocks, but an impli-
cation of this finding, that stock return correlation will
be related to distance, had not, with the exception of
Pirinsky and Wang [2006], been previously tested. Our

results strengthen the case that local investor bias is a
widespread and important phenomenon.
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Notes

1. Reported in Table IV of Pirinsky and Wang [2006].
2. Zhu [2002] using a similar dataset, also finds strong evidence

that retail investors overweight their portfolios in local stocks.
Consistent with a familiarity explanation, he finds that advan-
tageous information cannot explain the investor local bias.

3. When firms are incorporated in Bermuda but have operational
headquarters in the United States, we use the U.S. location. For
example, Tyco International is incorporated in Bermuda, but nu-
merous press reports indicate that their operational headquarters
are located in Princeton, N.J.

4. There are a variety of reasons for firms to have at least one
missing monthly return. Here are two examples. MetLife Inc.
went public on April 4, 2000, so it is missing four monthly
returns and is excluded from the sample. Rockwell Collins was
spun off to the shareholders of Rockwell International in July
2001. Hence, Rockwell Collins is missing 19 months of data
and is excluded from the final sample of firms.

5. The Nasdaq Composite Index peaked in March 2000.
6. Note that we classify Washington, D.C., as a state.
7. See Hansen [2001] for more details. The maximum Chow statis-

tic occurred at 1,980 miles.
8. This is reported in Table VIII of Pirinsky and Wang [2006]. The

effect of city size is eliminated in Pirinsky and Wang [2006]
when controls are added for MSA personal and investment
income.
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