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IMPROVING THE ACCURACY OF LLM’s – HOW CAN WE CONTRIBUTE? 

Last week I had an “interesting conversation” with ChatGPT.  

I was starting to develop my thought process on how to structure a strategic retreat for one of my 

clients. As this will be the third year I will be facilitating the session, I wanted to start by gathering ideas 

and possible approaches to ensure I keep raising the bar in terms of the quality of the content of the 

session and the quality of the delivery.  

As part of my interaction with ChatGPT, I requested for a suggested list of possible leadership speakers. 

After reviewing the initial list, I refined the request as follows: 

 

 

To my surprise, and horror to be honest, the list that followed included a prominent female leader who 

died more than one year ago! 

How could this be possible? Yes of course, ChatGPT is not perfect, and that is why we need to be fully 

alert and use our natural intelligence whenever we gather data / information.  

But I didn’t want to let it go. So, I initiated an exchange with ChatGPT which went as follows: 

 

And ChatGPT’s reply was: 

 

 

This reply aggravated how I was feeling. Of course, no apologies, no regrets. After all, ChatGPT is not 

programmed to feel. Just to feed. The answer was just a matter-of-fact acceptance of what I was saying, 

which was not acceptable to me! So, I asked: 
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This is what I will say to anyone who simply accepts what I say, without really fact-checking it. And the 

friendly replies continued: 

 

 

So, now suddenly the responsibility of fact checking shifted to me, and I felt that if someone else were 

to ask the same question, the name of this individual could still come up!  

I didn’t want to let it go, as I wanted to know if the fact that this situation had been highlighted, it will 

be considered as part of the process of acquiring knowledge by the system, so I asked: 
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So, only when I kept engaging did the system felt it was necessary to verify what I was saying. 

Of course, I said YES!!! And guess what was the reply…I knew that… 
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I wasn’t still satisfied. I felt it should be possible and even necessary for the system to first do the check 

and then suggest the list of people, instead of suggesting a list of people who include those who have 

passed away, just because the system is not doing this checking in advance! So, I asked: 
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So now, the system had acknowledged that information may be as aged as more than 1 year, which is 

understandable, as the volume of information is endless! 

But I still wasn’t comfortable with the answer, and kept pushing… 
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Somehow, the system finally acknowledged there was a gap…but that is the easy part. What can be 

done to ensure this does not happen again? A mere acknowledgement by the system, wasn’t the 

answer I was expecting, specially as most likely the system can’t generate requests for improvements. 

So, then I asked: 
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So, now I had a chance to influence and support the improvement of the way the system works in 

terms of providing information to users. That made me feel empowered and proud of playing a small 

role in ensuring we collectively are helping the technology to become the best it can be to serve us all.  

I immediately replied: YES. And this is what ChatGPT said: 
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I finally felt that I had done as best as I could to hopefully provide those who actively manage the 

system with tangible feedback about additional actions to be taken prior to releasing information 

about individuals.  

So, what were my learnings after this saga? 

• ChatGPT and every other LLM are work tools, not the ultimate source of truth and information. 

Our natural intelligence is still dominant and we need to use it actively in order to maximize 

the value we derive from using artificial intelligence.  

• We need to use our natural intelligence to dig deeper into mistakes that are preventable, so 

that our artificial intelligence allies can become better and more reliable sources of data and 

information. 

• In the same way that we correct our colleagues when it is due, we have the obligation of 

correcting the tool for the benefit of all users. Just assuming that someone else will do it, is 

not good enough. Being a responsible user is part of the new normal. Otherwise, you may face 

in the near future a similar preventable distressing experience like the one I experienced. 

And now, back to planning my client’s strategic retreat.  

If you or your organization are looking for a facilitator for your business retreats, please don’t hesitate 

to reach out to claudia@thread-advisory.com 

 

 

 

 


