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Abstract. Emerging and decaying patterns are patterns whose occurrence frequencies
vary (increase or decrease) from one database to another. They are essential in classifica-
tion and trend prediction because they can reveal useful trends and contrasts in databases
for decision making. Most studies to date, only focus on their discovery for classification
with a few focusing on their application in trend prediction. Though recently some works
showed their application in predicting trends in temporal (time-stamped) databases, such
works are only able to predict their continuous emergence and decay but not their likely
occurrence times. To enable the prediction of the likely occurrence times of emerging and
decaying patterns in temporal databases, this work incorporates the concept of periodicity
on an existing emerging and decaying pattern-based trend prediction model in predicting
their likely occurrence times. Experimental analysis on real-world datasets show that
with the incorporated periodicity, the likely occurrence times of emerging and decaying
patterns in temporal databases can be accurately predicted for decision making.
Keywords: Periodicity, Trend Prediction, Frequent Patterns, Emerging Patterns, De-
caying Patterns.

1. Introduction. Frequent itemset (pattern) mining [2] [13] [36] [37] is a fundamental
data mining task (with a wide range of applications) that has been widely studied over
the past years. The goal in frequent pattern mining is to identify all patterns that occur
frequently in a given database. For any given database, a pattern is said to be frequent if
its frequency of occurrence (often referred to as support) within the database is not less
than a user specified threshold. Mining frequent patterns is not a challenging task since
the support of patterns follow the anti-monotone property. That is, for any pattern that
is frequent, all its subsets will also be frequent since its support will be less than or equal
to the support of its subsets. Similarly, for a pattern that is infrequent, all its supersets
will also be infrequent since its support will be greater than or equal to the supports of
its supersets. This anti-monotonic nature of patterns support thus help in reducing the
search space in frequent pattern mining.

Research on discovery of emerging patterns was introduced by Dong and Li [3], wherein
emerging patterns are referred to as itemsets whose supports increase significantly from
one database (dataset), D1, to another D2. Specifically, they define an emerging pattern
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as an itemset whose growth rate (which is, the ratio of its support in D2 over D1), is no
less than a user-defined threshold.

Emerging pattern mining has since been a major data mining task in various decision
support systems as they often reveal hidden and useful contrasts or trends in databases.
Various works on discovering emerging patterns over the past years have shown their
effective use in: classification [5] [8] [17] [20], understanding gene regulations [18] [19],
understanding behaviour [21] [31] [35], extracting patterns in data streams [12] and spa-
tiotemporal data [22], and trend prediction [23] [24] [25] [26]. Discovery of emerging
patterns is however a challenging task as the emergence of patterns is neither monotonic
nor anti-monotonic [3] [30]. As such, it makes it difficult to terminate the emerging pat-
tern mining process as a pattern’s emergence, unlike its frequency, cannot be used in
reducing the search space in the early stage of emerging pattern mining.

Several techniques and constraints have been proposed in recent years to mine cate-
gories of emerging patterns for various decision making. Typical of such techniques and
constraints can be found in works on mining jumping emerging patterns [6] [8] [16] [34]
and interesting emerging patterns [7]. Notwithstanding the several techniques and con-
straints for mining various types of emerging patterns, as pointed out in [24] [25] [26],
emerging pattern discovery still faces a number of challenges such as: reporting too many
emerging patterns, missing some useful emerging patterns, and reporting redundant or
trivial emerging patterns.

Besides these challenges, most works focus on the discovery of emerging patterns in
static databases for classification with a few [23] [24] [25] [26] recently focusing on their
application in trend prediction. Though works such as [23] [24] [25] [26] recently researched
on and proposed techniques for trend prediction with emerging and decaying patterns,
their techniques which are able to predict the continuous emergence or decay of patterns
in temporal (time-stamped) databases, are unable to predict their likely occurrence times
within the databases.

The work in this paper is motivated by the inability of existing emerging and decaying
pattern trend prediction techniques in predicting the likely occurrence times of patterns.
To enrich trend prediction using emerging and decaying patterns, and to be able to
predict their likely occurrence times in temporal databases, the concept of periodicity
from periodic frequent pattern mining [1] [9] [10] [11] [15] [27] [28] [29] [33] is incorporated
on an existing emerging and decaying pattern-based trend prediction model to predict
their likely occurrence times.

This paper makes the following contributions in emerging and decaying pattern mining:

1. It shows an application of emerging and decaying patterns for trend prediction.
2. It shows that by incorporating the concept of periodicity (from periodic frequent

pattern mining) in trend prediction using emerging and decaying patterns, their
likely occurrence times in time-stamped databases can be effectively predicted.

The rest of the paper is as follows. Section 2 presents the related work on emerging
pattern and periodic frequent pattern mining. Section 3 presents the definitions and prob-
lem statement while Section 4 presents the approach of incorporating periodicity in trend
prediction with emerging and decaying patterns. Section 5 presents the experimental
analysis while Section 6 presents the conclusions and future works.

2. Related Work. Emerging pattern mining and their applications, since the intro-
duction of the concept by Dong and Li [3], has generated significant research interest
especially in decision support systems. Evidently, several studies have emerged in this
research domain among which are works such as [4] [6] [7] [8] [16] [18] [32] [34].
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Some researchers [6] [7] [8] [16] however argue that the emerging pattern definition
proposed in [3] often generates too many emerging patterns hence making it difficult
identifying the set of interesting and useful patterns to support decision making. Several
techniques and constraints have since been proposed to enable mining of categories of
emerging patterns to support domain specific decision making. Typical of such works
include: essential emerging patterns [6], jumping emerging patterns [8] [16] [34] and in-
teresting emerging patterns [7].

Though the above mentioned works have been useful in mining emerging patterns for
various decision making, they often report a too large or a too small number of emerging
patterns. Additionally, they majorly focus on discovering interesting emerging patterns
from static databases for classification and seldom discuss their discovery in time-stamped
databases to support trend prediction.

Recent works [23] [25] [26] which researched on the applications of emerging patterns
for trend prediction observed that, in time-stamped databases, most existing emerging
patterns will not be suitable for trend prediction as they could:

i) be noisy, spiky or false trends (typical of emerging patterns reported in [8] [16] [34])
ii) contain redundant emerging patterns (typical of emerging patterns reported in [3])
iii) miss some important emerging patterns (typical of emerging patterns reported in [7]

[8] [16] [34]), or,
iv) be emerging or decaying by random chance without inherent item relations (typical

of emerging patterns reported in [8] [16] [34]).

To mine emerging patterns in time-stamped databases that will be suitable for trend
prediction, Nofong et al. [26] proposed the non-derivable emerging patterns (emerging
patterns that do not contain redundant information). Nofong [25] also proposed the
productive emerging patterns (emerging patterns that have inherent item-relations and
not due to random chance or data fluctuations) also for trend prediction. Based on
their proposed types of emerging patterns, the works in [25] and [26] showed using naive
techniques the effective use of emerging patterns for trend prediction in time-stamped
databases. Though the techniques in [25] and [26] are able to predict the continuous
emergence or decay of patterns in time-stamped databases, they are unable to predict their
likely supports for decision making. To enable the prediction of the supports emerging
and decaying patterns in time-stamped databases, [24] proposed EDTrend, a methodology
for trend prediction with emerging and decaying patterns.

Though the proposition in [24] has been shown to be effective in predicting the likely
supports of emerging and decaying patterns, like works in [25] [26], it cannot predict the
likely occurrence times of emerging and decaying patterns in time-stamped datasets for
decision making. For instance, in target-oriented decision support systems such as those
for tracking fraudulent transactions, though techniques in [24] [25] [26] will be able to
predict the continuous emergence of a fraudulent transactions, they are unable to predict
the time-frame such transactions will occur. The ability to predict the likely occurrence
times of emerging and decaying patterns can be useful in decision making such as, curbing
crime, disease outbreak control, target oriented advertisement, and preventing customer
attrition.

It is however worth noting that emerging pattern mining is quite different from incre-
mental data mining techniques such as [14] [38] in the sense that most emerging pattern
mining techniques consider static data while incremental data mining techniques deal with
data streams. That notwithstanding, some works such as [12] mine emerging patterns in
data streams.
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Table 1. Sample Customer Transactions

TID Transaction

T1 {a, b, c, e}
T2 {d, e, f}
T3 {a, b, c, d}
T4 {c, d, e, f}
T5 {a, b, c, e, f}
T6 {a, d, e, f}
T7 {c, d}
T8 {e, f}

To enable the prediction of the likely occurrence times of emerging and decaying pat-
terns in time-stamped datasets for decision making, this work incorporates the concept
of periodicity (from periodic frequent pattern mining) on EDTrend proposed in [24].

3. Definitions. This section presents the formal notations and definitions in relation to
frequent patterns, periodic frequent patterns as well as emerging and decaying patterns.

3.1. Frequent Patterns. The problem of frequent pattern (itemset) mining is as follow.
Let I = {i1, i2,..., im} be a set of literals, called items. A set X1 = {ia, . . . , in} ⊆ I, where
a ≤ n and a, n ∈ [1,m], is called a pattern (or an itemset). A transaction database is
a set of transactions D = {T1, T2, T3, . . . , Tk} such that for each transaction Ta, Ta ∈ I
and Ta has a unique identifier a called its transaction ID (TID). For example, consider
the transaction database in Table 1 (a sample customer transaction database - which will
be used the running example), the set of items for this database is I = {a, b, c, d, e, f}.
Transaction T2 in Table 1 which has a transaction ID of 2 and three items {d, e, f} is a
length-3 itemset.

The coverset of an itemset, S in a database, D, denoted as cov(S) is defined as cov(S) =
{m|m ∈ D ∧ S ⊆ m}. For example, in Table 1 given, S = {a, b}, then cov(S) = {1, 3, 5}
since {a, b} appears in transactions 1, 3 and 5. The support count of S in D is defined as
|cov(S)| and the support of S in D, denoted as sup(S) is defined as:

sup(S) =
|cov(S)|
|D|

(1)

For instance, in Table 1, given S = {a, b}, then sup(S) = 3
8

= 0.375 as |cov(S)| =
|{1, 3, 5}| = 3 and |D| = 8.

Definition 3.1. (Frequent itemset mining [2]). The problem of frequent itemset
mining consists of discovering frequent itemsets [2]. An itemset S is a frequent itemset
in a database D if its support, sup(S), is not less than a user-specified minimum support
threshold, minsup.

For example, considering a minsup threshold of 0.5 on Table 1, the set of frequent
itemsets and their respective supports in Table 1 will be {a} : 0.5, {c} : 0.625, {d} :
0.625, {e} : 0.75, {f} : 0.625, and {e, f} : 0.625.

3.2. Periodic Frequent Patterns. The formal definitions and notations commonly em-
ployed in periodic frequent pattern mining are presented as follows.

Definition 3.2. (Consecutive transactions of an itemset). Let D = {T1, T2, T3,
. . . , Tu} be a database with u transactions. Let the set of transactions in D containing
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an itemset S be denoted as g(S) = {Tg1 , Tg2 , Tg3 , . . . , Tgn−1 , Tgn}, where, 1 ≤ g1 < g2 <
. . . gn−1 < gn ≤ u. Two transactions Tx ⊃ S and Ty ⊃ S are said to be consecutive with
respect to S if there does not exist a transaction Tw ∈ g(S) such that x < w < y. The
period of two consecutive transactions Tx and Ty in g(S) is defined as p(Tx, Ty) = (y−x),
that is the number of transactions between Tx and Ty.

For example, consider the itemset {c} in Table 1 which appears in transactions T1, T3,
T4, T5, and T7, then transactions, T1 and T3, or T3 and T4, or T4 and T5 or T5 and T7 are
its consecutive transactions. The period between consecutive transactions T1 and T3 thus
become p(T1, T3) = 3− 1 = 2.

Definition 3.3. (Set of all periods of an itemset). Let the set of transactions
in a database D (with u transactions) containing an itemset S be denoted as g(S) =
{Tg1 , Tg2 , Tg3 , . . . , Tgn−1 , Tgn}, such that, 1 ≤ g1 < g2 < . . . gn−1 < gn ≤ u. The coverset
of S in D become, cov(S) = {g1, g2, g3, . . . , gn−1, gn}. The set of all periods of S in D
denoted as ps(S) is defined as ps(S) = {g1 − g0, g2 − g1, g3 − g2, . . . , gn − gn−1, |D| − gn},
where g0 = 0 is a constant and |D| is the size of the database.

For example, consider the itemset {a, b} in Table 1 (where |D| = 8) which appears
in transactions T1, T3, and T5. The coverset of {a, b} thus become, cov{a, b} = {1, 3, 5},
hence, the set of all periods of {a, b} in D based on Definition 3.3 will be evaluated as
ps({a, b}) = {1− 0, 3− 1, 5− 3, 8− 5} = {1, 2, 2, 3}.

To mine the set of patterns with similar periodic occurrence times (shapes) in trans-
action databases for decision making, Nofong [27] define a periodic frequent pattern as
follows.

Definition 3.4. (Periodic frequent pattern [27]). Given a database D, minimum
support threshold ε, periodicity threshold p, difference factor p1, a pattern S and ps(S),
S is a periodic frequent pattern if sup(S) ≥ ε, (p − p1) ≤ Prd(S) − std(ps(S)) and
Prd(S) + std(ps(S)) ≤ (p+ p1).

where, Prd(S) is the mean of ps(S) - that is, x̄(ps(S)) - is the periodicity of S and
std(ps(S)) the standard deviation in ps(S).

The periodicity in Definition 3.4 is what this paper incorporates in predicting the likely
occurrence times of emerging and decaying patterns in time-stamped datasets.

3.3. Emerging Patterns. Given two datasets, Di and Di+1, the growth rate of a pattern
S, GR(S), from Di to Di+1 is defined as [3]:

GR(S) =


0, if supDi

(S)=0 ∧ supDi+1
(S) = 0

∞, if supDi
(S)=0 ∧ supDi+1

(S) > 0
supDi+1

(S)

supDi
(S)

, Otherwise
(2)

For example, given the pattern {a, b} that is mined from two datasets D1 and D2

having supports of 0.45 and 0.6 in D1 and D2 respectively, the growth rate of {a, b} will
be evaluated as 0.6

0.4
= 1.5.

With the growth rate, Dong and Li [3] introduced the concept to emerging pattern
mining and define an emerging pattern as follows.

Definition 3.5. (Emerging pattern [3]). Given ρ > 1.0 as the growth-rate threshold,
a pattern S is said to be a ρ-emerging pattern (ρ-EP or simply EP) from Di to Di+1 if
GR(S) ≥ ρ.
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Over the past years, it was observed that finding all emerging patterns above a minimum
growth rate constraint as proposed in [3] often generates too many emerging patterns to
be analysed. Various techniques were thus proposed for efficient mining of interesting
categories of emerging patterns in works such as: jumping emerging patterns [8] [16] [34],
essential emerging patterns [6] and interesting emerging patterns [7].

Though these proposed categories of emerging patterns have been useful in static
datasets for classification, [25] [26] observed that in time-stamped datasets such emerg-
ing patterns often: are spikes or noise; contain some redundant emerging patterns; miss
some useful emerging patterns; or, report some emerging patterns due to random chance
- which could make them unsuitable for trend prediction.

To mine emerging patterns in time-stamped datasets suitable for trend prediction,
Nofong et al. [26] redefined an emerging pattern (EP) as follows.

Definition 3.6. (Emerging pattern [26]). Given ε as the minimum support, a pattern
S is an emerging pattern from Di to Di+1 if it is frequent in both Di and Di+1 and
GR(S) > 1.0.

With Definition 3.6 and the concept of generator patterns, Nofong et al. [26] introduced
the non-derivable emerging patterns as those without redundant information. The non-
derivable emerging patterns was proposed in [26] to eliminate the redundant emerging
patterns often reported in some existing works and to ensure reported emerging patterns
are suitable for trend prediction. Nofong et al. [26] argued that redundant emerging
patterns can be trivial if not detrimental in trend prediction. They subsequently showed
(using naive techniques) the potential use and effectiveness of the set of non-derivable
emerging patterns in trend prediction.

The work in [25] also observed that some reported emerging patterns might be emerging
due to random chance without inherent item relationships. Nofong [25] argued that
reporting patterns whose emergence are due to random chance without inherent item
relations could be detrimental in trend prediction as patterns that are emerging due
to random chance are often spiky, noisy or false trends. As such the set of productive
emerging patterns (emerging patterns whose emergence are due to inherent item relations
and not by random chance or data fluctuations) were introduced in [25].

For trend prediction, the works in [25] [26] employed naive approaches based on their
introduced non-derivable and productive emerging patterns for trend prediction. Though
both productive emerging and decaying patterns where used in [25] for trend prediction
(unlike [26] which employed only non-derivable emerging patterns), no formal definition
for decaying patterns was mentioned in [25].

Nofong in [24] proposed EDTrend, a methodology for trend prediction with emerging
and decaying patterns. Adopting the definitions of both non-derivable and productive
emerging patterns, non-derivable and productive decaying patterns were formally defined
in [24]. Based on the defined categories of emerging and decaying patterns (non-derivable
and productive), EDTrend was shown to be effective in predicting the continuous emer-
gence and decay of patterns, as well as their likely supports.

4. Incorporating Periodicity in Occurrence Time Prediction. In time-stamped
datasets such as those containing information about crimes of a city, customers transac-
tions, or fraudulent credit card transactions, EDTrend ([24]) will be able to predict the
continuous emergence or decay of crimes, customers transactions, or fraudulent credit
card transactions for decision making. However, in targeted decision making (such as
selective advertisements to a group of customers), predicting the continuous emergence
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or decay of trends with EDTrend will not be sufficient enough as decision makers will be
more interested in the possible occurrence times of trends.

In this work, EDTrend is enriched to predict not just the continuous emergence or decay
of patterns, but their likely occurrence times for targeted decision making. To achieve
this, the study herein proposes to incorporate a measure of periodicity in [27] in EDTrend
for this prediction.

To predict the occurrence time of an emerging or decaying pattern with time, for a
given minimum support ε, let S be an emerging or decaying pattern detected from Di

to Di+1 whose occurrence times in Di+2 are intended to be predicted. Let covDi
(S) and

covDi+1
(S) be the coversets of S in Di and Di+1 respectively. We can thus obtain ps(S)Di

and ps(S)Di+1
from covDi

(S) and covDi+1
(S). With ps(S)Di

and ps(S)Di+1
, the periodic

intervals of S and the standard deviations in its periods in both Di and Di+1 can be
evaluated, that is, PrdDi

(S), stdDi
(S), P rdDi+1

(S) and stdDi+1
(S) can be evaluated from

ps(S)Di
and ps(S)Di+1

.
With the evaluated periods and standard deviations in the periods of S in Di and Di+1,

we predict the occurrence times of S in Di+2 by treating the sets (Equations 3 and 4) as
time-series:

T = {PrdDi
(S), P rdDi+1

(S)} (3)

T1 = {stdDi
(S), stdDi+1

(S)} (4)

As such, similar approach employed in modelling EDTrend as discussed in [24] can be
employed in estimating the expected occurrence times of S in Di+2.

For the occurrence time predictions, let ePrdDi+2
(S) and estdDi+2

(S) be the estimated
periodicity and standard deviations of S in Di+2 obtained from T = {PrdDi

(S), P rdDi+1
(S)}

and T1 = {stdDi
(S), stdDi+1

(S) respectively using the EDTrend algorithm. Based on
ePrdDi+2

(S) and estdDi+2
(S), we predict the likely occurrence times of S in Di+2 as

within the ranges:

1st occurrence: within t1 to t2

where t1 = ePrdDi+2
(S)− estdDi+2

(S) and t2 = ePrdDi+2
(S) + estdDi+2

(S)

2nd occurrence: within t2 to t3, where t3 = (t2 + ePrdDi+2
(S))

3rd occurrence: within t3 to t4, where t4 = (t3 + ePrdDi+2
(S))

4th occurrence: within t4 to t5, where t5 = (t4 + ePrdDi+2
(S))

and so on

Though the proposed approach does not predict the actual occurrence time of S in Di+2

as a single value, the predicted ranges narrow down to a search window where the targeted
decision making such identifying fraudulent card transactions, or selective advertisements
will be more effective.

For a pattern S, the prediction of its occurrence times in Di+2 is precise if:

σ1(ePrdDi+2
(S), P rdDi+2

(S)) < ∆ (5)

σ2(estdDi+2
(S), stdDi+2

(S)) < ∆ (6)

where, σ1 and σ2 are the deviations in: predicted and actual periods (ePrdDi+2
(S) and

PrdDi+2
(S)), and predicted and actual standard deviations (estdDi+2

(S) and stdDi+2
(S))

respectively, while ∆ is a user controlled deviation threshold value.
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For a given deviation threshold ∆, occurrence time predictions which have either one or
both of σ1 and σ2 greater than ∆ are identified as imprecise predictions.

5. Experimental Results. Experimental analysis was conducted on the following real-
world databases shown in Table 2:

Table 2. Databases and Characteristics

Database Characteristics Time Periods Source

Tafeng Retail 817741 transactions from November 2000 to AIIA Lab
32266 unique customers February 2001

Twitter Hashtags and URLs extracted 1st November to CNetS
from tweets 30th November 2012

The aim of the predictions in the Tafeng Retail database is to use the monthly emerging
and decaying customer transactions in predicting the likely future occurrence times of
customer transactions while in the Twitter database, the daily emerging and decaying
hashtags are used in predicting the likely occurrence times of hashtags in tweets for the
next day.

The prediction precisions in each dataset are as discussed below. The following are the
meaning of the terms in Tables 3, 4, 5, 6, 7 and 8

1. ε: The minimum support employed in mining the emerging and decaying patterns
2. PEP : Prediction precision with only emerging patterns
3. PDP : Prediction precision with only decaying patterns
4. PCB: Prediction precision with combined emerging and decaying patterns.

5.1. Twitter Dataset. For occurrence time prediction in this dataset with the proposed
periodicity measure, as can be seen in Tables 3, 4 and 5, prediction precisions decreases
with decreasing minimum support. Also, it was observed and as can be seen in Tables 3,
4 and 5 that, the occurrence time predictions are more precise when ∆ is set high. As can
be observed in Tables 3, 4 and 5, the prediction precisions with only emerging patterns
are relatively higher than the prediction precisions with only decaying patterns. It is also
worth noting that the prediction precisions are higher when the productive emerging pat-
terns are employed in occurrence time prediction compared to the non-derivable emerging
patterns. This is because some non-derivable emerging and decaying patterns could be
emerging or decaying due to random chance unlike the productive emerging and decaying
patterns.

Table 3. Occurrence Time Prediction: Twitter Dataset at ∆ = 8.0

Days
ε Non-derivable Productive

(%) PEP PDP PCB PEP PDP PCB

1st, 2nd 3.0 100.0 50.0 88.9 100.0 50.0 90.0
and 3rd 2.0 83.3 33.3 73.3 84.6 33.3 75.0

5.2. Tafeng Retail Dataset. For occurrence time prediction in this dataset with the
proposed periodicity measure, similar observations as in the Twitter dataset can be made.
That is, as can be seen in Tables 6, 7 and 8, prediction precisions decreases with decreasing
minimum support. Similarly, setting ∆ high results in higher prediction precisions as can
be seen in Tables 6, 7 and 8.
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Table 4. Occurrence Time Prediction: Twitter Dataset at ∆ = 2.0

Days
ε Non-derivable Productive

(%) PEP PDP PCB PEP PDP PCB

1st, 2nd 3.0 85.7 0.0 66.7 87.5 0.0 70.0
and 3rd 2.0 50.0 0.0 40.0 53.8 0.0 43.8

Table 5. Occurrence Time Prediction: Twitter Dataset at ∆ = 1.0

Days
ε Non-derivable Productive

(%) PEP PDP PCB PEP PDP PCB

1st, 2nd 3.0 85.7 0.0 66.7 87.5 0.0 70.0
and 3rd 2.0 50.0 0.0 40.0 53.8 0.0 43.8

Table 6. Occurrence Time Prediction: Tafeng Dataset at ∆ = 8.0

Months
ε Non-derivable Productive

(%) PEP PDP PCB PEP PDP PCB

Nov, Dec 7.0 100.0 100.0 100.0 100.0 100.0 100.0
and Jan 6.0 100.0 76.9 84.2 100.0 76.9 84.2

Table 7. Occurrence Time Prediction: Tafeng Dataset at ∆ = 4.0

Months
ε Non-derivable Productive

(%) PEP PDP PCB PEP PDP PCB

Nov, Dec 7.0 100.0 100.0 100.0 100.0 100.0 100.0
and Jan 6.0 100.0 76.9 84.2 100.0 76.9 84.2

Table 8. Occurrence Time Prediction: Tafeng Dataset at ∆ = 2.0

Months
ε Non-derivable Productive

(%) PEP PDP PCB PEP PDP PCB

Nov, Dec 7.0 100.0 80.0 90.0 100.0 80.0 90.0
and Jan 6.0 66.7 53.8 57.9 66.7 53.8 57.9

6. Conclusion. This work has shown that incorporating periodicity (from periodic fre-
quent pattern mining) in trend prediction with emerging and decaying patterns can enable
accurate prediction of the likely occurrence times of emerging and decaying patterns. The
ability to predict the likely occurrence times of emerging and decaying patterns can be
useful in decision making such as selective advertisements to customers, identifying fraud-
ulent transactions, crime control and so on. Future works on the applications of emerging
and decaying patterns in trend prediction will look into extensions to enable predict the
actual occurrence times of patterns based on its periodicity and not a range of intervals.
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