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ABSTRACT
Purpose. To develop a clinical planning module (CPM) to improve the efficiency of imaging subjects with a steerable
wide-field adaptive optics scanning laser ophthalmoscope (AOSLO) and to evaluate the performance of this module by
imaging the retina in healthy and diseased eyes.
Methods. We developed a software-based CPM with two submodules: a navigation module and a montage acquisition
module. The navigation module guides the AOSLO to image identified retinal regions from a clinical imaging platform
using a matrix-based mapping between the two. The montage acquisition module systematically moves the AOSLO
steering mirrors across the retina in predefined patterns. The CPM was calibrated using a model eye and tested on five
normal subjects and one patient with a retinal nerve fiber layer defect.
Results. Within the central �7° from the fixation target, the CPM can direct the AOSLO beam to the desired regions with
localization errors of �0.3°. The navigation error increases with eccentricity, and larger errors (up to 0.8°) were evident
for regions beyond 7°. The repeatability of CPM navigation was tested on the same locations from two subjects. The
localization errors between trials on different days did not differ significantly (p � 0.05). The region with a size of
approximately 13° � 10° can be imaged in about 30 min. An approximately 12° � 4.5° montage of the diseased region
from a patient was imaged in 18 min.
Conclusions. We have implemented a clinical planning module to accurately guide the AOSLO imaging beam to desired
locations and to quickly acquire high-resolution AOSLO montages. The approach is not only friendly for patients and
clinicians but also convenient to relate the imaging data between different imaging platforms.
(Optom Vis Sci 2012;89:593–601)
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Adaptive optics scanning laser ophthalmoscope (AOSLO)
allows real time imaging of cellular and subcellular struc-
ture in the living human eye. In recent years, AOSLO

systems have been used for a growing range of scientific and clinical
applications, including detailed measurements of the photorecep-
tors,1–4 vasculature,5–8 and other retinal structures.9,10 However,
adaptive optics (AO) imaging systems typically have a field of view
(FOV) of only a few degrees due to optical limitations,11 and this
can lead to problems of targeting the high resolution imaging to
specified regions of interest on the retina. A typical approach is to
image a recognizable landmark first and then move the imaging
region toward the target region by asking the subject to fixate
different targets in spatial sequence, often using a movable fixation
spot or a fixation array. If a montage of the affected retinal region
is required, the patient is asked to sequentially fixate a series of
neighboring fixation targets or a movable target. Burns and co-

workers12 introduced a different approach by designing a steerable
AOSLO combined with a wide-field line scanning ophthalmo-
scope. The steering angle in the most recent version is extended to
almost 30° of the posterior pole without requiring refixation by the
subject.13 The wide-field imaging video can guide the high-
resolution imaging session in real time. Both approaches are con-
venient for both the experimenter and the subject but can be
difficult to relate to other clinical imaging modalities. For the
Burns’ approach,12,13 this arises because the wide-field image qual-
ity was made subordinate to AOSLO image quality and thus iden-
tifying and navigating to specific clinical features can be difficult.
Therefore, for both these currently used approaches for AOSLO im-
aging, there can be difficulties in relating the very high-resolution
images to clinical images during the measurement session and thus be
assured that the entire region of interest has been imaged.

For this reason, we developed a clinical planning module in-
tended to relate regions of interest from a common clinical imaging
system directly to the AOSLO steering system. This module would
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allow the experimenter to guide the AOSLO directly to regions of
interest using a fundus image available in clinics and then to rap-
idly acquire a montage of the region around that location without
requiring refixation by the subject. The overall goal of this devel-
opment was to simplify the imaging session for the patient and also
to improve the efficiency and throughput of an AOSLO imaging
session without sacrificing the high quality of AOSLO imaging
that has been widely demonstrated. In the article, we present the
techniques involved and provide initial data generated using this
clinical planning module.

METHODS

The Indiana AOSLO

The wide-field AOSLO has been described previously.13 In
brief, two deformable mirrors (DM) are used to correct the ocular
monochromatic aberrations in a closed-loop feedback system. Of
these two DMs, one is a 52-actuator, 50 �m stroke DM (Imagine
Eyes) for the correction of large-amplitude low-order aberrations
and the other is a 140-actuator, 4 �m stroke DM (Boston Micro-
machines Corporation) which is used for high-order aberration
correction. The imaging wavelength is 840 nm and the size of each
AO image is 2.00° � 1.8°. The size of the confocal aperture in the
system is approximately twice the size of the theoretical Airy disc.
The optical resolution of the system is 2.4 �m for a 7 mm pupil,
although the system works with any size pupil from 3 to 8 mm and
has been shown to produce images meeting the expectations of a
confocal system operating near the diffraction limit.14 Videos are
recorded at a frame rate of 30 Hz, using a maximum of 150 �W of
840 nm light (measured at the pupil plane). Light levels are safe
according to the American National Standards Institute (ANSI)
standards.

To achieve wide-field steering capability, the system incorpo-
rates a field mirror that subtends approximately 30° at the retina.
The AOSLO imaging beam can be moved to any location within
this field by adding offset voltages to the horizontal and/or vertical
steering mirror. A fixation target is provided by either a LED
mounted outside the 30° FOV or by a programmable video fixa-
tion system that is mapped within the wide FOV of the system.

Clinical Planning Module

The clinical planning module consists of two submodules. The
first submodule is a navigation module which allows clinicians or
operators to identify regions of interest on a clinical image by
clicking on the central pixels of the clinical regions of interest. The
field size of each clicked region is the same as the AOSLO’s. Mul-
tiple regions (clicks) are typically necessary to cover both the nor-
mal and pathological regions. The locations of the regions as well as
the clinical image are then used to control the AOSLO navigation
module. This module guides the steerable AOSLO to the region of
interest for high-resolution imaging by transforming the coordi-
nates of those regions on the clinical image to the steering mirror’s
position. Because both the AOSLO and clinical fundus imaging
platforms define the image pixel position as the visual angles sub-
tended at the pupil plane of the eye,15 the transformation is used to
match the pixel angular position of one platform to the other. The

actual spatial position of the pixel on the retina is not involved in
the transformation. In addition to angular size or scale differences
between systems, it is also necessary to correct translation and
rotations of the pixel position between the two imaging platforms.
Therefore, a 2 � 2 transformation matrix was used, where the four
coefficients of the matrix can model any combination of scale,
rotation, and translation between the imaging coordinates of the
AOSLO and the clinical fundus imaging platform.

In this study, a Spectralis OCT (Heidelberg Engineering,
Heidelberg, Germany) was selected as the clinical fundus imaging
platform and its confocal scanning laser ophthalmoscope (cSLO)
infrared image was used as the clinical image. The cSLO infrared
image from the Spectralis is referred as a cSLO image throughout
the article. The mapping between the steerable AOSLO and the
Spectralis was measured in a series of steps. First, we created a
“model eye” with a 30° FOV. The model eye consists of an achro-
matic lens of 100 mm focus length in the pupil plane and a pat-
terned paper target located 100 mm from the lens. By imaging the
model eye under identical conditions on both instruments, we can
be confident that a given location on the target of the model eye
represented identical pixel angles for both systems. For the Spect-
ralis, the entire region was imaged in a single cSLO image. The
corresponding coordinates of the AOSLO steering mirror were
then determined by steering the AOSLO image field such that the
same features of the target were located in the center of the AOSLO
video frame and recording the steering mirror positions. For a
given location, its pixel position in the cSLO image and the corre-
sponding position of the AOSLO steering mirror were defined as a
corresponding point pair. The transformation matrix was then
computed by least square fitting the coefficients of the matrix with
five corresponding point pairs. During the matrix computation,
one of the pairs was defined as the fovea pair for the model eye. The
relative distance of the other four pairs to the fovea pair was then
calculated and used to compute the four coefficients of the matrix.
Typically, we select the center of the cSLO image and its corre-
sponding AOSLO steering mirror position as the fovea pair for the
model eye. With this matrix and the fovea pair, pixel positions on
the cSLO image can be transformed to steering mirror positions of
the AOSLO.

With the same model eye, three sets of transformation matrices
were determined by different strategies for selecting corresponding
point pairs, and the performance of the strategies were evaluated.
To perform this evaluation, one hundred features were identified
within a circular region with a radius of 10° centered on the “fovea”
of the model eye’s cSLO image such that there were 10 features
within each 1° annular ring. Their positions in the two imaging
platforms form 100 corresponding point pairs. The first strategy
selected five pairs of points within the central �2° circular region
of the cSLO image. It was expected that high mapping precision
would be achieved in the central region using this strategy, but
the accuracy was expected to decrease with increased distance. The
second strategy selected five uniformly distributed pairs within the
central �10° circular region to better model the global transfor-
mation as opposed to the foveal transformation. The third strategy
divided the whole �10° circular region of the cSLO image into five
circular bands with a 2° separation, and then five features from
each band were used to calculate the transformation matrix for that
band, resulting in five transformation matrices. The aim of the
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third approach was to test whether the global performance could
be further optimized by adopting different matrices as opposed to
the second strategy which only used a single matrix. Performance
for each strategy was determined by first using the matrix to direct
the AOSLO steering mirror to position the imaging field at the
feature determined from the cSLO image and then computing the
difference between a feature’s actual location in the AOSLO frame
and the center of the AOSLO frame in units of degrees. The
difference was defined as the mapping error. For all three strategies,
those corresponding point pairs not used to determine the matrix
were used to evaluate the performance of the corresponding ma-
trices. For the third strategy, the system would first determine
which circular band the pair fell into and then use the appropriate
matrix. For an error-free case, the selected feature would fall onto
the center of the AOSLO image frame and the mapping error
would be zero.

When the navigation module was applied to a subject, the same
matrix determined from the model eye was used while the fovea
pair used in the model eye required updating. The fixation target
position in the AOSLO and the fovea pixel position of the cSLO
image form a new fovea pair for the subject. An additional step of
manual identification of the fovea was required before applying the
navigation module to human subjects. This was required because
the Spectralis cSLO did not have a sufficiently precise method for
placing its fixation target and thus the fovea was not always located
in the center of the cSLO field. We therefore first click on the
approximate location of the fovea on the cSLO image and then
calculated a transform matrix for that approximate foveal point
pair. There could still be an error however arising from inaccurate
identification of the fovea position on the cSLO image. The error
causes an extra translation of the fovea pair and thus generates a
new offset error. Therefore, after aligning the subject to the
AOSLO, we identified a landmark near the fovea on the cSLO
image such as a recognizable vessel crossing, and the AOSLO steer-
ing mirror moved the imaging field to the location calculated by
the first estimate of the transform. The operator then made a fine
adjustment of the AOSLO steering mirror to center the vessel
crossing in the AOSLO image. The fovea pair was then updated
automatically with this offset correction. If the experimenter in-
tentionally moved the fixation target, for instance to image periph-
eral retina, then the procedure was repeated.

The second submodule is a montage acquisition module. This
module allows the experimenter to predefine one or a series of
montage sampling patterns for the AOSLO imaging and quickly
sample the whole region. For a given imaging region, a montage
pattern is defined by a series of locations in a text file. These
locations represent the specified offset values relative to the starting
location of the montage. To use the montage acquisition module,
the AOSLO imaging field is first navigated to a region of interest
using a mouse click on the cSLO image displayed in the navigation
module, and then the montage acquisition module automatically
moves the imaging field to each relative location in sequence. The
module requires the operator to decide to either accept the image
sequence at a location or to repeat the imaging at that location.
This allows the operator to give the subject an opportunity to blink
or to retake the image of a region if image quality is not acceptable.
The montage pattern and sizes are easily generated by the operator.
For example, for a small defect �1°, a sampling pattern of 3 � 3

raster sampling grid with 1° separation can be defined. For a large
region of interest, a larger set of offsets would be used.

Data Acquisition

Six subjects participated in this study to evaluate the perfor-
mance of the module. The right eyes of each subject were imaged.
All subjects were dilated using 0.5% Tropicamide. No corrective
lenses were worn during the study. Subject ages were between 25
and 65 years. Subjects 1 to 5 were healthy and had no ocular
disease. Subject 6 was diagnosed with cotton wool spots and the
retinal nerve fiber layer (RNFL) defects can be visualized on the
subject’s fundus image.16 Research procedures were performed in
accordance with the Declaration of Helsinki. The study protocol
was approved by the institutional review boards of Indiana Uni-
versity, and all subjects provided written informed consent after
explanation of the risks and benefits of the study were explained
and before participation in the studies.

For subjects 2 and 3, the navigation module was evaluated by
measuring the mapping errors of selected retinal features. At least
20 vasculature features on each subject’s cSLO image were deter-
mined before the AOSLO imaging. Features were chosen within
�10° retinal eccentricity. During imaging, each feature was
clicked and the AOSLO was guided by the navigation module to
the calculated position. As soon as the subject’s fixation stabilized,
the video was acquired. After the testing session, the first acceptable
quality frame in the video was selected as the reference frame. The
distance between the center of the target feature in the reference
frame and the center of the frame was measured as the mapping
error for that feature. To test the repeatability of the method, both
subjects were imaged twice, selecting the same features on different
days.

To test the montage acquisition module, the operator systemat-
ically imaged the RNFL using a predefined region of approxi-
mately 13° � 10° for all normal subjects. Two extra regions of
RNFL were imaged from subjects 4 and 5 to assess the feasibility of
acquiring larger montage data within a single session. For subject 6
who has a RNFL defect, an approximately 12° � 4.5° region
covering the affected region and nearby unaffected regions was
imaged. To test whether operators could satisfactorily operate the
system without simultaneous wide-field imaging, the line scanning
ophthalmoscope13 in the AOSLO was turned off. All data acqui-
sition was completed using only the steerable AOSLO and offline
cSLO images.

After the testing session, image frames were extracted from the
video and processed offline to reduce the interframe and intra-
frame eye movement.17 For each imaging location, multiple
frames (typically 5 to 20 frames) were aligned and averaged to
improve the signal to noise ratio. Multiple small field images were
then stitched together to create a retinal montage using Adobe
Photoshop CS4 (Adobe Systems, San Jose, CA).

Statistical Analysis

For the results obtained on the model eye, the probability of
differences in performance for the three strategies arising by chance
was computed using the Student’s t-test (two tails, paired) in two
approaches. In the first, the entire central �10° circular region
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with 75 pairs of mapping errors was compared. In the second,
individual t-tests were run for binning data in 2° annular bins. For
the second test, 15 pairs of mapping error were used for each t-test.
For human eyes, the repeatability of the navigation module be-
tween trials was examined using a t-test (two tails, paired compar-
isons). Twenty features in each trial were used for the comparison.
Where multiple tests were performed, a Bonferroni correction was
applied to the significance level such that we considered a result as
significant if it had �5% probability of occurring by chance.

RESULTS

The navigation module performed better at the center of the
imaging systems than at higher eccentricities when the module was
tested on the model eye with the transformation matrix computed
by any of the three strategies (Fig. 1). The averaged errors were
calculated by averaging the mapping error in 1° bins. The standard
errors (SEs) of each averaged error were also computed. No signif-
icant difference was found between three strategies (p � 0.05). The
averaged errors within the central �2° circular region are �0.1°,
approximately 6% of the frame size of the AOSLO. When the
imaging field of the AOSLO was moved further from the center,
the error increased, suggesting that the mapping relation between
the two instruments changed with distance from the center of the
field. However, between the central 2° to 6° region, the averaged
errors of strategy 2 (0.12°; SE �0.02°) and strategy 3 (0.10°; SE
�0.02°) are smaller than that of strategy 1 (0.18°; SE �0.02°).
Strategy 1 differed from strategies 2 and 3 (p � 0.05), but the latter

two strategies did not differ. This result suggests that strategies 2
and 3 have better global mapping capabilities than strategy 1, as we
expected. We also looked at the maximum error of each strategy
because the maximum error can limit practical use, and here the
maximum errors over the central �10° circular region were be-
tween 0.7° to 0.8°, which means that the feature selected in the
cSLO image would appear at the margin of the AOSLO frame.
However, for strategies 2 and 3, these large errors occurred only
when the eccentricities were larger than approximately 7° and only
for some locations within the field. To guarantee that selected
features appear within the central region of the frame, the imaging
region could be restricted to be within �7° region where the max-
imum errors of both strategies were under 0.3°, approximately
20% of the frame size. As strategies 2 and 3 were not reliably
different in their performance, and strategy 2 was simpler, the
matrix computed with strategy two was used to test the human
subjects.

The performance of the navigation module was similar when
tested on human subjects to performance measured with the model
eye. The displacement of features selected from the cSLO image
from the center of the AOSLO image increased with increasing
eccentricity. Within the central �7° circular region, the feature
selected by mouse clicking on the cSLO image was always within
the central region of the AOSLO imaging field. Example images
are shown in Fig. 2. The averaged error was computed by averaging
the mapping error per trial for each subject for the desired region.
Within this central �7° circular region, the averaged error was less

FIGURE 1.
Mapping error as a function of eccentricity on the model eye. Data represents average errors within 1° intervals from the fovea (the center of the cSLO
image). Strategy 1 involved fitting only points within the central region. Strategy 2 fit data points further from the center of the field. Strategy 3 fit the
transform within annuli (see text). Error bars represent standard errors and show that not only does the average error increase but there is variability in
the error depending on the exact eccentricity.
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than approximately 0.3° or 20% of the frame size (Fig. 3, left) and
thus always appeared within the AOSLO image as a recognizable
feature. The region outside the central �7° circular region was also
tested, and the averaged mapping error for these more peripheral
locations was more than twice as large as for the central region (Fig.
3, right). In the repeatability test, the average mapping error of the
second trials on the same subjects were similar to the first trials, as
shown in Fig. 3, and no significant difference in accuracy was
found (p � 0.05) between the two trials.

Imaging using the clinical planning module was efficient in
terms of subject time, as shown in Table 1. This time does not
include administering informed consent or aligning the subject

to the system. The alignment of the subjects to the AOSLO
took approximately 2 min for each subject, although this was
variable depending on the need to adjust the patient chair and
headrest. The in vivo foveal localization calibration required
approximately 1 min once the subject was aligned to the system.
For healthy subjects, montages of approximately 13° � 10°
required 30 min on average. For two experienced subjects, two
extra montages were obtained and the total imaging lasted for
about 1 h 15 min. For subject 6 who has the RNFL defect, an
approximately 12° � 4.5° montage was acquired in approxi-
mately 18 min. We found that the major time-limiting factor
was the time required to allow the subject to blink and for AO

FIGURE 2.
An example of the navigation module performance from subject 3. (a) The cSLO mode image acquired from the Heidelberg Spectralis. The white
squares in the image represent the locations where AOSLO images were requested via mouse click. (b–g) The actual AOSLO images acquired by
clicking at the locations indicated by the white squares in (a). Ideally, the targeted feature from (a) would be at the center of the AOSLO frame. The
solid circle in (b–g) show the feature and the dashed circles represent the frame centers. The error is the distance between these two locations and
represents the combination of the algorithm error and the error from head and eye movements by the subject.

FIGURE 3.
The averaged repeat mapping error measured by imaging multiple locations for subjects 2 and 3 in two different imaging sessions on different days.
The error bars represent the standard error for all location within the central �7° retinal eccentricity (left) or for regions outside the central �7° (right).
S1 � subject1, S2 � subject2, T1 � trial 1, T2 � trial 2. For either subject, two trials were tested at each location on each of 2 days.
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to stabilize on the selected retinal layer between locations to
maximize image quality.

Montages were successfully built up from the images of all sub-
jects. Fig. 4 shows montages of three large regions of RNFL from
subject 5, with the regions indicated by the white boxes on the SLO
image from the Heidelberg Spectralis. Nerve fiber bundles can be
seen proceeding across the retina from temporal and nasal regions,
arcing above and below the fovea and finally approaching the
optic disc. At the raphe isolated bundles, interdigitating from
the upper and lower retina can also be seen (Fig. 4e). In the
videos (not shown) the peripapillary vasculature can be identi-
fied due to moving cells within the capillaries. The montage of
a region straddling a nerve fiber defect in subject 6 is shown in
Fig. 5. Note that the bundle defect appears as a lower contrast
and darker region bounded by normal nerve fiber layer near the
center of the montage.

DISCUSSION

The mapping approach we developed for the clinical planning
module is a generic technique for mapping any standard fundus

TABLE 1.
AOSLO imaging times for acquiring images from
each subjects

Subject list Montage size Imaging time (min)

Subject 1 13° � 8.5° 27
Subject 2 13° � 9.4° 35
Subject 3 12.8° � 7.4° 20
Subject 4 Montage 1: 11.8° � 10° 60

Montage 2: 13° � 10°
Montage 3: 7° � 10.5°

Subject 5 Montage 1: 12° � 8.2° 76
Montage 2: 6° � 21.7°
Montage 3: 8° � 20°

Subject 6 12° � 4.5° 18

Times only represent the imaging sessions and do not include
administering informed consent and aligning the subject to the
imaging system. Subjects 1–5 are normal subjects without ocular
disease, while subject 6 is a patient with a RNFL defect arising
from a cotton wool spot. For subjects 4 and 5, three montages
were acquired from each subject, thus the imaging time repre-
sents the total elapsed time for all three montages.

FIGURE 4.
An example of the montage generated using the montage acquisition submodule from subject 5. (a) The SLO fundus image of subject 5. (b–d) Montages
constructed from three regions indicated by white squares in (a). Note that while montages (b) and (c) were collected separately with a rest between
them, they actually overlap as shown schematically in (a). The white squares in (c) show regions that appear enlarged in (e) and (f).
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imaging platform to a steerable AOSLO system. The requirement
is that the imaging system be constructed according to the telecen-
tric principle. The systems used in this study meet this require-
ment, as do many other retinal imaging systems.15 In a telecentric
retinal imaging system, the angular pixel position of the retinal
images depends only on the visual angle at the pupil of the eye and
not on the focus of the system nor the axial length of the eye. This
property simplifies the spatial relationship between two telecentric
imaging systems allowing us to use a single transformation matrix.
As long as the eye being imaged can be assumed not to change
significantly between imaging sessions, then the mapping from
external angles to internal retinal locations will be similar for a

wide-field imaging system and an AOSLO. The mapping itself is
required because each imaging platform will have some field dis-
tortions and they will not be identical from system to system,
rather they depend on the optical design of the particular system.
Therefore, the procedures we describe for mapping between the
AOSLO and the Spectralis system could be followed for many
other fundus imaging systems. However, it is worth noting that
there are limitations to the mapping process. First, the mapping
matrix itself is not generic for all the systems because each system
will have different imaging coordinates, depending on the optical
design of the particular system. Second, because the transforma-
tion matrix we implemented only incorporates translation, rota-

FIGURE 5.
Example of AOSLO imaging of a nerve fiber defect from subject 6. (a) The cSLO image from the Heidelberg Spectralis. The white square in the image
schematically indicates the AOSLO imaging region of the RNFL defect. The defect is due to a cotton wool spot and the resulting infarct caused the
bundle in the superior nasal quadrant to be damaged. This damaged region can be seen in the SLO image as a dimming of the retinal reflection. (b)
The AOSLO montage automatically acquired by clicking within the defect and running a montage file for an approximately 12° � 4.5° region outlined
by the white square region in (a). (c) An enlarged view of the section outlined by the white square in (b).
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tion, and scaling, any distortion that changes with field angle, for
example, field distortion in the steerable AOSLO, cannot be well
modeled by this particular transformation matrix. This is the most
likely reason that the transformation matrix performed better to-
ward the center of the field where the field distortion has less
impact. Third, as mentioned, we assume that there are not major
optical changes in the eye between measurements on the two sys-
tems. The most likely optical change that would occur is a change
in the accommodative state of the subject. However, we regularly
image individuals who are accommodating and we never see major
shifts in retinal location with accommodation. The most impor-
tant limitation is that fixational eye movements are unavoidable.17

Although stabilization is possible and we have used it,13 in general
it is easier and faster to image a patient without using stabilization.
During imaging, a patient may exhibit horizontal, vertical, and
torsional eye movements which can occur even within the imaging
time for a single frame and cause the images to distort and drift.
This places a limit on mapping system accuracy and is the most
likely cause for the increased errors we measured in real subjects as
opposed to the model eye.

It is important to note that in principle, when mapping, it is
possible to construct a more complex matrix where the coefficients
of the transformation change with retinal field angle. We did not
deem that the extra complexity was justified over the angles sub-
tended by our current systems, because, based on the testing result,
the mapping error within the central �7° range is �20% of the
frame size. In addition, for any intended location, we typically use
the montage acquisition module to acquire images from more than
a single frame location with the smallest likely target region being
about 3° � 3°. For regions outside the central �7°, we simply
move the fixation target to a predetermined eccentric location,
placing the region of interest within the central field of the AOSLO
and redo the in situ calibration.

The implementation of the clinical planning module also pro-
vides the possibility of spatially separating the choice of imaging
locations, which could be done in the clinic by clicking on regions
of clinical interest, and the high-resolution imaging which is per-
formed in the laboratory. The fundus image, together with a list of
the coordinates of the regions of interest, could then be transmitted
electronically to the AOSLO site. The planning module then could
quickly test the indicated locations by reading them in through the
montage acquisition interface. Although we have not implemented
this remote capability, the process would be no different from the
test we did in this study. Thus, the mapping process we have
implemented between the two systems makes the remote commu-
nications between the two imaging sites more efficient and has the
potential to make high-resolution examinations more efficient in
terms of both clinician and patient time.

Our approach can be used for imaging any retinal features. In
this study, we have demonstrated results for both photoreceptors
and RNFL. We have used the RNFL data to reveal a number of
structural features of the RNFL. For instance, although anatomical
studies18,19 have shown that nerve fiber bundles combine and split
apart, it has not often been possible to see this in vivo except for
eyes with localized RNFL defects.20 However, the AOSLO images
show this quite clearly, especially near the raphe where the bundles
are relatively sparse in normal eyes. One example is shown in Fig.
4f. Here, the fiber bundles appear non-parallel to each other and

even cross. We also saw that bundles separated and recombined as
they crossed blood vessels (not shown) as documented by Zhang et
al.21 Finally, we saw that this indeterminancy of the location of the
fiber bundles also occurred along the raphe. In this region, the
reflectivity of the retina is relatively weak compared with regions
where the RNFL is thicker. This darker appearance is expected
based on the high reflectivity over an extended depth that can be
seen on OCT imaging near the optic nerve.22 However, near the
raphe, the darker background actually allows very high contrast for
the sparse bundles that are present, as shown in Fig. 4e. Because of
this, we were able to reliably image bundles down to approximately
4 �m in size. In two of those subjects (subjects 4 and 5), it can be
occasionally observed that the bundles projecting across the supe-
rior and inferior retina were interdigitated, which indicates that the
raphe may not represent a sharp horizontal boundary between the
upper and lower visual fields on these two subjects.23 Ganglion
cells in this region could be sending axons along either direction.

The montage acquired from the region of the bundle defect
matches the expectation from the arcuate scotoma, typically found
to occur with glaucoma and cotton wool spots,16 and interestingly
it is clear that despite the deep scotoma previously documented in
this subject,16 there are some features still oriented within the
bundle defect that appear similar to nerve fiber bundles, as shown
in Fig. 5b and c. It is not clear whether these are glial or surviving
bundles, but their presence is consistent with OCT images of this
region where the RNFL layer is thinner, but some tissue re-
mains.16,24 A similar result is also found in severe glaucoma where
the RNFL thickness does not go to zero even when the eye is
essentially blind.25 In addition, although the density of fiber bun-
dles is greatly reduced, it is still possible to see a capillary network
crossing the defect and with a higher contrast due to the decreased
scattered light from fiber bundles as shown in Fig. 5c. The video
recordings (not shown) reveal that the capillaries are functional
with blood flow within them.

Overall, the high-resolution images and montages confirm the
expected RNFL anatomy. While the larger maps, such as those
presented in Fig. 4, still require imaging sessions of an hour or
more, and therefore are not desirable for many clinic patients, they
can provide insights into the basic properties of the retina and are
realistic to perform in normal subjects or motivated research pa-
tients using the clinical planning module. For clinical patients, the
clinical planning module allows the constructions of montages of
about 15° � 10°. This size is realistic for research studies on pa-
tients and may provide an alternative way of elucidating structural
changes associated with eye diseases as well as monitoring of disease
progression. While testing subjects with very poor fixation stability
will increase the time for testing, approaches to minimize the im-
pact of eye movements are a topic of active research.13,26

CONCLUSIONS

We have implemented a clinical planning module to accurately
guide the AOSLO imaging beam to desired locations and to
quickly acquire high-resolution AOSLO montages of different
sizes. The approach is not only friendly for patients and clinicians
but also convenient to relate imaging results across different imag-
ing platforms.
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