
 

 

 

Chapter Eight 

Corrective and Compensating Security Controls for 

Neuroprosthetic Devices and Information Systems 

Abstract. This chapter explores the way in which standard corrective and compensat-

ing security controls (such as those described in NIST Special Publication 800-53) be-

come more important, less relevant, or significantly altered in nature when applied to 

ensuring the information security of advanced neuroprosthetic devices and host-device 

systems. Controls are addressed using an SDLC framework whose stages are (1) super-

system planning; (2) device design and manufacture; (3) device deployment; (4) device 

operation; and (5) device disconnection, removal, and disposal. 

Corrective and compensating controls considered include those relating to incident re-

sponse procedures, mechanisms, and training; error handling capacities; failure mode 

capacities and procedures; and flaw remediation. 

)ntroduction 

In this chapter, we review a range of standard corrective and compensat-
ing security controls for information systems and identify unique issues that 
arise from the perspective of information security, biomedical engineering, 
organizational management, and ethics when such controls are applied to 
neuroprosthetic devices and larger information systems that include neuro-
prosthetic elements. The text applies such security controls without provid-
ing a detailed explanation of their workings; it thus assumes that the reader 
possesses at least a general familiarity with security controls. Readers who are 
not yet acquainted with such controls may wish to consult a comprehensive 
catalog such as that found in NIST Special Publication 800-53, Revision 4, or 
ISO/IEC 27001:2013.1 

                                                 
1 See NIST Special Publication 800-53, Revision 4: Security and Privacy Controls for Federal Infor-
mation Systems and Organizations (2013) and ISO/IEC 27001:2013, Information technology – Se-
curity techniques – Information security management systems – Requirements (2013). 
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Approaches to categorizing security controls 

Some InfoSec researchers categorize controls as either administrative (i.e., 
comprising organizational policies and procedures), physical (e.g., created by 
physical barriers, security guards, or the physical isolation of a computer from 
any network connections), or logical (i.e., enforced through software or other 
computerized decision-making).2 Other sources have historically classified 
controls as either management, operational, or technical controls. In this vol-
ume, we follow the lead of texts such as NIST SP 800-53,3 which has removed 
from its security control catalog the explicit categorization of such measures 
as management, operational, or technical controls, due to the fact that many 
controls incorporate aspects of more than one category, and it would be ar-
bitrary to identify them with just a single category. We instead utilize a clas-
sification of such measures as preventive, detective, or corrective and compensat-

ing controls. The previous two chapters discussed the first two types of con-
trols, while this chapter investigates the final type. 

Role of security controls in the system development life cycle 

The corrective and compensating controls discussed in this chapter are 
organized according to the stage within the process of developing and de-
ploying neuroprosthetic technologies when attention to a particular control 
becomes most relevant. These phases are reflected in a system development 
life cycle (SDLC) whose five stages are (1) supersystem planning; (2) device 
design and manufacture; (3) device deployment in the host-device system 
and broader supersystem; (4) device operation within the host-device system 
and supersystem; and (5) device disconnection, removal, and disposal.4 Many 
controls relate to more than one stage of the process: for example, the deci-
sion to develop a particular control and the formulation of its basic purpose 
may be developed in one stage, while the details of the control are designed 
in a later stage and the controlǯs mechanisms are implemented in yet another 
stage. Here we attempt to locate a control in the SDLC stage in which deci-
sions or actions are undertaken that have the greatest impact on the success 

                                                 
2 Rao & Nayak, The InfoSec Handbook (2014), pp. 66-69. 
3 See NIST SP 800-53 (2013). 
4 A four-stage SDLC for health care information systems is described in Wager et al., Health Care 

Information Systems: A Practical Approach for Health Care Management (2013), a four-stage 
SDLC for an open eHealth ecosystem in Benedict & Schlieter, ǲGovernance Guidelines for Digital 
Healthcare Ecosystemsǳ (2015), pp. 236-37, and a generalized five-stage SDLC for information 
systems in Governance Guidelines for Digital Healthcare Ecosystems (2006), pp. 19-25. These are 
synthesized to create a five-stage SDLC for information systems incorporating brain-computer 
interfaces in Gladden, ǲManaging the Ethical Dimensions of Brain-Computer Interfaces in 
eHealth: An SDLC-based Approachǳ ȋ͜͢͞͝Ȍ. 
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or failure of the given control. This stage-by-stage discussion of corrective 
and compensating controls begins below. 

SDLC stage ͙: supersystem planning 

The first stage in the system development life cycle involves high-level 
planning of an implantable neuroprosthetic deviceǯs basic capacities and 
functional role, its relationship to its human host (with whom it creates a 
biocybernetic host-device system), and its role within the larger Ǯsupersystemǯ 
that comprises the organizational setting and broader environment within 
which the device and its host operate. The development of security controls 
in this stage of the SDLC typically involves a neuroprosthetically augmented 
information systemǯs designer, manufacturer, and eventual institutional op-
erator. Such controls are considered below. 

A. Developing incident response procedures 

͙. )ncident response teams 

The use of dedicated organizational incident response teams5 or services 
that proactively respond to an ongoing incident (e.g., by physically locating 
the host of a neuroprosthetic device, assessing his or her condition, and 
providing containment and recovery services) may be especially necessary in 
the case of a neuroprosthesis whose anomalous functioning may render its 
host incapacitated and unable to respond to an incident himself or herself. 

͚. )ncident reporting methods 

Various incident reporting6 complications can arise with neuroprostheti-
cally augmented information systems. For example, in the case of a human 
host who does not even realize that he or she has been implanted with a neu-
roprosthetic device, the host might discern that he or she is undergoing some 
unusual experience but would not associate it with the device and may have 
no ability to report the incident to the deviceǯs operator.7 

͛. Design of fail-safe procedures for the supersystem 

The design and implementation of effective fail-safe procedures8 is essen-
tial for ensuring information security for advanced neuroprosthetic devices 
and host-device systems, especially those with critical health impacts for a 

                                                 
5 NIST SP 800-53 (2013), p. F–108. 
6 NIST SP 800-53 (2013), p. F–107. 
7 For the possibility that human hosts might unwittingly be implanted, e.g., with certain kinds of 
RF)D devices, see Gasson, ǲ(uman )CT )mplants: From Restorative Application to (uman En-
hancementǳ ȋ͜͞͝͞Ȍ. 
8 NIST SP 800-53 (2013), p. F–233. 
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deviceǯs host. Such procedures may require, for example, that the host or op-
erator of a neuroprosthetic device receive a clear automated alert upon the 
failure or impending failure of critical device components, systems, or pro-
cesses, along with explicit instructions of steps that should be taken. In the 
event of some failures by certain kinds of neuroprosthetic devices, a deviceǯs 
host may have only minutes or seconds in which to execute specified fail-safe 
procedures before the failure incapacitates the host or otherwise renders him 
or her unable to take additional action. Other specific fail-safe procedures 
may include enabling mechanisms that will allow emergency medical person-
nel to access a neuroprosthetic device, initiating the backup of key infor-
mation maintained in volatile memory, or releasing particular biochemical 
agents to stimulate a specific response in the body of the deviceǯs host.9 

B. Planning of incident response training 

͙. Designing incident response training 

Incident response training10 is especially important for the human host of 
an advanced neuroprosthesis, insofar as an incident relating to such a device 
does not compromise or damage some external system like a desktop com-
puter or smartphone but may actually compromise the hostǯs own biological 
and cognitive processes. Once an incident is underway, a deviceǯs host may 
only have a very limited time in which to react and carry out response 
measures before losing consciousness or losing control over his or her own 
volition, memory, or other mental processes. Specialized incident response 
training can help ensure that a deviceǯs host recognizes and responds to an 
ongoing incident in a timely and effective manner. 

͚. Planning of automated training environments 

An organization or individual may utilize ǲautomated mechanisms to pro-
vide a more thorough and realistic incident response training environment.ǳ11 
With some kinds of neuroprosthetic devices, automated training environ-
ments that are governed by artificially intelligent systems may be needed to 
accurately simulate or replicate the activity of adversaries whose capacities 
and techniques exceed the limits of what can be possessed or performed by 
an unaugmented human adversary. 

                                                 
9 See Chapter Three of this text for a discussion of failure modes for neuroprosthetic devices and 
the need to provide adequate access to emergency medical personnel when a deviceǯs host is 
experiencing a medical emergency. 
10 NIST SP 800-53 (2013), p. F–103. 
11 NIST SP 800-53 (2013), p. F–104. 
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SDLC stage ͚: device design and manufacture  
The second stage in the system development life cycle includes the design 

and manufacture of a neuroprosthetic device and other hardware and soft-
ware that form part of any larger information system to which the device be-
longs. The development of security controls in this stage of the SDLC is typi-
cally performed by a deviceǯs designer and manufacturer, potentially with in-
structions or other input from the systemǯs eventual operator. Such controls 
are considered below. 

A. Error handling capacities 

͙. Design of error handling procedures 

 Error messages generated by information systems should generally pro-
vide the kinds of information needed for organizational personnel to identify 
and remedy the source of the error without providing information that could 
be used by adversaries to either directly compromise a system or indirectly 
learn more about its functioning.12 In the case of neuroprosthetic devices with 
critical health impacts, error messages may need to be presented not only 
through internal sensory or cognitive processes to a deviceǯs host or through 
organizational information systems to the deviceǯs operator but potentially 
also to emergency medical personnel who previously had no connection to 
the host or the hostǯs organization but who happened to be in the vicinity of 
a host, are diagnosing and treating him or her for some health emergency, 
and may not ȋyetȌ have full access to the neuroprosthetic deviceǯs compo-
nents or processes.13 

͚. Designing automated responses to integrity violations 

Care must be taken that any automated responses to integrity violations14 
detected within a neuroprosthetic device do not cause physical or psycholog-
ical harm to the deviceǯs host or others. )n some circumstances, automated 
responses may need to be delayed in order to prevent a device from malfunc-
tioning or failing when it is being used by its host or operator to perform an 

                                                 
12 NIST SP 800-53 (2013), p. F–230. 
13 Chapter Three of this text considers many proposed technological approaches for granting 
emergency medical personnel access to a neuroprosthetic device in cases when its human host 
is experiencing a medical emergency. An underappreciated aspect of such situations is the fact 
that even if emergency medical personnel have the technological means by which to gain access 
to a particular neuroprosthetic device, this in no way guarantees that they will have the expertise 
in computer science, information technology, biomedical engineering, or cybernetics that may 
be required in order to quickly diagnose the deviceǯs status and functioning, alter its configura-
tion, and perhaps even reprogram it in order to yield specific positive outcomes for and impacts 
on the hostǯs biological organism. 
14 NIST SP 800-53 (2013), p. F–226. 
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urgent task ȋe.g., with potentially critical health impacts for the deviceǯs 
host). In other circumstances, an automated response may need to take place 
instantaneously in order to protect the deviceǯs host or operator from some 
critical health impact. 

͛. )ntegration of incident detection and response 

In the case of certain neuroprostheses – for example, some utilizing a 
physical neural network that is broadly interconnected with the neural cir-
cuitry of the brain of the devicesǯ host and whose operating system or appli-
cations are partly or wholly stored within the biological structures and cog-
nitive processes of the hostǯs brain – the detection of integrity violations and 
the response to them may inherently be closely integrated,15 insofar as the 
same artificial neurons that receive input through their synthetic dendrites 
that allows a violation to be detected will also be involved in transmitting 
output through their synthetic axons to the connected natural biological neu-
rons in an effort to remedy the integrity violation.  

B. Design of failure mode capacities and procedures 

͙. Design of the capacity to fail in a known state  
Neuroprosthetic devices may be designed so that they fail (at least in the 

case of some kinds of failures) in a known state that preserves information 
about the devicesǯ final pre-failure state.16 It can be especially helpful for a 
neuroprosthesis to be designed to fail in a known secure state in cases when 
an implanted neuroprosthetic device cannot easily be inspected or otherwise 
immediately accessed to externally determine or confirm its failure state.17 

͚. Design of the capacity to fail secure 

It is important that advanced neuroprostheses be designed to fail securely 
in the case of a failure of one of a deviceǯs boundary protection systems or 
components;18 however, the basic concept of Ǯsecure failureǯ may take on an 
unusual form in this context. Under normal circumstances, secure failure im-
plies that after the failure of a boundary protection, information will be una-
ble to either enter or leave a system until the failure has been remedied. In 
the case of neuroprosthetic devices, the state of secure failure may require 

                                                 
15 Regarding integrated incident detection and response, see NIST SP 800-53 (2013), p. F–226. 
16 NIST SP 800-53 (2013), p. F–202. 
17 See Chapter Three of this text for a discussion of issues relating to the lack of physical access 

to neuroprosthetic devices after their implantation. 
18 NIST SP 800-53 (2013), pp. F–191-92. 
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that some information be able to enter and leave a device (or host-device sys-
tem) in order to avoid causing direct physical or psychological harm to a de-
viceǯs human host. 

Hansen and Hansen argue that in general, implantable medical devices 
should be designed in such a way that if an entire device, its individual com-
ponents, or the larger systemǯs security controls fail, they will Ǯfail openǯ in a 
way that allows rather than prevents the flow of information and access to 
the device, ǲsince it is almost always better to give possibly-inappropriate ac-
cess if the alternative is death or disability […].ǳ19 In the case of a particular 
advanced neuroprosthetic device, it must be carefully investigated and deter-
mined whether failing into a state that is Ǯopenǯ or Ǯclosedǯ is more likely to 
lead to severe harm ȋor even deathȌ for the deviceǯs host or operator under 
different kinds of possible circumstances. The types of information that 
should be allowed to enter or leave a device during failures should be deter-
mined by a deviceǯs designer in collaboration with physicians, psychologists, 
and biomedical engineers who possess relevant expertise about the potential 
physical and psychological impacts of device failure and a loss of information 
flow on a deviceǯs human host. 

͛. Design and installation of standby or backup components 

Often the failure of a component triggers the automatic or manual trans-
fer of the componentǯs responsibilities to a standby component that was al-
ready in place and ready to be activated.20 In the case of implanted neuro-
prosthetic devices whose ability to communicate with external systems can-
not be reliably guaranteed, whose functioning depends on direct physical ac-
cess to biological structures or processes within their hostǯs body, or which 
cannot be easily manually accessed for repair or replacement, it may not be 
possible to utilize standby components that are located externally to a hostǯs 
body: any standby components may need to be implanted into a hostǯs body 
at the same time as the primary neuroprosthetic device or may need to be 
directly incorporated into the structure of that primary neuroprosthesis itself. 

͜. Design of the failover to standby or backup systems 

The automatic switchover to an alternate system after the failure of an 
entire information system typically requires that mirrored systems or alter-
nate processing sites21 have already been established and adequately prepared 
and maintained in advance of the moment when the failure occurs. If by Ǯsys-
temǯ we understand an entire neuroprosthetic device, the unexpected failure 
of such a system may cause significant physical or psychological harm to the 

                                                 
19 (ansen & (ansen, ǲA Taxonomy of Vulnerabilities in )mplantable Medical Devicesǳ ȋ͜͜͞͝Ȍ. 
20 NIST SP 800-53 (2013), p. F–231. 
21 NIST SP 800-53 (2013), p. F–231. 
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deviceǯs host or operator, especially if the device has critical health impacts. 
In some cases, it may not be possible to install an alternate system at the same 
time as implantation of the primary neuroprosthesis due to practical con-
straints such as space or power limitations or the fact that key biological 
structures and processes within the body of the primary deviceǯs host can in-
terface with at most one device of that kind at a time. 

)n the case of Ǯfailureǯ of an entire host-device system (e.g., through the 
incapacitation or death of a deviceǯs human hostȌ, there may not be any pos-
sibility of failover to an alternate information system, insofar as it is not fea-
sible to Ǯmirrorǯ in a synthetic external information system such traits as the 
unique physical, legal, and ontological identity or continuity of consciousness 
and agency of a particular human being, no matter how closely the external 
system may mimic some other traits displayed by the person (such as his or 
her genotype, physical appearance, or even the contents of his or her 
memory). While the concept of Ǯuploadingǯ key information relating to a hu-
man being into an information system or creating physical or virtual copies 
of critical physical components or processes of the person has been proposed 
by some transhumanists and much debated22 – and such techniques could 
indeed be said to provide a limited Ǯfailover capability,ǯ if the only goal is to 
preserve (partial and potentially inaccurate) records of some aspects of a hu-
man beingǯs physical structure at a given point in time or of the personǯs past 
behavior – such mechanisms do not effect the continuation of a human be-
ingǯs essence or existence in any robust sense. 

Perhaps the only way in which a neuroprosthetic device or neurocyber-
netic system could allow the continuation of the existence of a Ǯhuman beingǯ 
through failover to an alternate information system would be if the individual 
were not a natural biological human being to begin with (in the way that the 
expression is traditionally understood) but were rather a simulacrum that was 
already, in some sense, a copy or representation without an original.23 If the 
traditional understanding of the concept of a Ǯhuman beingǯ were someday to 
be expanded or transformed to such an extent that an information system, 
virtual entity, software program, or instantiation of patterns within a neural 
network could be considered a Ǯhuman beingǯ simply because it displays cer-
tain human-like characteristics or contains information derived from human 

                                                 
22 Regarding such matters, see Koene, ǲEmbracing Competitive Balance: The Case for Substrate-
)ndependent Minds and Whole Brain Emulationǳ ȋ͜͞͝͞Ȍ; Proudfoot, ǲSoftware )mmortals: Sci-
ence or Faith?ǳ ȋ͜͞͝͞Ȍ; Pearce, ǲThe Biointelligence Explosionǳ ȋ͜͞͝͞Ȍ; (anson, ǲ)f uploads come 
first: The crack of a future dawnǳ ȋͥͥ͝͠Ȍ; and Moravec, Mind Children: The Future of Robot and 

Human Intelligence (1990). 
23 See, e.g., Baudrillard, Simulacra and Simulation (1994), for a discussion of such issues from a 
philosophical perspective. 
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beings – without requiring that such information be housed within or ac-
cessed through a particular unique biological substrate – then it would be 
possible to imagine the preservation and continuation of an entire host-de-
vice system through failover to an entirely disjoint alternate system. How-
ever, such Ǯpreservationǯ or Ǯcontinuationǯ is not at all the sort of preservation 
and continuation of personal consciousness, agency, and physical and noetic 
identity that a human being possessing a neuroprosthetic device would gen-
erally seek and which it may be the legal and ethical responsibility of the de-
viceǯs operator to ensure.24 

͝. Design of automatic device shutdown on audit failure 

For some kinds of advanced neuroprostheses it may be essential that a 
device automatically shut down if its audit-processing ability is compromised 
(e.g., due to a hardware error or reaching the audit storage capacity), in order 
to avoid the possibility that the loss of audit-processing ability might allow 
the device to inflict physical or psychological harm on its host or others.25 In 
other cases, a device may be required to continue operating after its audit-
processing ability has been compromised and until it can be restored, due to 
the fact that the abrupt cessation of operations could inflict harm on its host 
or others. 

C. Design of incident response mechanisms 

͙. Design of automated incident handling procedures 

Relying on automated incident handling processes26 to perform functions 
of incident detection, containment, and eradication may be hazardous if the 
execution of such functions is able or likely to directly or indirectly cause 
physical or psychological harm to a neuroprosthetic deviceǯs human host; an 
automated incident response system may not always recognize the effect that 
its efforts are inadvertently having on the deviceǯs host. On the other hand, 
in other situations, relying on an automated incident response system may 
be less likely to result in harm to a deviceǯs host than having human agents 
directly control the response, if the system can be trained to respond with a 
greater degree of speed, accuracy, and effectiveness than a human agent. 

                                                 
24 See Proudfoot (2012). See also Chapter Three of this text for a discussion of the need to protect 

the personal identity, autonomy, agency, and sapient self-awareness of a neuroprosthetic de-
viceǯs human host. 
25 NIST SP 800-53 (2013), p. F–44. 
26 NIST SP 800-53 (2013), p. F–105. 
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͚. Design of dynamic reconfiguration as an incident response 

Neuroprosthetic systems may be designed to dynamically reconfigure 
themselves either as a routine matter (in order to prevent potential attacks) 
or in response to an ongoing incident, in order ǲto stop attacks, to misdirect 
attackers, and to isolate components of systems, thus limiting the extent of 
the damage from breaches or compromises.ǳ27 In the case of neuroprosthetic 
devices utilizing biological components or physical neural networks, some 
degree of Ǯdynamic reconfigurationǯ may be continuously taking place.28 

͛. Design of dynamic information flow control as incident response 

Particular kinds of information flow controls might be automatically ena-
bled or disabled29 if, for example, a neuroprosthetic device detects that its 
human host is experiencing a medical emergency or if the deviceǯs operator 
determines that the host is entering a situation in which specialized infor-
mation flows are warranted. 

͜. Design of backup controls as incident response 

 A neuroprosthetic device may possess backup security controls (e.g., al-
ternate methods for user authentication) that become active only if the de-
viceǯs primary controls have been compromised.30 

͝. Designing automated responses to denial of service attacks 

Denial of service attacks31 may take on new forms in the cases of some 
advanced neuroprosthetic devices. For example, a sensory neuroprosthesis 
such as an artificial eye could potentially be subjected to a successful denial 
of service attack by exposing it to an intense light source or array of light 

                                                 
27 NIST SP 800-53 (2013), p. F–105. 
28 For example, for a discussion of the ways in which long-term memories stored within the hu-
man brain can undergo changes in their nature and storage over time, see Dudai, ǲThe Neurobi-
ology of Consolidations, Or, (ow Stable )s the Engram?ǳ ȋ͜͜͞͠Ȍ. )n a sense, memories stored 
within the brainǯs natural biological neural networks that undergo such changes (even if subtle 
ones) over time might be thought of as loosely analogous to metamorphic or polymorphic mal-
ware: a stored memoryǯs ongoing dynamic reconfiguration may make it more difficult for adver-
saries to target that particular memory for alteration, manipulation, or deletion, if the storage 
location and identifying characteristics of the memory are not entirely stable. For factors that 
may either enhance or limit the dynamic reconfiguration of memories stored within the human 
brain, see, e.g., the discussion of holographic brain models in Longuet-(iggins, ǲ(olographic 
Model of Temporal Recallǳ ȋͥͤ͢͝Ȍ; Westlake, ǲThe possibilities of neural holographic processes 
within the brainǳ ȋͥͣ͜͝Ȍ; Pribram, ǲProlegomenon for a (olonomic Brain Theoryǳ ȋͥͥ͜͝Ȍ; and 
Pribram & Meade, ǲConscious Awareness: Processing in the Synaptodendritic Web – The Corre-
lation of Neuron Density with Brain Sizeǳ ȋͥͥͥ͝Ȍ. 
29 See NIST SP 800-53 (2013), p. F–15. 
30 Regarding such controls, see NIST SP 800-53 (2013), p. F–89. 
31 NIST SP 800-53 (2013), p. F–187. 
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sources that overwhelms, confuses, or blocks its ability to gather desired in-
formation from the environment. Denial of service attacks can also take the 
form of resource depletion attacks that attempt to exhaust the internal battery 
or other power source of an implantable neuroprosthesis by subjecting it to 
an unending string of wireless access requests from some external system: 
even if the neuroprosthetic device successfully rejects all of the unauthorized 
access requests, the work of responding to and verifying each request can 
quickly exhaust the deviceǯs battery and disable it.32 

͞. Determining the response to unsuccessful logon attempts 

A control that automatically locks an account or delays the next logon 
prompt after a specified number of consecutive unsuccessful logon attempts33 
may be hazardous in emergency situations in which access to a device is 
needed immediately in order to prevent physical or psychological harm to its 
human host or others (and which may be precisely the sort of situation in 
which ongoing stress or physical impairment may cause the hostǯs logon at-
tempts to be unsuccessful).34 

͟. Design of the automatic wiping of a device in response to unsuccessful logon 
attempts 

A control that automatically purges data from a neuroprosthetic device 
after a certain number or type of unsuccessful logon attempts may be desira-
ble in order to preserve the confidentiality and possession of sensitive data 
stored within the device.35 On the other hand, such countermeasures may be 
legally or ethically impermissible in situations in which they would cause 
physical or psychological damage to a deviceǯs host or to others. 

͠. Coordination of incident response processes with component suppliers 

In some cases, successfully responding to an incident impacting an ad-
vanced neuroprosthesis may require coordination between the deviceǯs de-
signer, manufacturer, OS and application developers, provider, installer, op-
erator, and human host.36 

                                                 
32 See the discussion of threats in Chapter Two of this text for more about resource depletion 

attacks. 
33 NIST SP 800-53 (2013), p. F–21.  
34 See Chapter Three of this book for alternative methods for preventing resource depletion at-

tacks involving a string of unsuccessful logon attempts, and see Chapter Two for a basic descrip-

tion of resource depletion attacks. 
35 Regarding the automatic wiping of devices, see NIST SP 800-53 (2013), p. F–21. 
36 NIST SP 800-53 (2013), p. F–106. 
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SDLC stage ͛: device deployment in the host-device system and 
broader supersystem 

The third stage in the system development life cycle includes the activities 
surrounding deployment of a neuroprosthetic device in its human host (with 
whom it forms a biocybernetic host-device system) and the surrounding or-
ganizational environment or supersystem. The development or implementa-
tion of security controls in this stage of the SDLC is typically performed by a 
deviceǯs operator with the active or passive participation of its human host. 
Such controls are considered below. 

A. Activation of incident response mechanisms 

͙. Automated intrusion detection and response 

The use of automated mechanisms to detect intrusions into a device or 
the surrounding body of its human host and to initiate particular response 
actions37 must be undertaken carefully, insofar as some forms of intrusion 
ȋe.g., medical proceduresȌ may be done with the hostǯs consent and at his or 
her direct request, and automated responses could potentially cause physical 
or psychological harm if initiated while the host were in the midst of perform-
ing or undergoing some critical activity or otherwise at a time not desired by 
the host. 

͚. Detection and blocking of threatening outgoing communications 

If viewed solely from the perspective of a neuroprosthetic device, extrusion 
detection38 is essential for preventing potentially harmful traffic from passing 
from the device into the cognitive processes or biological systems of the de-
viceǯs human host. However, if viewed from the perspective of the larger host-
device system, such controls are not extrusion detection but internal con-
trols; true extrusion detection would attempt to detect and prevent, for ex-
ample, the use of a neuroprosthesis by its host or operator to conduct unau-
thorized denial of service attacks, the dissemination of malware, illegal sur-
veillance, or other illicit actions targeted at external systems or individuals. 

B. Testing of incident response procedures 

͙. Use of simulated events for incident response testing 

Incidents may be especially easy to simulate39 for the host of a neuropros-
thetic device when the device already creates a virtual or augmented reality 

                                                 
37 Regarding automated intrusion detection and response mechanisms, see NIST SP 800-53 
(2013), p. F–131. 
38 NIST SP 800-53 (2013), p. F–190. 
39 NIST SP 800-53 (2013), p. F–104.  
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for the host by supplying artificial sense data. At the same time, though, it 
may potentially be difficult for the hosts of such devices to distinguish simu-
lated events from actual ones.40 

͚. Automated testing of incident response processes 

Automated testing41 may be necessary for neuroprosthetic devices that 
cannot directly be accessed by technologies or activities controlled by human 
agents but which may, for example, be accessible and potentially vulnerable 
to attacks utilizing nanorobotic swarms or other automated systems. 

SDLC stage ͜: device operation within the host-device system and 
supersystem 

The fourth stage in the system development life cycle includes the activi-
ties occurring after a neuroprosthetic device has been deployed in its produc-
tion environment (comprising its host-device system and broader supersys-
tem) and is undergoing continuous use in real-world operating conditions. 
The development or execution of security controls in this stage of the SDLC 
is typically performed by a deviceǯs operator and maintenance service pro-
vider(s) with the active or passive participation of its human host. Such con-
trols are considered below. 

A. Flaw remediation 

͙. Centralized management of flaw remediation 

Some kinds of Ǯflawsǯ detected in the functioning or operation of a neuro-
prosthetic device may be flaws not in the physical device or its software but 
in the structure and behavior of the larger host-device system in which it par-
ticipates; in such circumstances, detection and remediation42 of the flaw may 
depend largely on the individual capacities and action of the deviceǯs human 
host rather than the organizations responsible for designing, manufacturing, 
providing, or operating such neuroprostheses.43 

͚. Establishing deadlines and benchmarks for flaw remediation 

In the case of some kinds of neuroprosthetic devices that interact with or 
support biological processes critical to the health of their human host, both 

                                                 
40 See Chapter Four of this text for a discussion of the distinguishability of neuroprosthetically 
supplied information as an information security goal and attribute for neuroprosthetic devices. 
41 NIST SP 800-53 (2013), p. F–104. 
42 Regarding centralized management of flaw remediation, see NIST SP 800-53 (2013), p. F–216. 
43 See Chapter Three of this text for a discussion of the distinction between a neuroprosthetic 
device and its host-device system. 
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legal, ethical, and operational considerations may dictate that a flaw must be 
corrected immediately upon its detection;44 the fact that an organization 
works ǲas quickly as possibleǳ to resolve the problem may not absolve it of 
responsibility for damage that occurs as a result. This is especially true in the 
case of devices that cannot easily be recalled, removed, or replaced if a flaw 
is discovered after a device has been implanted in its human host.45 

͛. Automatic updating of firmware and software to eliminate vulnerabilities 

Allowing the automatic downloading, installation, and execution of oper-
ating system or application updates46 by neuroprosthetic devices should only 
be undertaken after careful consideration, especially for devices with critical 
health impacts for their human host. The fact that operating system or appli-
cation updates have undergone beta testing in a simulated development en-
vironment or with a limited number of host-device systems prior to their 
widespread public release may not ensure that the updates will not cause se-
vere and unexpected negative impacts on the functioning of some implanted 
neuroprosthetic devices and harm for their human hosts, given the fact that 
the functioning of individual neuroprostheses may vary greatly depending on 
the unique nature of each deviceǯs physical interface with the neural circuitry 
of its human host and the nature of the hostǯs cognitive patterns and activity. 

B. )ncident response 

͙. Use of detonation chambers for execution of suspicious code 

The ability to implement a detonation chamber (or Ǯdynamic execution 
environmentǯ) within a neuroprosthetic device may be limited by the fact that 
some malicious code or applications may not be inherently (or obviously) 
harmful in themselves but only when allowed to interact with or be run by 
the cognitive processes of a particular human host. If it is not possible to sim-
ulate a hostǯs cognitive processes with sufficient richness and accuracy in 
some artificial dynamic execution environment, then carrying out actions 
such as executing suspicious programs, opening suspicious email attach-
ments, or visiting suspicious websites47 within the detonation chamber may 

                                                 
44 Regarding deadlines and benchmarks for flaw remediation, see NIST SP 800-53 (2013), p. F–
216. 
45 See Chapter Three of this text for a discussion of how the concept of zero-day vulnerabilities 

and attacks relates to neuroprosthetic devices – and especially to those possessing critical health 

impacts for their human host. 
46 NIST SP 800-53 (2013), p. F–216.  
47 NIST SP 800-53 (2013), p. F–214. 
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not reveal the harmful effects that the same actions would have when per-
formed by a neuroprosthetic device within a particular host-device system.48 

͚. )nformation spillage response 

Care must be exercised in defining information spillage49 with regard to 
neuroprosthetically augmented information systems and formulating spill-
age responses. For example, imagine that a human host possesses a neuro-
prosthetic device that stores information on flash memory that the host can 
access and Ǯplay backǯ to his or her conscious awareness through sensory sys-
tems.50 The host may have access and authorization to view classified infor-
mation stored on the device, but viewing the information would create a (per-
haps not entirely accurate) additional copy of the information in the natural 
biological long-term memory system within the hostǯs brain; this could po-
tentially be considered an information spillage. A similar situation would oc-
cur if a person were authorized to read printouts of classified information 
while in a secured location but not to transfer the information to a digital 
storage system; if the personǯs long-term memory processes were augmented 
with engram-storing mnemoprostheses, simply reading the documents in an 
authorized manner could result in the production of an unauthorized copy 
of the information within the neuroprosthetic system. In such situations, 
manual or automated responses that seek to take Ǯcorrective actionǯ to con-
tain and eradicate spillage within the systems that have been Ǯcontaminatedǯ51 
by the information spillage have the potential to cause physical and psycho-
logical damage to a deviceǯs human host. 

͛. System recovery and reconstitution 

The exact process of system recovery and reconstitution for a neuropros-
thetically augmented information system will depend on the nature of the 
failure that has made the recovery process necessary and the extent of dam-
age that the system and its stored information may have suffered. In the case 

                                                 
48 Practical difficulties with implementing a detonation chamber within a neuroprosthetic device 
itself could arise either from the nature of the deviceǯs computing platform ȋe.g., it may be diffi-
cult or impossible to implement such an environment within a neuroprosthesis that does not 
execute traditional programs but instead processes information using a physical – and perhaps 
biological – neural network) or simply from limitations on the processing power, storage capac-
ity, or power supply of a deviceǯs internal computer. See the device ontology in Chapter One of 
Gladden, Neuroprosthetic Supersystems Architecture (2017), for a discussion of such considera-
tions. 
49 NIST SP 800-53 (2013), p. F–109. 
50 For the idea of such sensory playback capabilities, see Merkel et al., ǲCentral Neural Prosthesesǳ 
ȋͣ͜͜͞Ȍ; Robinett, ǲThe consequences of fully understanding the brainǳ ȋ͜͜͞͞Ȍ; and McGee, ǲBio-
electronics and )mplanted Devicesǳ ȋͤ͜͜͞Ȍ, p. ͣ͞͝. 
51 NIST SP 800-53 (2013), p. F–109-110. 
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of some kinds of neuroprostheses (e.g., those utilizing a complex physical 
neural network), it may theoretically be possible to scan and record the state 
of the entire device at a single moment in time – thus creating a backup file 
– however, there may be no mechanism available for restoring the system to 
a previous state by overwriting the deviceǯs current state with the information 
contained in the backup file.52 

SDLC stage ͝: device disconnection, removal, and disposal 
The fifth stage in the system development life cycle involves a neuropros-

thetic deviceǯs functional removal from its host-device system and broader 
supersystem; this may be accomplished through means such as remote disa-
bling of the device or its core functionality, surgical extraction of the device, 
or the deviceǯs physical disassembly or destruction. The stage also includes a 
deviceǯs preparation for reuse or ultimate disposal after removal from its pre-
vious human host. The development or execution of security controls in this 
stage of the SDLC is typically performed by a deviceǯs operator or mainte-
nance service provider(s), potentially with the active or passive participation 
of its human host. In this text, we do not identify any standard detective In-
foSec controls as finding their greatest possible relevance during this final 
stage of the SDLC. 

Conclusion 

In this chapter, we have reviewed a number of standard corrective and 
compensating security controls for information systems and discussed the 
implications of applying such controls to neuroprosthetic devices and the 
larger information systems in which they participate, using the lens of a five-
stage system development life cycle as a conceptual framework. This con-
cludes our investigation of preventive, detective, and corrective or compen-
sating controls and their relationship to neuroprosthetic devices and neuro-
prosthetically augmented information systems. 

 

                                                 
52 Regarding information system recovery and reconstitution, see NIST SP 800-53 (2013), pp. F–
87-88. 
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